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In this study, Diagonally Implicit Two Derivative Runge-Kutta (DITDRK) methods and Diagonally Implicit Three Derivative Runge-Kutta (DIThDRK) methods are constructed for the numerical integration of first-order Initial Value Problems (IVPs). For DITDRK methods, the methods derived are also used in the solution of stiff Ordinary Differential Equations (ODEs) and Delay Differential Equations (DDEs). Three new methods with a minimum number of function evaluations are derived for DITDRK methods. Meanwhile for DIThDRK methods also, three new methods are constructed with a minimum number of function evaluations.

Solving ODEs which have periodic or oscillatory solutions in nature are more convenient with the implementation of trigonometrically-fitted and phase-fitted and amplification-fitted techniques. Hence, taking this idea into account, we implemented these techniques into DITDRK and DIThDRK methods. Two new methods each for DITDRK and DIThDRK methods for both oscillatory techniques are derived. They are fourth and fifth-order for DITDRK methods and sixth and seventh-order for DIThDRK methods. The Local Truncation Error (LTE) for each method is computed.

Stiff system of ODEs are solved using implicit formulae and required the use of Newton-like iteration, which needs a lot of computational effort. Here, we focused on the derivation of DITDRK methods for both constant and variable step-size. For constant step-size, three new methods of order three, four and six are constructed. For variable step-size, two new embedded methods of 3(2) and 4(3) DITDRK methods are derived. The stability of these methods are discussed along with their stability regions.

A brief introduction on Delay Differential Equations (DDEs) is given. The stability properties of DITDRK methods when applied to DDEs, using Lagrange interpolation to evaluate the
delay term are investigated. The P-stability and Q-stability of fourth and fifth-order DITDRK methods are discussed along with the boundary of the region. In solving first-order DDEs, Newton Divided Difference Interpolation (NDDI) is used to approximate the delay term. As for solving periodic DDEs, we use Trigonometric interpolation which is specially design to solve oscillatory problems due to its periodic properties. Hence, two methods of fourth and fifth-order Trigonometrically-Fitted DITDRK (TFDITDRK) methods are used to solve these types of problems.

Numerical experiments show that the newly derived methods are more efficient and accurate in comparison with existing Diagonally Implicit Runge-Kutta (DIRK) methods of the same order and properties in the literature in terms of maximum global error, number of function evaluation per step and execution time.
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Dalam kajian ini, kaedah Runge-Kutta Dua Terbitan Pepenjuru Tersirat (RKDTPT) dan kaedah Runge-Kutta Tiga Terbitan Pepenjuru Tersirat (RKTTPT) dibina untuk penyelesaian pengamiran berangka Masalah Nilai Awal (MNA) peringkat pertama. Untuk kaedah RKDTPT, kaedah yang diterbitkan juga diguna dalam penyelesaian Persamaan Pembezaan Biasa (PPB) kaku dan Persamaan Pembezaan Lengah (PPL). Tiga kaedah baharu dengan jumlah penilaian fungsi yang minima diterbitkan untuk kaedah RKDTPT. Sementara itu, untuk kaedah RKTTPT juga, tiga kaedah baharu dibina dengan jumlah penilaian fungsi yang minima.

Menyelesaikan PPB yang mempunyai penyelesaian semulajadi berkala atau berayun adalah lebih sesuai dengan pelaksanaan teknik suai-trigonometri dan suai-fasa dan suai-pembesaran. Oleh itu, dengan mengambil kira idea ini, kami melaksanakan teknik-teknik ini ke dalam kaedah RKDTPT dan RKTTPT. Dua kaedah baharu untuk setiap kaedah RKDTPT dan RKTTPT untuk kedua-dua teknik berkala diterbitkan. Mereka adalah peringkat empat dan lima untuk kaedah RKDTPT dan peringkat enam dan tujuh untuk kaedah RKTTPT. Ralat Pangkasan Tempatan (RPT) untuk setiap kaedah dikira.

Sistem PPB kaku diselesaikan menggunakan formula tersirat dan memerlukan penggunaan lelaran Newton, yang memerlukan pengiraan yang sangat banyak. Di sini, kami memfokuskan kepada penerbitan kaedah RKDTPT untuk kedua-dua saiz langkah tetap dan berubah. Untuk saiz langkah tetap, tiga kaedah baharu peringkat tiga, empat dan enam dibina. Untuk saiz langkah berubah, dua kaedah terbenam 3(2) dan 4(3) kaedah RKDTPT diterbitkan. Kestabilan kaedah-kaedah ini dibincangkan bersama-sama dengan rantau kestabilan.

Pengenalan ringkas terhadap Persamaan Pembezaan Lengah (PPL) diberikan. Sifat kestabilan kaedah RKDTPT apabila digunakan kepada PPL menggunakan interpolasi Lagrange
untuk mengira sebutan lengah dikaji. Kestabilan-P dan kestabilan-Q peringkat empat dan lima kaedah RKDTPT dibincangkan bersama-sama dengan sempadan rantaunya. Dalam menyelesaikan PPB peringakat pertama, Interpolasi Pembezaan Pembahagian Newton (IPPN) digunakan untuk menganggarkan sebutan lengah. Bagi menyelesaikan PPL berkala, kami menggunakan interpolasi Trigonometri yang direka khas untuk menyelesaikan masalah berayun oleh kerana sifat berkalanya. Oleh itu, dua kaedah RKDTPT suai-trigonometri peringkat empat dan lima digunakan untuk menyelesaikan masalah jenis ini.

Keputusan berangka menunjukkan bahawa kaedah-kaedah yang baharu diterbitkan adalah lebih jitu dan cekap dalam perbandingan dengan kaedah-kaedah Runge-Kutta Pepenjuru Tersirat (RKPT) sedia ada peringkat sama dan sifat dalam sorotan litratur dalam ralat global maksima, jumlah penilaian fungsi setiap langkah dan perlaksanaan masa.
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## CHAPTER 1

## INTRODUCTION

### 1.1 The Initial Value Problem

The Initial Value Problems (IVPs) for a system of $s$ first-order Ordinary Differential Equations (ODEs) is defined as:

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(u)=\omega \tag{1.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{y}(x) & =\left[y_{1}(x), y_{2}(x), \ldots, y_{c}(x)\right]^{T} \\
\mathbf{f}(x, y) & =\left[f_{1}(x, y), f_{2}(x, y), \ldots, f_{c}(x, y)\right]^{T}, \quad x \in[u, w]
\end{aligned}
$$

and $\omega=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{s}\right]^{T}$ is the vector of initial conditions.

Theorem 1.1 (Existence and Uniqueness)
Let $f(x, y)$ are defined and continous for every points $(x, y)$ in the region $R$-defined by $u \leq x \leq$ $w,-\infty<y<\infty$, where $u$ and $w$ are finite, and there exist a constant $L$ such that for all $x, y, y^{*}$, $(x, y)$ and $\left(x, y^{*}\right)$ are both in $R$.

$$
\begin{equation*}
\left|f(x, y)-f\left(x, y^{*}\right)\right| \leq L\left|y-y^{*}\right| . \tag{1.2}
\end{equation*}
$$

Then, let say if $\omega$ is any given random number, there exist a solution $y(x)$ which is unique where $y(x)$ is continuous and differentiable for all $(x, y) \in R$.

The condition (1.2) is known as Lipschitz condition, and the constant $L$ as Lipschitz constant. For proof and justification, refer to Henrici (1962). Hence, in this research, the conditions of the theorem are assumed to be satisfied which contribute to the existence of a unique solution of (1.1).

### 1.2 The Delay Differential Equation

Delay Differential Equations (DDEs) can be divided into four different classes namely retarded DDE (Baker, 2000), neutral DDE (Jackiewicz and Lo, 2006), distributed DDE (Augeraud-Véron and Leandri, 2014) and stochastic DDE (Fan, 2011). Among these four type of DDEs, the retarded type has become the most well-known class of DDEs.

Generally, a DDE refers to both a retarded DDE (RDDE) and a neutral DDE (NDDE) . RDDE is an ODE involving solution of the delay term $y(t-\tau(t, y(t))))$ and is given by

$$
\left.\begin{array}{ll}
y^{\prime}(t)=f(t, y(t), y(t-\tau(t, y(t)))), & t \in[u, w]  \tag{1.3}\\
y(t)=\varphi(t), & t \leq u
\end{array}\right\}
$$

A NDDE is an ODE involving both solutions of the delay term $y(t-\tau(t, y(t))))$ and the derivative of the delay term itself $y^{\prime}(t-\sigma(t, y(t)))$, given by

$$
\left.\begin{array}{ll}
y^{\prime}(t)=f\left(t, y(t), y(t-\tau(t, y(t))), y^{\prime}(t-\sigma(t, y(t)))\right), & t \in[u, w],  \tag{1.4}\\
y(t)=\varphi(t), & t \leq u, \\
y^{\prime}(t)=\varphi^{\prime}(t), & t \leq u .
\end{array}\right\}
$$

The delays or lags $\tau$ and $\sigma$ are measurable as a physical quatities that is scalar in function. Function $f$ is assumed to be continuous and it is always non-negative and satisfies the Lipschitz condition in $y(t)$ for all $t \in[u, w] . \varphi(t)$ is the initial function which is known to be defined in [ $\rho, t_{0}$ ], where

$$
\begin{equation*}
\rho=\min _{1 \leq i \leq n}\left\{\min \left(t-\tau_{t \geq t_{0}}\right)\right\} . \tag{1.5}
\end{equation*}
$$

There are three conditions that the delay can be represent which are a constant (the constant delay case), a function of $t, \tau_{i}=\tau_{i}(t)$ (the variable or time-dependent delay case) and a function of both $t$ and $y, \tau_{i}=\tau_{i}(t, y(t))$ (the state-dependent delay case) (Bellen and Zennaro, 2013; Hayashi, 1996).

Since DDE is always refererred to as both RDDE and NDDE, many authors refer the DDE as the RDDE only. In this thesis, we are only concerned with RDDE, hence it will therefore be referred to as DDE only.

### 1.3 Stiff System of Ordinary Differential Equation

Stiffness is a phenomenon identified in the numerical integration of ODEs that arise in various real life applications including the study of spring and damping system, problems in chemical kinetics and the analysis of control system. In correspond to a stable solution, it is often characterized in terms of the largest and smallest real parts of the zero of the stability function. Firstly, the eigenvalues of the Jacobian matrix of (1.1) is defined

Definition 1.1 (Lambert, 1973)
The eigenvalues $\lambda_{m}, m=1, \ldots, s$, of the (1.1) at $(x, y)$ is defined as the eigenvalues of the Jacobian matrix, $J=\left(\frac{\partial f}{\partial y}\right)$ evaluated at $(x, y)$.

With respect to the linear system of first order equations, various definitions of stiffness have been given in the literature.

$$
\begin{equation*}
\underline{y}^{\prime}=A \underline{y}+\underline{\phi}(x), \quad \underline{y}(u)=\underline{\eta}, \quad u \leq x \leq w, \tag{1.6}
\end{equation*}
$$

where

$$
\underline{y}^{T}=\left(y_{1}, \ldots, y_{s}\right) \text { and } \underline{\eta}^{T}=\left(\eta_{1}, \ldots, \eta_{s}\right) .
$$

Lambert (1973) has given the most widely accepted definitions on stiffness as follows:

Definition 1.2 (Lambert, 1973)
The linear system (1.6) is said to be stiff if

1. $\operatorname{Re} \lambda_{i}<0, i=1, \ldots, s$ and
2. $\max _{i}\left|\operatorname{Re}\left(\lambda_{i}\right)\right| \gg \min _{i}\left|\operatorname{Re}\left(\lambda_{i}\right)\right|$, where $\lambda_{i}$ are the eigenvalues of $A$ and the ratio $\frac{\max _{i}\left|\operatorname{Re}\left(\lambda_{i}\right)\right|}{\min _{i}\left|\operatorname{Re}\left(\lambda_{i}\right)\right|}$ is called the stiffness ratio or the stiffness index.

The general solution to (1.6) is in the form of

$$
y(x)=\sum_{i=1}^{s} c_{i} e^{\lambda_{i} x} u_{i}+\psi(x)
$$

where $y(x)=\sum_{i=1}^{s} c_{i} e^{\lambda_{i} x} u_{i}$ is the transient solution and $\psi(x)$ is the steady state solution.
Nonlinear system $\underline{y}^{\prime}=f(x, \underline{y})$ exhibits stiffness if the eigenvalues of the Jacobian $\frac{\partial f}{\partial \underline{y}}$ behaves in a similar manner. The eigenvalues are no longer constant, but depend on the solution and therefore vary with $x$. Accordingly, the system $y^{\prime}=f(x, y)$ is considered stiff in an interval $I$ of $x$ if for $x \in I$, the eigenvalues $\lambda_{i}(x)$ of $\frac{\partial f}{\partial y}$ satisfy Definition 1.2 above.

At the beginning of the integration, the solution can be rapidly varying due to the rapidly decreasing transient solution. This phase is referred to as the transient phase and accuracy rather than stability restricts the stepsize of any integration method. Thus the structure of the solutions suggest the application of non-stiff methods in the transient phase and stiff methods in the steady-state region hoping for computational cost saving.

### 1.4 Problem Statement

Our attention will be focused on deriving DITDRK and DIThDRK methods for solving firstorder ODEs (1.1) and DDEs (1.3) for the numerical solution of periodic and non-periodic problems. There are quite a number of research papers discussing on explicit TDRK and ThDRK methods but there are none on DITDRK and DIThDRK methods. Furthermore, there are none ongoing research on DITDRK and DIThDRK methods for solving stiff and non-stiff ODEs as well as oscillating and non-oscillating DDEs. Hence, taking this golden opportunity, we try to go one step further, digging into diagonally implicit methods since it is theoretically known that implicit methods are more accurate and precise compared to explicit methods. Moreover, we believed with the existence of $g$ and $\hat{g}$ parameter in their general formula will help in achieving higher order method with a lower stage number.

### 1.5 The Objectives of the Thesis

The derivation of highly improved and efficient numerical methods based on the DITDRK method and DIThDRK method for the numerical integration of first order ODEs and DDEs
in the form of (1.1) and (1.3) respectively for constant step-size and some variable step-size mode. The main objectives of this thesis are proposed as follows:

1. To derive DITDRK and DIThDRK methods using order conditions for solving firstorder ODEs.
2. To construct trigonometrically-fitted and phase-fitted and amplification-fitted DITDRK and DIThDRK methods for the solution of first-order ODEs for the numerical solutions of periodic problems.
3. To develop DITDRK methods for solving first-order stiff ODEs for constant and variable step-size.
4. To derive and analyse P-Stability and Q-Stability for DITDRK methods for the numerical solution of first-order DDEs of constant type.
5. To solve first-order DDEs of constant type for the numerical solutions of periodic problems using trigonometrically-fitted DITDRK methods and Trigonometric interpolation to approximate the delay term.

### 1.6 Scope of the Study

This thesis concentrates on the derivation of DITDRK and DIThDRK methods for solving first-order ODEs and DDEs of the form (1.1) and (1.3) respectively. We are also going to solve first-order stiff ODEs. This study focus on the development of efficient methods in solving ODEs problems which are oscillatory in nature by trigonometrically-fitted and phasefitted and amplification-fitted techniques and non-periodic solutions using order conditions. In addition, Trigonometric interpolation will be used to approximate the delay term for solving periodic DDEs problems. Note that the second-order IVPs of ODEs and DDEs will be solved by reducing them to system of first-order ODEs and DDEs. The proposed methods will be derived using constant and variable step-size approach to produce the approximated solutions.

### 1.7 Outline of the Study

The background of numerical integration of first order ODEs and DDEs are discussed briefly in Chapter 1. A brief explanation on IVPs as well as the existence and uniqueness theorem are given in this chapter. Diagonally Implicit Two Derivative Runge-Kutta method and Diagonally Implicit Three Derivative Runge-Kutta method along with their algebraic order conditions are discussed. The local truncation error for both DITDRK and DIThDRK methods are also presented. In addition, the stability analysis for these two methods are discussed thoroughly. In Chapter 2, the literature review is given where this section contains a brief history about Two Derivative Runge-Kutta method, Three Derivative Runge-Kutta method, oscillatory techniques, DDEs and stiff ODEs.

Three DITDRK methods which are fourth-order two-stage, fifth-order three-stage and sixth-order four-stage respectively and three DIThDRK methods which are sixth-order two-stage, seventh-order three-stage and eighth-order four-stage are constructed using order conditions are proposed in Chapter 3. The stability of the developed methods are analyzed
and their stability regions are plotted. Numerical experiments are carried out to show their effectiveness and accuracy compared with other existing DIRK methods of the same order.

In Chapter 4, two DITDRK methods of fourth-order and fifth-order each are constructed using trigonometrically-fitted and phase-fitted and amplification-fitted techniques. The algebraic order as well as the local truncation error for these methods are further discussed in this chapter. Numerical results are presented and compared with other existing DIRK methods with the same oscillatory properties in the literature. In Chapter 5, two DIThDRK methods of sixth-order and seventh-order each are constructed using trigonometrically-fitted and phase-fitted and amplification-fitted techniques. The algebraic order and the local truncation error for these new methods are briefly discussed in this chapter. Numerical results are presented and compared with other existing DIRK methods with the same periodic properties in the literature.

Meanwhile in Chapter 6, three DITDRK methods of third-order two-stage, fourth-order three-stage and sixth-order four-stage respectively are developed using constant step-size approach to solve first-order stiff ODEs. As for variable step-size approach, two new embedded methods of 3(2) and 4(3) DITDRK methods are derived. The stability of these proposed methods is discussed along with their stability regions. Numerical experiments are carried out to show their effectiveness and accuracy in comparison with other existing DIRK methods of the same order.

Next, in Chapter 7, the P-stability and Q-stability of fourth and fifth-order DITDRK methods are discussed along with the boundary of the region. As for solving periodic DDEs, we use Trigonometric interpolation which is specially design to solve oscillatory problems due to its periodic properties. Hence, two methods of fourth and fifth-order Trigonometrically-Fitted DITDRK (TFDITDRK) methods are used to solve these types of problems. Numerical experiments are carried out to show their effectiveness and accuracy in comparison with other existing DIRK methods of the same order. Finally, the summary of this thesis and future work are discussed in Chapter 8.

### 1.8 Two Derivative Runge-Kutta (TDRK) Method

A Two Derivative Runge-Kutta method is a Runge-Kutta method designed for solving first-order ODEs in the form of (1.1). A TDRK method can be divided into two kind which is explicit TDRK methods and implicit TDRK methods. If $a_{i j}=0$ for $i \leq j$, a TDRK method is an explicit method and if $a_{i j}=\delta$ where $i=j, \delta \in \mathfrak{R}$, it is denoted as diagonally implicit or also known as singly implicit. In our research context, we concentrate mainly on diagonally implicit TDRK method.

Consider the scalar ODEs (1.1) with $f: \mathfrak{R}^{N} \rightarrow \mathfrak{R}^{N}$. In this case, the second derivative is also assumed to be known where

$$
\begin{equation*}
y^{\prime \prime}=g(y):=f^{\prime}(y) f(y), \quad g: \mathfrak{R}^{N} \rightarrow \mathfrak{R}^{N} . \tag{1.7}
\end{equation*}
$$

An implicit TDRK method for the numerical integration of IVPs (1.1) is given by

$$
\begin{align*}
Y_{i} & =g\left(x_{n}+c_{i} h, y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(Y_{j}\right)+h^{2} \sum_{j=1}^{s} \hat{a}_{i j} Y_{j}\right),  \tag{1.8}\\
y_{n+1} & =y_{n}+h \sum_{i=1}^{s} b_{i} f\left(Y_{i}\right)+h^{2} \sum_{i=1}^{s} \hat{b}_{i} Y_{i}, \tag{1.9}
\end{align*}
$$

where $i=1, \ldots, s$.

The implicit TDRK method with the coefficients in (1.8) and (1.9) are presented using the Butcher tableau as follows:

| c | A | $\hat{A}$ |
| :---: | :---: | :---: |
|  | $b^{T}$ | $\hat{b}^{T}$ |

Diagonally implicit methods with a minimal number of function evaluations can be developed by considering the methods in the form

$$
\begin{align*}
Y_{i} & =g\left(x_{n}+c_{i} h, y_{n}+h c_{i} f\left(x_{n}, y_{n}\right)+h^{2} \sum_{j=1}^{s} \hat{a}_{i j} Y_{j}\right),  \tag{1.10}\\
y_{n+1} & =y_{n}+h f\left(x_{n}, y_{n}\right)+h^{2} \sum_{i=1}^{s} \hat{b}_{i} Y_{i}, \tag{1.11}
\end{align*}
$$

where $i=1, \ldots, s$.

The above method is denoted as a special DITDRK method. The unique part of this method is that it involves only one evaluation of $f$ and many evaluations of $g$ per step compared to many evaluations of $f$ per step in traditional RK methods. Its Butcher tableau is given as follows:

| c | $\hat{A}$ |
| :---: | :---: |
|  | $\hat{b}^{T}$ |

The DITDRK parameters $a_{i j}, \hat{a}_{i j}, b_{i}, \hat{b}_{i}$ and $c_{i}$ are assumed to be real and $s$ is the number of stage of the method. The $s$-dimensional vectors $\mathbf{b}, \hat{\mathbf{b}}, \mathbf{c}$ and $s \times s$ matrix, $\mathbf{A}$ and $\hat{\mathbf{A}}$ are introduced where $\mathbf{b}=\left[b_{1}, b_{2}, \ldots, b_{s}\right]^{T}, \hat{\mathbf{b}}=\left[\hat{b}_{1}, \hat{b}_{2}, \ldots, \hat{b}_{s}\right]^{T}, \mathbf{c}=\left[c_{1}, c_{2}, \ldots, c_{s}\right]^{T}, \mathbf{A}=\left[a_{i j}\right]$ and $\hat{\mathbf{A}}=\left[\hat{a}_{i j}\right]$ respectively.

### 1.9 Algebraic Conditions and Local Truncation Error for TDRK Method

The DITDRK methods (1.10) and (1.11) can be written as the following:

$$
\begin{equation*}
y_{n+1}=y_{n}+h y_{n}^{\prime}+h^{2} \sum_{i=1}^{s} \hat{b}_{i} k_{i} \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{i}=g\left(x_{n}+c_{i} h, y_{n}+h c_{i} y_{n}^{\prime}+h^{2} \sum_{j=1}^{i} \hat{a}_{i j} k_{j}\right) . \tag{1.13}
\end{equation*}
$$

The order conditions for DITDRK methods can be easily obtained by expanding the local truncation error in a direct way. The DITDRK method (1.10) and (1.11) can be expressed as:

$$
\begin{equation*}
y_{n+1}=y_{n}+h \psi\left(x_{n}, y_{n}, h\right), \tag{1.14}
\end{equation*}
$$

where the increment function $\psi\left(x_{n}, y_{n}, h\right)$ is denoted as

$$
\begin{equation*}
\psi\left(x_{n}, y_{n}, h\right)=y_{n}^{\prime}+h \sum_{i=1}^{s} \hat{b}_{i} k_{i}, \tag{1.15}
\end{equation*}
$$

and $k_{i}$ is given in (1.13).

The Taylor series increment function is denoted as $\Delta$. After substracting the computed solution, $y_{n+1}$ with the exact solution, $y\left(x_{n+1}\right)$, the local truncation errors of $y_{n}$ can be obtained where

$$
\begin{equation*}
L T E_{n+1}=h(\psi-\Delta) \tag{1.16}
\end{equation*}
$$

The Taylor series increment function of $y_{n}$ is expressed as

$$
\begin{equation*}
\Delta=y_{n}^{\prime}+\frac{1}{2} h y_{n}^{\prime \prime}+\frac{1}{6} h^{2} y_{n}^{\prime \prime \prime}+\frac{1}{24} h^{3} y_{n}^{(i v)}+\frac{1}{120} h^{4} y_{n}^{(v)}+\ldots+\frac{1}{p!} h^{p-1} y_{n}^{(p)} . \tag{1.17}
\end{equation*}
$$

The above equations are expressed in terms of elementary differentials. A few elementary differentials are given as follows:

$$
\begin{align*}
& y^{\prime}= F_{1}^{(1)}=f, \\
& y^{\prime \prime}= F_{1}^{(2)}=f_{x}+f_{y} y^{\prime}, \\
& y^{\prime \prime \prime}= F_{1}^{(3)}=  \tag{1.18}\\
& f_{x x}+2 f_{x y} y^{\prime}+f_{y y} y^{\prime \prime}+f_{y y}\left(y^{\prime}\right)^{2}, \\
& y^{(i v)}= F_{1}^{(4)}= \\
& f_{x x x}+3 f_{x x y} y^{\prime}+3 f_{x y y}\left(y^{\prime}\right)^{2}+3 f_{x y} y^{\prime \prime}+3 f_{y y} y^{\prime} y^{\prime \prime}+ \\
& f_{y y y}\left(y^{\prime}\right)^{3}+f_{y y} y^{\prime \prime \prime} .
\end{align*}
$$

Expressing $\Delta$ in terms of the elementary differential leads to:

$$
\begin{equation*}
\Delta=F_{1}^{(1)}+\frac{1}{2} h F_{1}^{(2)}+\frac{1}{6} h^{2} F_{1}^{(3)}+\frac{1}{24} h^{3} F_{1}^{(4)}+\mathscr{O}\left(h^{4}\right) . \tag{1.19}
\end{equation*}
$$

Substituting (1.18) into (1.15), the increment function $\psi$ for DITDRK method becomes

$$
\begin{equation*}
\sum_{i=1}^{s} \hat{b}_{i} k_{i}=\sum_{i=1}^{s} \hat{b}_{i} F_{1}^{(2)}+h \sum_{i=1}^{s} \hat{b}_{i} c_{i} F_{1}^{(3)}+\frac{1}{2} h^{2} \sum_{i=1}^{s} \hat{b}_{i} c_{i}^{2} F_{1}^{(4)}+\mathscr{O}\left(h^{3}\right) \tag{1.20}
\end{equation*}
$$

Using (1.15) and (1.17), the LTE can be written as:

$$
\left.\left.\begin{array}{rl}
L T E_{n+1}= & h^{2}
\end{array}\right]\left(\sum_{i=1}^{s} \hat{b}_{i} F_{1}^{(2)}+h \sum_{i=1}^{s} \hat{b}_{i} c_{i} F_{1}^{(3)}+\frac{1}{2} h^{2} \sum_{i=1}^{s} \hat{b}_{i} c_{i}^{2} F_{1}^{(4)}+\ldots\right)\right] .
$$

Simplifying (1.21)
$L T E_{n+1}=h^{2}\left[\left(\sum_{i=1}^{s} \hat{b}_{i}-\frac{1}{2}\right) F_{1}^{(2)}+\left(\sum_{i=1}^{s} \hat{b}_{i} c_{i}-\frac{1}{6}\right) h F_{1}^{(3)}+\left(\frac{1}{2} h^{2} \sum_{i=1}^{s} \hat{b}_{i} c_{i}^{2}-\frac{1}{24}\right) h^{2} F_{1}^{(4)}+\ldots\right]$.

The order conditions for a $s$-stage DITDRK method by using (1.22) up to order seven as proposed by Chan and Tsai (2010) are given as follows:

$$
\begin{array}{ll}
\text { Order 2: } & \sum \hat{b}_{i}=\frac{1}{2}, \\
\text { Order 3: } & \sum \hat{b}_{i} c_{i}=\frac{1}{6}, \\
\text { Order 4: } & \sum \hat{b}_{i} c_{i}^{2}=\frac{1}{12} \\
\text { Order 5: } & \sum \hat{b}_{i} c_{i}^{3}=\frac{1}{20} \\
& \sum \hat{b}_{i} \hat{a}_{i j} c_{j}=\frac{1}{120} \\
& \sum \hat{b}_{i} c_{i}^{4}=\frac{1}{30}, \\
\text { Order 6: } & \sum \hat{b}_{i} c_{i} \hat{a}_{i j} c_{j}=\frac{1}{180} \\
& \sum \hat{b}_{i} \hat{a}_{i j} c_{j}^{2}=\frac{1}{360} \tag{1.30}
\end{array}
$$

Order 7: $\quad \sum \hat{b}_{i} c_{i}^{5}=\frac{1}{42}$,

$$
\begin{equation*}
\sum \hat{b}_{i} c_{i}^{2} \hat{a}_{i j} c_{j}=\frac{1}{252} \tag{1.31}
\end{equation*}
$$

$$
\begin{equation*}
\sum \hat{b}_{i} c_{i} \hat{a}_{i j} c_{j}^{2}=\frac{1}{504} \tag{1.32}
\end{equation*}
$$

$$
\begin{equation*}
\sum \hat{b}_{i} \hat{a}_{i j} c_{j}^{3}=\frac{1}{840} \tag{1.33}
\end{equation*}
$$

$$
\begin{equation*}
\sum \hat{b}_{i} \hat{a}_{i j}^{2} c_{j}=\frac{1}{5040} \tag{1.34}
\end{equation*}
$$

For DITDRK methods, the following simplifying assumption as proposed by Chan and Tsai (2010) to simplify the order conditions is imposed:

$$
\begin{equation*}
\sum_{j=1}^{i} \hat{a}_{i j}=\frac{1}{2} c_{i}^{2}, \quad i=1, \ldots, s \tag{1.36}
\end{equation*}
$$

Minimizing the error norms is one of the finest strategy to acquire a particular order accuracy as stated in Dormand (1996). The norm of the local truncation error is:

$$
\begin{equation*}
\left\|\tau^{(\zeta+1)}\right\|_{2}=\sqrt{\sum_{j=1}^{\zeta+1}\left(\tau_{j}^{(\zeta+1)}\right)^{2}} \tag{1.37}
\end{equation*}
$$

The increment function of a DITDRK method can be expressed as follows

$$
\begin{equation*}
\Phi=\sum_{i=1}^{\infty} h^{i-2}\left\{\sum_{j=1}^{n_{i}} \rho_{j}^{(i)} F_{j}^{(i)}\right\} \tag{1.38}
\end{equation*}
$$

where the $\rho_{j}^{(i)}$ are the functions of the DITDRK parameters $\hat{a}_{i j}, \hat{b}_{i}, c_{i}$ and the simplifying assumption (1.36) is satisfied. By using the equations (1.16) and (1.18) with (1.38), for any DITDRK methods, the local truncation error can be written as

$$
\begin{align*}
L T E_{n+1} & =\sum_{i=2}^{\infty} h^{i}\left\{\sum_{j=1}^{n_{i}}\left(\rho_{j}^{(i)}-\frac{\gamma_{j}^{(i)}}{i!}\right) F_{j}^{(i)}\right\} \\
& =\sum_{i=2}^{\infty} h^{i}\left\{\sum_{j=1}^{n_{i}} \tau_{j}^{(i)} F_{j}^{(i)}\right\} \tag{1.39}
\end{align*}
$$

where

$$
\tau_{j}^{(i)}=\rho_{j}^{(i)}-\frac{\gamma_{j}^{(i)}}{i!}, \quad i=2,3, \ldots ; \quad j=1,2, \ldots, n_{i}
$$

are the error coefficients. Hence, the error coefficients up to order seven for DITDRK methods are given below:

Order 2: $\quad \tau_{1}^{(2)}=\sum \hat{b}_{i}-\frac{1}{2}$,
Order 3: $\quad \tau_{1}^{(3)}=\sum \hat{b}_{i} c_{i}-\frac{1}{6}$,
Order 4: $\quad \tau_{1}^{(4)}=\sum \hat{b}_{i} c_{i}^{2}-\frac{1}{12}$,
Order 5: $\quad \tau_{1}^{(5)}=\sum \hat{b}_{i} c_{i}^{3}-\frac{1}{20}$,

$$
\begin{equation*}
\tau_{2}^{(5)}=\sum \hat{b}_{i} \hat{a}_{i j} c_{j}-\frac{1}{120} \tag{1.43}
\end{equation*}
$$

Order 6: $\quad \tau_{1}^{(6)}=\sum \hat{b}_{i} c_{i}^{4}-\frac{1}{30}$,

$$
\begin{equation*}
\tau_{2}^{(6)}=\sum \hat{b}_{i} c_{i} \hat{a}_{i j} c_{j}-\frac{1}{180} \tag{1.45}
\end{equation*}
$$

$$
\begin{align*}
\tau_{3}^{(6)} & =\sum \hat{b}_{i} \hat{a}_{i j} c_{j}^{2}-\frac{1}{360}  \tag{1.47}\\
\text { Order 7: } \quad \tau_{1}^{(7)} & =\sum \hat{b}_{i} c_{i}^{5}-\frac{1}{42},  \tag{1.48}\\
\tau_{2}^{(7)} & =\sum \hat{b}_{i} c_{i}^{2} \hat{a}_{i j} c_{j}-\frac{1}{252},  \tag{1.49}\\
\tau_{3}^{(7)} & =\sum \hat{b}_{i} c_{i} \hat{a}_{i j} c_{j}^{2}-\frac{1}{504},  \tag{1.50}\\
\tau_{4}^{(7)} & =\sum \hat{b}_{i} \hat{a}_{i j} c_{j}^{3}-\frac{1}{840}  \tag{1.51}\\
\tau_{5}^{(7)} & =\sum \hat{b}_{i} \hat{a}_{i j}^{2} c_{j}-\frac{1}{5040} \tag{1.52}
\end{align*}
$$

### 1.10 Stability of TDRK Method

When a DITDRK method is applied to the model equation

$$
\begin{equation*}
y^{\prime}=f(x, y)=\lambda y, \quad y^{\prime \prime}=f^{\prime}(x, y) f(x, y)=\lambda^{2} y, \quad \lambda \in \mathbb{C}, \tag{1.53}
\end{equation*}
$$

the resulting difference equation is

$$
\begin{equation*}
y_{n+1}=H(v) y_{n}, \quad v=\lambda h, \tag{1.54}
\end{equation*}
$$

where $H(v)$ is the stability polynomial of the DITDRK method. It can be clearly seen that $y_{n} \rightarrow 0$ as $n \rightarrow \infty$ if and only if

$$
\begin{equation*}
|H(v)|<1, \tag{1.55}
\end{equation*}
$$

and the method will be absolutely stable for $v$ values for which (1.55) holds.

Applying the test equation (1.53) to DITDRK method (1.10)-(1.11) yields

$$
\begin{align*}
Y_{i} & =y_{n}+c_{i} v y_{n}+v^{2} \sum_{j=1}^{i} \hat{a}_{i j} Y_{j},  \tag{1.56}\\
y_{n+1} & =y_{n}+v y_{n}+v^{2} \sum_{i=1}^{s} \hat{b}_{i} Y_{i}, \tag{1.57}
\end{align*}
$$

where $i=1, \ldots, s$.

Define $Y, e \in \mathfrak{R}^{s}$ by $e=(1,1, \ldots, 1)^{T}$ and $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{S}\right)^{T}$, then (1.56) and (1.57) can be written in the form

$$
\begin{align*}
Y & =y_{n} e+c_{i} v y_{n}+v^{2} \hat{A} Y,  \tag{1.58}\\
y_{n+1} & =y_{n}+v y_{n}+v^{2} \hat{b}^{T} Y . \tag{1.59}
\end{align*}
$$

Solving for (1.58) and substituting into (1.59) gives

$$
\begin{equation*}
y_{n+1}=\left[(1+v)+v^{2} \hat{b}^{T}(e+c v)\left(I-v^{2} \hat{A}\right)^{-1}\right] y_{n}, \tag{1.60}
\end{equation*}
$$

$I$ is the $s \times s$ unit matrix $\hat{b}=\left(\hat{b}_{1}, \hat{b}_{2}, \ldots, \hat{b}_{s}\right)^{T}$ and $c=\left(c_{1}, c_{2}, \ldots, c_{s}\right)^{T}$. The stability function is then given by

$$
\begin{equation*}
H(v)=1+v^{2} \hat{b}^{T}\left(I-v^{2} \hat{A}\right)^{-1} e+v\left(1+v^{2} \hat{b}^{T} c\left(I-v^{2} \hat{A}\right)^{-1}\right) \tag{1.61}
\end{equation*}
$$

According to Cramer's rule, the stability function of DITDRK method can be written as

$$
\begin{equation*}
H(v)=\frac{P(v)}{Q(v)}=\frac{(1+v) \operatorname{det}\left[\left(I-v^{2} \hat{A}\right)+\left(v^{2} /(1+v)\right) e \hat{b}^{T}+\left(v^{3} /(1+v)\right) c \hat{b}^{T}\right]}{\operatorname{det}\left(I-v^{2} \hat{A}\right)} . \tag{1.62}
\end{equation*}
$$

It can be seen that $y_{n} \rightarrow 0$ as $n \rightarrow \infty$ if and only if

$$
\begin{equation*}
|H(v)|<1, \tag{1.63}
\end{equation*}
$$

and the method is absolutely stable for those $v$ values for which (1.63) holds. The stability region is defined as $\{v \in \mathbb{C}:|H(v)| \leq 1\}$ or the set of points in the complex plane given that the computed solution remains bounded after many computation steps as in Wolfram (1991).

Definition 1.3 (Butcher, 1987)
A Runge-Kutta method is said to be absolutely stable for a given $v$, if for all that $v$, all the roots of the stability polynomial have modulus less than or equal to one, with those of modulus one being simple.

Definition 1.4 (Butcher, 1987)
A Runge-Kutta method is said to be A-stable if its stability region contains $C^{-}$, the nonpositive half-plane $\{v \mid \operatorname{Re}(v)<0\}$.

Absolute stability property will ensure that the decreasing solution will be approximated by non-increasing function. Meanwhile, the A-stable method can be regarded as trying to produce an approximate to the exponential function whose modulus is bounded by unity.

When solving the IVP (1.53), a more satisfactory approximation to the exponential will be the one that is not only A-stable, but also satisfies the property that as $|v| \rightarrow \infty$, with $\operatorname{Re}(z)<0$, its modulus approaches zero, which leads to the definition below.

Definition 1.5 (Wanner and Hairer, 1996)
A method is called L-stable if it is A-stable and if in addition $\lim _{v \rightarrow \infty} H(v)=0$. If an Implicit Runge-Kutta (IRK) method is A-stable, then it is L-stable if and only if $H(v)=\frac{P(v)}{Q(v)}$, such that the degree of $P(v)<$ degree of $Q(v)$.

### 1.11 Three Derivative Runge-Kutta (ThDRK) Method

A Three Derivative Runge-Kutta method is a Runge-Kutta method designed for solving first-order ODEs in the form of (1.1) other than TDRK method. A ThDRK method can be divided into two form which is explicit ThDRK methods and implicit ThDRK methods. If $a_{i j}=0$ for $i \leq j$, a ThDRK method is an explicit method and if $a_{i j}=\delta$ where $i=j, \delta \in \mathfrak{R}$, it is denoted as diagonally implicit or also known as singly implicit. In our research context, we concentrate mainly on diagonally implicit ThDRK method.

Consider the scalar ODEs (1.1) with $f: \mathfrak{R}^{N} \rightarrow \mathfrak{R}^{N}$. In this case, the second and third derivative are also assumed to be known where

$$
\begin{array}{ll}
y^{\prime \prime}=g(y):=f^{\prime}(y) f(y), & g: \mathfrak{R}^{N} \rightarrow \mathfrak{R}^{N}, \\
y^{\prime \prime \prime}=\hat{g}(y):=f^{\prime \prime}(y)(f(y), f(y))+f^{\prime}(y) f^{\prime}(y) f(y), & \hat{g}: \mathfrak{R}^{N} \rightarrow \mathfrak{R}^{N} . \tag{1.64}
\end{array}
$$

An implicit ThDRK method for the numerical integration of IVPs (1.1) is given by

$$
\begin{align*}
Y_{i} & =\hat{g}\left(x_{n}+c_{i} h, y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(Y_{j}\right)+\frac{h^{2}}{2} \sum_{j=1}^{s} \hat{a}_{i j} g\left(Y_{j}\right)+h^{3} \sum_{j=1}^{s} \bar{a}_{i j} Y_{j}\right),  \tag{1.65}\\
y_{n+1} & =y_{n}+h \sum_{i=1}^{s} b_{i} f\left(Y_{i}\right)+\frac{h^{2}}{2} \sum_{i=1}^{s} \hat{b}_{i} g\left(Y_{i}\right)+h^{3} \sum_{i=1}^{s} \bar{b}_{i} Y_{i}, \tag{1.66}
\end{align*}
$$

where $i=1, \ldots, s$.

The implicit ThDRK method with the coefficients in (1.65) and (1.66) are presented using the Butcher tableau as follows:

| c | A | $\hat{A}$ | $\bar{A}$ |
| :---: | :---: | :---: | :---: |
|  | $b^{T}$ | $\hat{b}^{T}$ | $\bar{b}^{T}$ |

Diagonally implicit methods with a minimal number of function evaluations can be developed by considering the methods in the form

$$
\begin{align*}
Y_{i} & =\hat{g}\left(x_{n}+c_{i} h, y_{n}+h c_{i} f\left(x_{n}, y_{n}\right)+\frac{h^{2}}{2} c_{i}^{2} g\left(x_{n}, y_{n}\right)+h^{3} \sum_{j=1}^{s} \bar{a}_{i j} Y_{j}\right),  \tag{1.67}\\
y_{n+1} & =y_{n}+h f\left(x_{n}, y_{n}\right)+\frac{h^{2}}{2} g\left(x_{n}, y_{n}\right)+h^{3} \sum_{i=1}^{s} \hat{b}_{i} Y_{i}, \tag{1.68}
\end{align*}
$$

where $i=1, \ldots, s$.

The above method is denoted as a special DIThDRK method. The unique part of this method is that it involves only one evaluation of $f$ and $g$ and many evaluations of $\hat{g}$ per step compared to a number of evaluations of $f$ per step in traditional RK methods. Its Butcher tableau is given as follows:

The DIThDRK parameters $a_{i j}, \hat{a}_{i j}, \bar{a}_{i j}, b_{j}, \hat{b}_{j}$ and $\bar{b}_{j}$ are assumed to be real and $s$ is the number of stage of the method. The $s$-dimensional vectors $\mathbf{b}, \hat{\mathbf{b}}, \overline{\mathbf{b}}, \mathbf{c}$ and $s \times s$ matrix $\mathbf{A}, \hat{\mathbf{A}}$ and $\overline{\mathbf{A}}$, are introduced where $\mathbf{b}=\left[b_{1}, b_{2}, \ldots, b_{s}\right]^{T}, \hat{\mathbf{b}}=\left[\hat{b}_{1}, \hat{b}_{2}, \ldots, \hat{b}_{s}\right]^{T}, \overline{\mathbf{b}}=\left[\bar{b}_{1}, \bar{b}_{2}, \ldots, \bar{b}_{s}\right]^{T}, \mathbf{c}=$ $\left[c_{1}, c_{2}, \ldots, c_{s}\right]^{T}, \mathbf{A}=\left[a_{i j}\right], \hat{\mathbf{A}}=\left[\hat{a}_{i j}\right]$ and $\overline{\mathbf{A}}=\left[\bar{a}_{i j}\right]$ respectively.

### 1.12 Algebraic Conditions and Local Truncation Error for ThDRK Method

The ThDRK methods (1.67) and (1.68) can be written as the following:

$$
\begin{equation*}
y_{n+1}=y_{n}+h y_{n}^{\prime}+\frac{h^{2}}{2} y_{n}^{\prime \prime}+h^{3} \sum_{i=1}^{s} \bar{b}_{i} k_{i}, \tag{1.69}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{i}=\hat{g}\left(x_{n}+c_{i} h, y_{n}+h c_{i} y_{n}^{\prime}+\frac{h^{2}}{2} c_{i}^{2} y_{n}^{\prime \prime}+h^{3} \sum_{j=1}^{i} \bar{a}_{i j} k_{j}\right) \tag{1.70}
\end{equation*}
$$

The order conditions for DIThDRK methods can be easily obtained by expanding the local truncation error in a direct way. The DIThDRK method (1.69) and (1.70) can be expressed as:

$$
\begin{equation*}
y_{n+1}=y_{n}+h \psi\left(x_{n}, y_{n}, h\right) \tag{1.71}
\end{equation*}
$$

where the increment function $\psi\left(x_{n}, y_{n}, h\right)$ is denoted as

$$
\begin{equation*}
\psi\left(x_{n}, y_{n}\right)=y_{n}^{\prime}+\frac{h}{2} y_{n}^{\prime \prime}+h^{2} \sum_{i=1}^{s} \bar{b}_{i} k_{i} \tag{1.72}
\end{equation*}
$$

and $k_{i}$ is given in (1.70).

The Taylor series increment function is denoted as $\Delta$. After substracting the computed solution, $y_{n+1}$ with the exact solution, $y\left(x_{n+1}\right)$, the local truncation errors of $y_{n}$ can be obtained where

$$
\begin{equation*}
L T E_{n+1}=h(\psi-\Delta) \tag{1.73}
\end{equation*}
$$

The Taylor series increment function of $y_{n}$ is expressed as

$$
\begin{equation*}
\Delta=y_{n}^{\prime}+\frac{1}{2} h y_{n}^{\prime \prime}+\frac{1}{6} h^{2} y_{n}^{\prime \prime \prime}+\frac{1}{24} h^{3} y_{n}^{(i v)}+\frac{1}{120} h^{4} y_{n}^{(v)}+\frac{1}{720} h^{5} y_{n}^{(v i)}+\ldots+\frac{1}{p!} h^{p-1} y_{n}^{(p)} \tag{1.74}
\end{equation*}
$$

The above equations are expressed in terms of elementary differentials. A few elementary differentials are given in (1.18) and as follows:

$$
\begin{aligned}
y^{(v)}=F_{1}^{(5)}= & f_{y y y y}\left(y^{\prime}\right)^{4}+6 y^{\prime \prime}\left(y^{\prime}\right)^{2} f_{y y y}+4 y^{\prime \prime \prime} f_{x y y y}+3\left(y^{\prime \prime}\right)^{2} f_{y y}+12 y^{\prime \prime} y^{\prime} f_{x y y}+ \\
& 4 y^{\prime \prime \prime} y^{\prime} f_{y y}+6\left(y^{\prime}\right)^{2} f_{x x y y}+6 f_{x x y} y^{\prime \prime}+4 f_{x y} y^{\prime \prime \prime}+f_{y} y^{(i v)}+4 f_{x x x y} y^{\prime}+ \\
& f_{x x x x}
\end{aligned}
$$

Express $\Delta$ in terms of the elementary differential lead to:

$$
\begin{equation*}
\Delta=F_{1}^{(1)}+\frac{1}{2} h F_{1}^{(2)}+\frac{1}{6} h^{2} F_{1}^{(3)}+\frac{1}{24} h^{3} F_{1}^{(4)}+\frac{1}{120} h^{4} F_{1}^{(5)}+\mathscr{O}\left(h^{5}\right) \tag{1.76}
\end{equation*}
$$

Substituting (1.75) into (1.72), the increment function $\psi$ for DIThDRK method becomes

$$
\begin{equation*}
\sum_{i=1}^{s} \bar{b}_{i} k_{i}=\sum_{i=1}^{s} \bar{b}_{i} F_{1}^{(3)}+h \sum_{i=1}^{s} \bar{b}_{i} c_{i} F_{1}^{(4)}+\frac{1}{2} h^{3} \sum_{i=1}^{s} \bar{b}_{i} c_{i}^{2} F_{1}^{(5)}+\mathscr{O}\left(h^{4}\right) \tag{1.77}
\end{equation*}
$$

Using (1.72) and (1.74), the LTE can be written as:

$$
\left.\left.\begin{array}{rl}
L T E_{n+1}= & h^{3}
\end{array}\right]\left(\sum_{i=1}^{s} \bar{b}_{i} F_{1}^{(3)}+h \sum_{i=1}^{s} \bar{b}_{i} c_{i} F_{1}^{(4)}+\frac{1}{2} h^{2} \sum_{i=1}^{s} \bar{b}_{i} c_{i}^{2} F_{1}^{(5)}+\ldots\right)\right] .
$$

Simplifying (1.78)

$$
\begin{align*}
L T E_{n+1}= & h^{3}\left[\left(\sum_{i=1}^{s} \bar{b}_{i}-\frac{1}{6}\right) F_{1}^{(3)}+\left(\sum_{i=1}^{s} \bar{b}_{i} c_{i}-\frac{1}{24}\right) h F_{1}^{(4)}\right. \\
& \left.+\left(\frac{1}{2} h^{2} \sum_{i=1}^{s} \bar{b}_{i} c_{i}^{2}-\frac{1}{120}\right) h^{2} F_{1}^{(5)}+\ldots\right] \tag{1.79}
\end{align*}
$$

The order conditions for a $s$-stage DIThDRK method by using (1.79) up to order eight as proposed by Turacı and Öziş (2015) are given as follows:

Order 3: $\quad \sum \bar{b}_{i}=\frac{1}{6}$,
Order 4: $\quad \sum \bar{b}_{i} c_{i}=\frac{1}{24}$,
Order 5: $\quad \sum \bar{b}_{i} c_{i}^{2}=\frac{1}{60}$,
Order 6: $\quad \sum \bar{b}_{i} c_{i}^{3}=\frac{1}{120}$,
Order 7: $\quad \sum \bar{b}_{i} \bar{a}_{i j} c_{j}=\frac{1}{5040}$,

$$
\begin{equation*}
\sum \bar{b}_{i} c_{i}^{4}=\frac{1}{210} \tag{1.84}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { Order 8: } & \sum \bar{b}_{i} c_{i}^{5}=\frac{1}{336}, \\
& \sum \bar{b}_{i} \bar{a}_{i j} c_{j}^{2}=\frac{1}{20160}, \\
& \sum \bar{b}_{i} c_{i} \bar{a}_{i j} c_{j}=\frac{1}{8064} . \tag{1.88}
\end{array}
$$

For DIThDRK methods, the following simplifying assumption as proposed by Turacı and Öziş (2015) to simplfy the order conditions is imposed:

$$
\begin{equation*}
\sum_{j=1}^{i} \bar{a}_{i j}=\frac{1}{6} c_{i}^{3}, \quad i=1, \ldots, s \tag{1.89}
\end{equation*}
$$

The norm of local truncation error is given in (1.37).

The increment function of a ThDRK method can be expressed as follows

$$
\begin{equation*}
\Phi=\sum_{i=3}^{\infty} h^{i-3}\left\{\sum_{j=1}^{n_{i}} \rho_{j}^{(i)} F_{j}^{(i)}\right\} \tag{1.90}
\end{equation*}
$$

where the $\rho_{j}^{(i)}$ are the functions of the DIThDRK parameters $\bar{a}_{i j}, \bar{b}_{i}, c_{i}$ and the simplifying assumption (1.89) is satisfied. By using the equations (1.16) and the elementary differentials given in (1.18) and (1.76) with (1.90), for any DIThDRK methods, the local truncation error can be written as

$$
\begin{align*}
L T E_{n+1} & =\sum_{i=3}^{\infty} h^{i}\left\{\sum_{j=1}^{n_{i}}\left(\rho_{j}^{(i)}-\frac{\gamma_{j}^{(i)}}{i!}\right) F_{j}^{(i)}\right\} \\
& =\sum_{i=3}^{\infty} h^{i}\left\{\sum_{j=1}^{n_{i}} \tau_{j}^{(i)} F_{j}^{(i)}\right\} \tag{1.91}
\end{align*}
$$

where

$$
\tau_{j}^{(i)}=\rho_{j}^{(i)}-\frac{\gamma_{j}^{(i)}}{i!}, \quad i=3,4, \ldots ; \quad j=1,2, \ldots, n_{i}
$$

are the error coefficients. Hence, the error coefficients up to order eight for DIThDRK processes are given below:

Order 3: $\quad \tau_{1}^{(3)}=\sum \bar{b}_{i}-\frac{1}{6}$,
Order 4: $\quad \tau_{1}^{(4)}=\sum \bar{b}_{i} c_{i}-\frac{1}{24}$,
Order 5: $\quad \tau_{1}^{(5)}=\sum \bar{b}_{i} c_{i}^{2}-\frac{1}{60}$,
Order 6: $\quad \tau_{1}^{(6)}=\sum \bar{b}_{i} c_{i}^{3}-\frac{1}{120}$,

$$
\begin{align*}
\text { Order 7: } \quad \tau_{1}^{(7)} & =\sum \bar{b}_{i} \bar{a}_{i j} c_{j}-\frac{1}{5040},  \tag{1.96}\\
\tau_{2}^{(7)} & =\sum \bar{b}_{i} c_{i}^{4}-\frac{1}{210}  \tag{1.97}\\
\text { Order 8: } \quad \tau_{1}^{(8)} & =\sum \bar{b}_{i} c_{i}^{5}-\frac{1}{336},  \tag{1.98}\\
\tau_{2}^{(8)} & =\sum \bar{b}_{i} \bar{a}_{i j} c_{j}^{2}-\frac{1}{20160},  \tag{1.99}\\
\tau_{3}^{(8)} & =\sum \bar{b}_{i} c_{i} \bar{a}_{i j} c_{j}-\frac{1}{8064} \tag{1.100}
\end{align*}
$$

### 1.13 Stability of ThDRK Method

When a DIThDRK method is applied to the model equation

$$
\begin{equation*}
y^{\prime}=\lambda y, \quad y^{\prime \prime}=\lambda^{2} y, \quad y^{\prime \prime \prime}=\lambda^{3} y, \quad \lambda \in \mathbb{C}, \tag{1.101}
\end{equation*}
$$

the resulting difference equation is given by (1.54).

Applying the test equation (1.101) to DIThDRK method (1.67)-(1.68) yields

$$
\begin{align*}
Y_{i} & =y_{n}+c_{i} v y_{n}+\frac{v^{2}}{2} c_{i}^{2} y_{n}+v^{3} \sum_{j=1}^{i} \bar{a}_{i j} Y_{j},  \tag{1.102}\\
y_{n+1} & =y_{n}+v y_{n}+\frac{v^{2}}{2} y_{n}+v^{3} \sum_{i=1}^{s} \bar{b}_{i} Y_{i}, \tag{1.103}
\end{align*}
$$

where $i=1, \ldots, s$.

Define $Y, e \in \mathfrak{R}^{s}$ by $e=(1,1, \ldots, 1)^{T}$ and $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{S}\right)^{T}$, then (1.102) and (1.103) can be written in the form

$$
\begin{align*}
Y & =y_{n} e+c_{i} v y_{n}+\frac{v^{2}}{2} c_{i}^{2} y_{n}+v^{3} \bar{A} Y,  \tag{1.104}\\
y_{n+1} & =y_{n}+v y_{n}+\frac{v^{2}}{2} y_{n}+v^{2} \bar{b}^{T} Y . \tag{1.105}
\end{align*}
$$

Solving for (1.104) and substituting into (1.105) gives

$$
\begin{equation*}
y_{n+1}=\left[\left(1+v+\frac{v^{2}}{2}\right)+v^{3} \bar{b}^{T}\left(e+c v+\frac{v^{2}}{2} c^{2}\right)\left(I-v^{3} \bar{A}\right)^{-1}\right] y_{n} \tag{1.106}
\end{equation*}
$$

The stability function is then given by

$$
\begin{align*}
H(v)= & 1+v^{3} \bar{b}^{T}\left(I-v^{3} \bar{A}\right)^{-1} e+v\left(1+v^{3} \bar{b}^{T} c\left(I-v^{3} \bar{A}\right)^{-1}\right)+ \\
& \frac{v^{2}}{2}\left(1+v^{3} \bar{b}^{T} c^{2}\left(I-v^{3} \bar{A}\right)^{-1}\right) . \tag{1.107}
\end{align*}
$$

According to Cramer's rule, the stability function of DIThDRK method can be written as $H(v)=\frac{P(v)}{Q(v)}$, where

$$
\begin{align*}
P(v)= & \left(1+v+\frac{v^{2}}{2}\right) \operatorname{det}\left[\left(I-v^{3} \bar{A}\right)+\left(v^{3} /\left(1+v+\frac{v^{2}}{2}\right)\right) e \bar{b}^{T}+\left(v^{4} /\left(1+v+\frac{v^{2}}{2}\right)\right) c \bar{b}^{T}\right. \\
& \left.+\frac{1}{2}\left(v^{5} /\left(1+v+\frac{v^{2}}{2}\right)\right) c^{2} \bar{b}^{T}\right]  \tag{1.108}\\
Q(v)= & \operatorname{det}\left(I-v^{3} \bar{A}\right) \tag{1.109}
\end{align*}
$$

which will be used in the derivation of the DIThDRK methods in the following chapter.

## REFERENCES

Ababneh, O., Ahmad, R., and Ismail, E. (2009). Design of New Diagonally Implicit RungeKutta methods for Stiff Problems. Applied Mathematical Sciences, 3(45):2241-2253.

Ababneh, O. Y. and Ahmad, R. (2009). Construction of Third-Order Diagonal Implicit Runge-Kutta Methods for Stiff Problems. Chinese Physics Letters, 26(8):080503.

Ababneh, O. Y. and Rozita, R. (2009). New Third Order Runge-Kutta based on Contraharmonic Mean for Stiff Problems. Applied Mathematical Sciences, 3(8):365-376.

Ahmad, N. A., Senu, N., and Ismail, F. (2016a). Phase-Fitted and Amplification-Fitted Diagonally Implicit Runge-Kutta method for the Numerical Solution of Periodic Problems. Asian Journal of Mathematics and Computer Research, 12(4):252-264.

Ahmad, S. Z., Ismail, F., and Senu, N. (2016b). A Four-Stage Fifth-Order Trigonometrically Fitted Semi-Implicit Hybrid Method for Solving Second-Order Delay Differential Equations. Mathematical Problems in Engineering, 2016:7 pages.

Ahmad, S. Z., Ismail, F., and Senu, N. (2018). Solving Oscillatory Delay Differential Equations using Block Hybrid methods. Journal of Mathematics, 2018:7 pages.

Al-Khasawneh, R., Ismail, F., and Suleiman, M. (2006). A New Diagonally Implicit RungeKutta method of Fourth Order Embedded in Fifth Order for Solving Delay Differential Equations. In Proc. 2nd IMT-GT Regional Conf. on Math., Stat. and Appl., Universiti Sains Malaysia, Penang, pages 1-8.

Al-Rabeh, A. H. (1987). Embedded DIRK methods for the Numerical Integration of Stiff Systems of ODEs. International journal of computer mathematics, 21(1):65-84.

Alexander, R. (1977). Diagonally Implicit Runge-Kutta methods for stiff ODE's. SIAM Journal on Numerical Analysis, 14(6):1006-1021.

Alexander, R. (2003). Design and Implementation of DIRK Integrators for Stiff Systems. Applied numerical mathematics, 46(1):1-17.

Alexander, R. K. (1994). Stability of Runge-Kutta methods for Stiff Ordinary Differential Equations. SIAM journal on numerical analysis, 31(4):1147-1168.

Allen, R. C. and Wing, G. M. (1974). An Invariant Imbedding Algorithm for the Solution of Inhomogeneous Linear Two-Point Boundary Value Problems. Journal of Computational Physics, 14(1):40-58.

Alt, R. (1971). Méthodes A-stables pour l'intégration des systèmes différentiels mal conditionnés. Centre d'Electronique de l'Armement.

Anastassi, Z. and Simos, T. (2005). Trigonometrically Fitted Runge-Kutta methods for the Numerical Solution of the Schrödinger Equation. Journal of mathematical chemistry, 37(3):281-293.

Ashour, S. S. and Hanna, O. T. (1991). Explicit Exponential method for the Integration of Stiff Ordinary Differential Equations. Journal of guidance, control, and dynamics, 14(6):12341239.

Augeraud-Véron, E. and Leandri, M. (2014). Optimal Pollution Control with Distributed Delays. Journal of Mathematical Economics, 55:24-32.

Baker, C. T. (2000). Retarded Differential Equations. Journal of Computational and Applied Mathematics, 125(1-2):309-335.

Barwell, V. (1975). Special Stability Problems for Functional Differential Equations. BIT Numerical Mathematics, 15(2):130-135.

Bellen, A., Jackiewicz, Z., and Zennaro, M. (1988). Stability Analysis of One-step methods for Neutral Delay-Differential Equations. Numerische Mathematik, 52(6):605-619.

Bellen, A. and Zennaro, M. (2013). Numerical Methods for Delay Differential Equations. Oxford University Press.

Bellman, R. and Cooke, K. (1965). On the Computational Solution of A Class of Functional Differential Equations. Journal of mathematical analysis and applications, 12(3):495-500.

Bellman, R. E., Buell, J. D., and Kalaba, R. E. (1965). Numerical Integration of A DifferentialDifference Equation with A Decreasing Time-Lag. Communications of the ACM, 8(4):227228.

Billington, S. (1983). Type Insensitive Codes for the Solution of Stiff and Non-stiff Systems of Ordinary Differential Equations. University of Manchester.

Boscarino, S. (2009). On An Accurate Third Order Implicit-Explicit Runge-Kutta method for Stiff Problems. Applied Numerical Mathematics, 59(7):1515-1528.

Burrage, K. (1978). A Special Family of Runge-Kutta methods for Solving Stiff Differential Equations. BIT Numerical Mathematics, 18(1):22-41.

Burrage, K. and Petzold, L. (1990). On Order Reduction for Runge-Kutta methods Applied to Differential/Algebraic Systems and to Stiff Systems of ODEs. SIAM journal on numerical analysis, 27(2):447-456.

Burrage, K. and Tian, T. (2001). Stiffly Accurate Runge-Kutta methods for Stiff Stochastic Differential Equations. Computer physics communications, 142(1-3):186-190.

Butcher, J. C. (1987). The Numerical Analysis of Ordinary Differential Equations: RungeKutta and General Linear methods. Wiley-Interscience.

Calvo, M., Franco, J., Montijano, J., and Rández, L. (2008). Structure Preservation of Exponentially Fitted Runge-Kutta methods. Journal of Computational and Applied Mathematics, 218(2):421-434.

Carroll, J. (1989). A Composite Integration Scheme for the Numerical Solution of Systems of Ordinary Differential Equations. Journal of computational and applied mathematics, 25(1):1-13.

Cash, J. (1980a). A Semi-Implicit Runge-Kutta Formula for the Integration of Stiff Systems of Ordinary Differential Equations. The Chemical Engineering Journal, 20(3):219-224.

Cash, J. (1980b). On the Integration of Stiff Systems of ODEs using Extended Backward Differentiation Formulae. Numerische Mathematik, 34(3):235-246.

Cash, J. R. (1975). A Class of Implicit Runge-Kutta methods for the Numerical Integration of Stiff Ordinary Differential Equations. Journal of the ACM (JACM), 22(4):504-511.

Cash, J. R. (1976). Semi-Implicit Runge-Kutta Procedures with Error Estimates for the Numerical Integration of Stiff Systems of Ordinary Differential Equations. Journal of the ACM (JACM), 23(3):455-460.

Chan, R. P. and Tsai, A. Y. (2010). On Explicit Two-Derivative Runge-Kutta methods. Numerical Algorithms, 53(2-3):171-194.

Chan, R. P., Wang, S., and Tsai, A. Y. (2012). Two-Derivative Runge-Kutta methods for Differential Equations. In Numerical Analysis and Applied Mathematics ICNAAM 2012: International Conference of Numerical Analysis and Applied Mathematics, volume 1479, pages 262-266. AIP Publishing.

Chan, T. F. and Jackson, K. R. (1986). The Use of Iterative Linear-Equation Solvers in Codes for Large Systems of Stiff IVPs for ODEs. SIAM journal on scientific and statistical computing, 7(2):378-417.

Chen, B. Z. and Zhai, W. J. (2018). Implicit Symmetric and Symplectic Exponentially Fitted Modified Runge-Kutta-Nyström methods for Solving Oscillatory Problems. Journal of inequalities and applications, 2018(1):1-17.

Chen, Z., Li, J., Zhang, R., and You, X. (2015). Exponentially Fitted Two-Derivative RungeKutta Methods for Simulation of Oscillatory Genetic Regulatory Systems. Computational and Mathematical Methods in Medicine, 2015:14 pages.

Chen, Z., You, X., Shu, X., and Zhang, M. (2012). A New Family of Phase-Fitted and Amplification-Fitted Runge-Kutta Type methods for Oscillators. Journal of Applied Mathematics, 2012:27 pages.

Chen, Z., Zhang, R., Shi, W., and You, X. (2017). New Optimized Symmetric and Symplectic Trigonometrically Fitted RKN methods for Second-order Oscillatory Differential Equations. International Journal of Computer Mathematics, 94(5):1036-1061.

Cheney, E. W. and Kincaid, D. R. (2012). Numerical Mathematics and Computing. Cengage Learning.

Conte, S. D. and De Boor, C. (2017). Elementary Numerical Analysis: An Algorithmic Approach. SIAM.

Cooke, K. L. (1967). Asymptotic Theory for the Delay-Differential Equation. Journal of Mathematical Analysis and Applications, 19(1):160-173.

Cooper, G. and Sayfy, A. (1979). Semiexplicit A-stable Runge-Kutta methods. Mathematics of Computation, 33(146):541-556.

Crouzeix, M. (1975). Sur l'approximation des équations différentielles opérationnelles linéaires par des méthodes de Runge-Kutta. PhD thesis, Université de Paris VI Thèse.

Demba, M., Senu, N., and Ismail, F. (2016a). Trigonometrically-Fitted Explicit Four-stage Fourth-order Runge-Kutta-Nyström method for the Solution of Initial Value Problems with Oscillatory Behavior. Global Journal of Pure and Applied Mathematics, 12(1):67-80.

Demba, M. A., Kumam, P., Watthayu, W., and Phairatchatniyom, P. (2020). Embedded Exponentially-Fitted Explicit Runge-Kutta-Nyström Methods for Solving Periodic Problems. Computation, 8(2):32.

Demba, M. A., Senu, N., and Ismail, F. (2016b). Fifth-Order Four-Stage Explicit Trigonometrically-Fitted Runge-Kutta-Nyström Methods. In Recent Advances in Mathematical Sciences, pages 27-36. Springer.

Din, U. K. S. and Ismail, F. (2011). Parallel Two-Processor Fifth Order Diagonally Implicit Runge-Kutta Method.

Dormand, J. R. (1996). Numerical Methods for Differential Equations: A Computational Approach, volume 3. CRC Press.

Ehiemua, M. and Agbeboh, G. (2019). On the Derivation of A New Fifth-Order Implicit Runge-Kutta Scheme for Stiff Problems in Ordinary Differential Equation. Journal of the Nigerian Mathematical Society, 38(2):247-258.

Ehigie, J. O., Diao, D., Zhang, R., Fang, Y., Hou, X., and You, X. (2018). Exponentially Fitted Symmetric and Symplectic DIRK methods for Oscillatory Hamiltonian Systems. Journal of Mathematical Chemistry, 56(4):1130-1152.

Enright, W. H. and Hu, M. (1995). Interpolating Runge-Kutta methods for Vanishing Delay Differential Equations. Computing, 55(3):223-236.

Fan, Z. (2011). Waveform Relaxation method for Stochastic Differential Equations with Constant Delay. Applied Numerical Mathematics, 61(2):229-240.

Fang, Y., Yang, Y., and You, X. (2017). Revised Trigonometrically Fitted Two-Step Hybrid methods with Equation Dependent Coefficients for Highly Oscillatory Problems. Journal of Computational and Applied Mathematics, 318:266-278.

Fang, Y., Yang, Y., and You, X. (2018a). An Explicit Trigonometrically Fitted Runge-Kutta method for Stiff and Oscillatory Problems with Two Frequencies. International Journal of Computer Mathematics, pages 1-10.

Fang, Y., You, X., and Ming, Q. (2014). Trigonometrically Fitted Two-Derivative RungeKutta methods for Solving Oscillatory Differential Equations. Numerical Algorithms, 65(3):651-667.

Fang, Y., Zhang, Y., and Wang, P. (2018b). Two-Derivative Runge-Kutta methods with Increased Phase-Lag and Dissipation Order for the Schrödinger Equation. Journal of Mathematical Chemistry, 56(7):1924-1934.

Fawzi, F. A., Senu, N., Ismail, F., and Majid, Z. A. (2015). A Phase-Fitted and AmplificationFitted Modified Runge-Kutta Method of Fourth Order for Periodic Initial Value Problems. In Research and Education in Mathematics (ICREM7), 2015 International Conference, pages 25-28. IEEE.

Fawzi, F. A., Senu, N., Ismail, F., and Majid, Z. A. (2016). A New Efficient Phase-Fitted and Amplification-Fitted Runge-Kutta Method for Oscillatory Problems. International Journal of Pure and Applied Mathematics, 107:69-86.

Feldstein, A. and Grafton, C. K. (1968). Experimental Mathematics: An Application Retarded Ordinary Differential Equations with Infinite Lag. In Proceedings of the 1968 23rd ACM national conference, pages 67-71.

Franco, J. and Rández, L. (2016). Explicit Exponentially Fitted Two-Step Hybrid methods of High order for Second-order Oscillatory IVPs. Applied Mathematics and Computation, 273:493-505.

Franco, J. M., Gomez, I., and Randez, L. (1997). Canonical DIRK methods Versus SDIRK methods for Nondissipative Stiff Problems. In XV Congreso de Ecuaciones Diferenciales y Aplicaciones/ V Congreso de Matemmatica Aplicada, pages 737-742. Universidadede Vigo.

Gear, C. W. (1971). Numerical Initial Value Problems in Ordinary Differential Equations. Prentice Hall PTR.

Geng, S. (1993). Construction of High Order Symplectic Runge-Kutta methods. Journal of Computational Mathematics, pages 250-260.

Gerald, C. F. and Wheatley, P. (1989). Applied Numerical Analysis. Reading: AddisonWesley.

Ghawadri, N., Senu, N., Ismail, F., and Ibrahim, Z. B. (2018). Exponentially Fitted and Trigonometrically Fitted Explicit Modified Runge-Kutta Type Methods for Solving. Journal of Applied Mathematics, 2018:19 pages.

Hairer, E., Lubich, C., and Roche, M. (1988). Error of Runge-Kutta methods for Stiff Problems Studied via Differential Algebraic Equations. BIT Numerical Mathematics, 28(3):678-700.

Hayashi, H. (1996). Numerical Solution of Retarded and Neutral Delay Differential Equations using Continuous Runge-Kutta methods. Citeseer.

Henrici, P. (1962). Discrete Variable Methods in Ordinary Differential Equations. John Wiley \& Sons, Inc., Interscience Publishers Inc.

Hongjiong, T. and Jiaoxun, K. (1995). The Stability of the $\theta$-methods in the Numerical Solution of Delay Differential Equations with Several Delay Terms. Journal of computational and applied mathematics, 58(2):171-181.

Hosea, M. and Shampine, L. (1996). Analysis and Implementation of TR-BDF2. Applied Numerical Mathematics, 20(1-2):21-37.

Hussain, K. A. (2019). Trigonometrically Fitted Fifth-order Explicit Two-Derivative RungeKutta method with FSAL Property. In Journal of Physics: Conference Series, volume 1294, page 032009. IOP Publishing.

Hussain, K. A. and Abdulnaby, Z. E. (2020). A New Two Derivative FSAL Runge-Kutta Method of Order Five in Four Stages. Baghdad Science Journal, 17(1):166-171.

Hwee, L. T. (2014). A Third Order Nakashima Type Implicit Pseudo Runge-Kutta Method for Delay Differential Equations. Sains Malaysiana, 43(8):1259-1262.

In’t Hout, K. (1992). A New Interpolation Procedure for Adapting Runge-Kutta methods to Delay Differential Equations. BIT Numerical Mathematics, 32(4):634-649.

Ishak, F., Majid, Z. A., and Suleiman, M. (2010). Two-Point Block method in Variable Stepsize technique for Solving Delay Differential Equations. Journal of Materials Science and Engineering, 4(12):86-90.

Ismail, F., Ahmad, S. Z., and Senu, N. (2017). Trigonometrically Fitted Semi-Implicit Fourth Order Hybrid Method for Solving Oscillatory Delay Differential Equations. In Proceedings of the World Congress on Engineering, volume 1, pages 1-6.

Ismail, F., Al-Khasawneh, R. A., and Suleiman, M. (2003). Comparison of Interpolations Used in Solving Delay Differential Equations by Runge-Kutta method. International journal of computer mathematics, 80(7):921-930.

Ismail, F., Al-Khasawneh, R. A., Suleiman, M., et al. (2002). Numerical Treatment of Delay Differential Equations by Runge-Kutta method using Hermite Interpolation. MATEMATIKA: Malaysian Journal of Industrial and Applied Mathematics, 18:79-90.

Ismail, F. and Al-Khassawneh, R. (2008). Solving Delay Differential Equations using Embedded Singly Diagonally Implicit Runge-Kutta methods. Acta Mathematica Vietnamica, 33(2):95-105.

Ismail, F. and Salih, M. M. (2014). Diagonally Implicit Runge-Kutta method of Order Four with Minimum Phase-Lag for Solving First Order Linear ODEs. In AIP Conference Proceedings, volume 1602, pages 1226-1231. American Institute of Physics.

Ismail, F. and Suleiman, M. (2001). Solving Delay Differential Equations using Intervalwise Partitioning by Runge-Kutta method. Applied mathematics and computation, 121(1):3753.

Ismail, F. and Suleiman, M. B. (2000). The P-stability and Q-stability of Singly Diagonally Implicit Runge-Kutta method for Delay Differential Equations. International journal of computer mathematics, 76(2):267-277.

Ismail, F. and Suleman, M. B. (1998). Embedded Singly Diagonally Implicit Runge-Kutta methods $(4,5)$ in $(5,6)$ for the Integration of Stiff Systems of ODEs. International journal of computer mathematics, 66(3-4):325-341.

Jackiewicz, Z. and Lo, E. (2006). Numerical Solution of Neutral Functional Differential Equations by Adams methods in Divided Difference Form. Journal of Computational and Applied Mathematics, 189(1-2):592-605.

Jawias, C., Izzati, N., Ismail, F., Suleiman, M., and Jaafar, A. (2010). Fourth Order Fourstage Diagonally Implicit Runge-Kutta method for Linear Ordinary Differential Equations. Malaysian Journal of Mathematical Sciences, 4(1):95-105.

Kalogiratou, Z. (2013). Diagonally implicit trigonometrically fitted symplectic runge-kutta methods. Applied Mathematics and Computation, 219(14):7406-7412.

Kalogiratou, Z., Monovasilis, T., and Simos, T. (2016). A Modified Seventh order Two Step Hybrid method for the Numerical Integration of Oscillatory Problems. In AIP Conference Proceedings, volume 1790, pages 150030(1)-150030(5). AIP Publishing LLC.

Kalogiratou, Z., Monovasilis, T., and Simos, T. (2017a). Construction of Two Derivative Runge-Kutta methods of Order Five. In AIP Conference Proceedings, volume 1863, page 560092. AIP Publishing LLC.

Kalogiratou, Z., Monovasilis, T., and Simos, T. (2017b). Order Conditions for Two Derivative Runge-Kutta methods up to Order Six. In AIP Conference Proceedings, volume 1906, page 200020. AIP Publishing LLC.

Kalogiratou, Z., Monovasilis, T., and Simos, T. (2018). Two Derivative Runge-Kutta methods with Minimum Phase-Lag and Amplification Error. In AIP Conference Proceedings, volume 1978, page 470108. AIP Publishing LLC.

Kalogiratou, Z., Monovasilis, T., and Simos, T. (2019a). Two Derivative Runge-Kutta methods of Order Six. In AIP Conference Proceedings, volume 2116, page 450106. AIP Publishing LLC.

Kalogiratou, Z., Monovasilis, T., and Simos, T. E. (2019b). New Fifth-order Two-Derivative Runge-Kutta methods with Constant and Frequency-Dependent Coefficients. Mathematical Methods in the Applied Sciences, 42(6):1955-1966.

Kalogiratou, Z., Monovasilis, T., and Simos, T. E. (2020). Two-Derivative Runge-Kutta methods with Optimal Phase Properties. Mathematical Methods in the Applied Sciences, 43(3):1267-1277.

Kaps, P. and Rentrop, P. (1979). Generalized Runge-Kutta methods of Order Four with Stepsize Control for Stiff Ordinary Differential Equations. Numerische Mathematik, 33(1):5568.

Kaps, P. and Wanner, G. (1981). A Study of Rosenbrock-Type methods of High Order. Numerische Mathematik, 38(2):279-298.

Karoui, A. (1992). On the Numerical Solution of Delay Differential Equations. University of Ottawa (Canada).

Kennedy, C. A. and Carpenter, M. H. (2016). Diagonally Implicit Runge-Kutta methods for Ordinary Differential Equations. A review. NASA.

Kennedy, C. A. and Carpenter, M. H. (2019). Diagonally Implicit Runge-Kutta methods for Stiff ODEs. Applied Numerical Mathematics, 146:221-244.

Kosti, A., Anastassi, Z. A., and Simos, T. E. (2012). An Optimized Explicit Runge-KuttaNyström method for the Numerical Solution of Orbital and Related Periodical Initial Value Problems. Computer Physics Communications, 183(3):470-479.

Kværnø, A. (2004). Singly Diagonally Implicit Runge-Kutta methods with An Explicit First Stage. BIT Numerical Mathematics, 44(3):489-502.

Ladas, G. (1971). Oscillation and Asymptotic Behavior of Solutions of Differential Equations with Retarded Argument. Journal of Differential Equations, 10(2):281-290.

Ladas, G., Lakshmikantham, V., and Papadakis, J. (1972). Oscillations of Higher-Order Retarded Differential Equations Generated by the Retarded Argument. In Delay and functional differential equations and their applications, pages 219-231. Elsevier.

Lambert, J. D. (1973). Computational Methods in Ordinary Differential Equations. Wiley.
Lambert, J. D. (1991). Numerical Methods for Ordinary Differential Systems: The Initial Value Problem. John Wiley \& Sons, Inc.

Li, J. (2017). Trigonometrically Fitted Multi-Step Runge-Kutta methods for Solving Oscillatory Initial Value Problems. Numerical Algorithms, 76(1):237-258.

Li, J. (2018). Trigonometrically Fitted Three-Derivative Runge-Kutta methods for Solving Oscillatory Initial Value Problems. Applied Mathematics and Computation, 330:103-117.

Maset, S. (2000). Stability of Runge-Kutta methods for Linear Delay Differential Equations. Numerische Mathematik, 87(2):355-371.

Mechee, M., Ismail, F., Senu, N., and Siri, Z. (2013a). Directly Solving Special Second Order Delay Differential Equations using Runge-Kutta-Nyström method. Mathematical Problems in Engineering, 2013:7 pages.

Mechee, M., Senu, N., Ismail, F., Nikouravan, B., and Siri, Z. (2013b). A Three-stage Fifthorder Runge-Kutta method for Directly Solving Special Third-order Differential Equation with Application to Thin Film Flow Problem. Mathematical Problems in Engineering, 2013:7 pages.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2016). Trigonometrically Fitted Two Step Hybrid method for the Numerical Integration of Second Order IVPs. In AIP Conference Proceedings, volume 1738, pages 480133(1)-480133(5). AIP Publishing LLC.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2017a). Modified Two-Derivative RungeKutta methods for Solving Oscillatory Problems. In AIP Conference Proceedings, volume 1906, pages 200021(1)-200021(4). AIP Publishing LLC.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2017b). Trigonometrically Fitted Two Derivative Runge-Kutta methods with Three Stages. In AIP Conference Proceedings, volume 1863, pages 560093(1)-560093(4). AIP Publishing LLC.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2018a). Comparison of Two Derivative Runge-Kutta methods. In AIP Conference Proceedings, volume 2040, pages 150019(1)150019(5). AIP Publishing LLC.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2018b). Phase Fitted and Amplification Fitted Two Derivative Runge-Kutta methods. In AIP Conference Proceedings, volume 1978, pages 470109(1)-470109(4). AIP Publishing LLC.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2018c). Trigonometrical Fitting conditions for Two Derivative Runge-Kutta methods. Numerical Algorithms, 79(3):787-800.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2018d). Trigonometrically Fitted Two Derivative Runge-Kutta methods for the Schrödinger Equation. In AIP Conference Proceedings, volume 2040, page 150020. AIP Publishing LLC.

Monovasilis, T., Kalogiratou, Z., and Simos, T. (2019). Optimized Two Derivative RungeKutta methods for Solving Orbital and Oscillatory Problems. In AIP Conference Proceedings, volume 2116, pages 450107(1)-450107(4). AIP Publishing LLC.

Moo, K., Senu, N., Ismail, F., and Suleiman, M. (2013). New Phase-Fitted and AmplificationFitted Fourth-order and Fifth-order Runge-Kutta-Nyström methods for Oscillatory Problems. In Abstract and Applied Analysis, volume 2013, page 9 pages. Hindawi Publishing Corporation.

Musa, H., Suleiman, M., and Senu, N. (2012). Fully Implicit 3-point Block Extended Backward Differentiation Formula for Stiff Initial Value Problems. Applied Mathematical Sciences, 6(85):4211-4228.

Neves, K. W. (1975). Automatic Integration of Functional Differential Equations: An Approach. ACM Transactions on Mathematical Software (TOMS), 1(4):357-368.

Nørsett, S. (1974). Semi-Explicit Runge-Kutta methods. Department of Mathematics, University of Trondheim.

Oberle, H. J. and Pesch, H. J. (1981). Numerical Treatment of Delay Differential Equations by Hermite Interpolation. Numerische Mathematik, 37(2):235-255.

Papadopoulos, D., Anastassi, Z., and Simos, T. (2010). A Modified Phase-Fitted and Amplification-Fitted Runge-Kutta-Nyström method for the Numerical Solution of the Radial Schrödinger Equation. Journal of molecular modeling, 16(8):1339-1346.

Pareschi, L. and Russo, G. (2000). Implicit-Explicit Runge-Kutta Schemes for Stiff Systems of Differential Equations. Recent trends in numerical analysis, 3:269-289.

Paul, C. A. (1992). Developing A Delay Differential Equation Solver. Applied Numerical Mathematics, 9(3-5):403-414.

Rentrop, P. (1985). Partitioned Runge-Kutta methods with Stiffness Detection and Stepsize Control. Numerische Mathematik, 47(4):545-564.

Reynoso, G. F., Gottlieb, S., and Grant, Z. J. (2017). Strong Stability Preserving Sixth order Two-Derivative Runge-Kutta methods. In AIP Conference Proceedings, volume 1863, pages 560068(1)-560068(5). AIP Publishing LLC.

Sabri, N. A. A. and Mamat, M. (2013). Solving Delay Differential Equations (DDEs) using Nakashima's 2 Stages 4th Order Pseudo-Runge-Kutta Method. World Applied Sciences,(Special Issue of Applied Math), 21:181-186.

Salih, M., Ismail, F., and Senu, N. (2016). Fifth Order Runge-Kutta-Nyström methods for Solving Linear Second Order Oscillatory Problems. Far East Journal of Applied Mathematics, 95(2):141-156.

San, H. C., Majid, Z. A., and Othman, M. (2011). Solving Delay Differential Equations using Coupled Block method. In 2011 Fourth International Conference on Modeling, Simulation and Applied Optimization, pages 1-4. IEEE.

Schmitt, K. (1971). Comparison Theorems for Second Order Delay Differential Equations. The Rocky Mountain Journal of Mathematics, 1(3):459-467.

Senu, N. (2010). Runge-Kutta-Nystrom Methods For Solving Oscillatory Problems. PhD thesis, Universiti Putra Malaysia.

Senu, N., Kasim, I., Ismail, F., and Bachok, N. (2014). Zero-Dissipative Explicit Runge-Kutta method for Periodic Initial Value Problems. World Academy of Science, Engineering and Technology, International Journal of Mathematical, Computational, Physical, Electrical and Computer Engineering, 8(9):1226-1229.

Shampine, L. (1981). Type-Insensitive ODE Codes based on Implicit A-stable Formulas. mathematics of computation, 36(154):499-510.

Shampine, L. (1984). Stiffness and the Automatic Selection of ODE Codes. Journal of Computational Physics, 54(1):74-86.

Shampine, L. F. and Thompson, S. (2009). Numerical Solution of Delay Differential Equations. In Delay Differential Equations, pages 1-27. Springer.

Simos, T. and Aguiar, J. V. (2001). A Modified Phase-Fitted Runge-Kutta method for the Numerical Solution of the Schrödinger Equation. Journal of Mathematical Chemistry, 30(1):121-131.

Simos, T. and Tsitouras, C. (2018). Fitted modifications of Classical Runge-Kutta Pairs of Orders 5(4). Mathematical Methods in the Applied Sciences, 41(12):4549-4559.
Simos, T. and Vigo-Aguiar, J. (2003). Exponentially Fitted Symplectic Integrator. Physical Review E, 67(1):016701.

Skvortsov, L. M. (2002). Diagonally Implicit Runge-Kutta FSAL methods for Stiff and Differential-Algebraic Systems. Matematicheskoe Modelirovanie, 14(2):3-17.

Skvortsov, L. M. (2006). Diagonally Implicit Runge-Kutta methods for Stiff Problems. Computational mathematics and mathematical physics, 46(12):2110-2123.

Sottas, G. (1984). Rational Runge-Kutta methods are Not Suitable for Stiff Systems of ODEs. Journal of computational and applied mathematics, 10(2):169-174.

Stetter, H. J. (1965). Numerical Solution of Differential Equations with Lagging Argument. ZAMM-Journal of Applied Mathematics and Mechanics / Zeitschrift f "u r Applied Mathematics and Mechanics, 45(S1 S1):T79 - T80.

Stiefel, E. and Bettis, D. (1969). Stabilization of Cowell's method. Numerische Mathematik, 13(2):154-175.

Suleiman, m. (2012). Two and Three Point One-Step Block methods for Solving Delay Differential Equations. Journal of Quality Measurement and Analysis JQMA, 8(1):29-41.

Suleiman, M. and Ismail, F. (2001). Solving Delay Differential Equations using Componentwise Partitioning by Runge-Kutta method. Applied Mathematics and computation, 122(3):301-323.

Taiwo, O. and Odetunde, O. (2010). On the Numerical Approximation of Delay Differential Equations by A Decomposition method. Asian Journal of Mathematics and Statistics, 3(4):237-243.

Thompson, S. (1990). Stepsize Control for Delay Differential Equations using Continuously Imbedded Runge-Kutta methods of Sarafyan. Journal of Computational and Applied Mathematics, 31(2):267-275.

Tsai, A. Y., Chan, R. P., and Wang, S. (2014). Two-Derivative Runge-Kutta methods for PDEs using A Novel Discretization Approach. Numerical Algorithms, 65(3):687-703.

Tsitouras, C., Famelis, I. T., and Simos, T. (2017). Phase-Fitted Runge-Kutta Pairs of Orders 8(7). Journal of Computational and Applied Mathematics, 321:226-231.

Turacı, M. Ö. and Öziş, T. (2015). A Note On Explicit Three-Derivative Runge-Kutta Methods (ThDRK). Bulletin Of The International Mathematical Virtual Institute, 5:65-72.

Turacı, M. Ö. and Öziş, T. (2016). Derivation of Three-Derivative Runge-Kutta methods. Numerical Algorithms, pages 1-19.

Turaci, M. Ö. and Öziş, T. (2018). On Explicit Two-Terivative Two-Step Runge-Kutta methods. Computational and Applied Mathematics, 37(5):6920-6954.

Van de Vyver, H. (2006). An Embedded Phase-Fitted Modified Runge-Kutta method for the Numerical Integration of the Radial Schrödinger Equation. Physics Letters A, 352(4):278285.
van der Houwen, P. J. and Sommeijer, B. P. (1987). Explicit Runge-Kutta (-Nyström) methods with Reduced Phase Errors for Computing Oscillating Solutions. SIAM Journal on Numerical Analysis, 24(3):595-617.

Verwer, J. G., Scholz, S., Blom, J., and Louter-Nool, M. (1983). A Class of Runge-KuttaRosenbrock Methods for Solving Stiff Differential Equations. ZAMM-Journal of Applied Mathematics and Mechanics/Zeitschrift für Angewandte Mathematik und Mechanik, 63(1):13-20.

Wanner, G. and Hairer, E. (1996). Solving Ordinary Differential Equations II. Springer Berlin Heidelberg.

Winston, E. (1970). Uniqueness of the Zero Solution for Delay Differential Equations with State Dependence. Journal of Differential Equations, 7(2):395-405.

Wolfram, S. (1991). Mathematica: A System for doing Mathematics by Computer. AddisonWesley Longman Publishing Co., Inc.

Yakubu, D. and Kwami, A. (2015). Implicit Two-Derivative Runge-Kutta Collocation methods for Systems of Initial Value Problems. Journal of the Nigerian Mathematical Society, 34(2):128-142.

Yang, Y., Fang, Y., Wang, K., and You, X. (2019). THDRK methods with Vanished Phase-Lag and Its First Derivative for the Schrödinger Equation. Journal of Mathematical Chemistry, 57(5):1496-1507.

Yang, Y., Fang, Y., and You, X. (2018). Modified Two-Derivative Runge-Kutta methods for the Schrödinger Equation. Journal of Mathematical Chemistry, 56(3):799-812.

Yang, Y., Fang, Y., You, X., and Wang, B. (2016). Novel Exponentially Fitted Two-Derivative Runge-Kutta Methods with Equation-Dependent Coefficients for First-Order Differential Equations. Discrete Dynamics in Nature and Society, 2016:6 pages.

Yann Seong, H., Abdul Majid, Z., and Ismail, F. (2013). Solving Second-order Delay Differential Equations by Direct Adams-Moulton method. Mathematical Problems in Engineering, 2013:7 pages.

Yatim, S., Ibrahim, Z., Othman, K., and Suleiman, M. (2011). A Quantitative Comparison of Numerical method for Solving Stiff Ordinary Differential Equations. Mathematical Problems in Engineering, 2011:12 pages.

Yu, Y., Wen, L., and Li, S. (2007). Nonlinear Stability of Runge-Kutta methods for Neutral Delay Integro-Differential Equations. Applied Mathematics and Computation, 191(2):543549.

Zabidi, M., Majid, Z., and Senu, N. (2014). Solving Stiff Differential Equations using A-stable Block method. International Journal of Pure and Applied Mathematics, 93(3):409-425.

Zhai, H. Y., Zhai, W. J., and Chen, B. Z. (2018). A Class of Implicit Symmetric Symplectic and Exponentially Fitted Runge-Kutta-Nyström methods for Solving Oscillatory Problems. Advances in Difference Equations, 2018(1):463.

Zhang, Y., Che, H., Fang, Y., and You, X. (2013). A New Trigonometrically Fitted TwoDerivative Runge-Kutta method for the Numerical Solution of the Schrödinger Equation and Related Problems. Journal of Applied Mathematics, 2013:9 pages.

Zhang, Y., Fang, Y., You, X., and Liu, G. (2018). Trigonometrically-Fitted Multi-Derivative Linear methods for the Resonant State of the Schrödinger Equation. Journal of Mathematical Chemistry, 56(4):1250-1261.

Zhang, Y., You, X., and Fang, Y. (2017). Exponentially Fitted Multi-Derivative Linear methods for the Resonant State of the Schrödinger Equation. Journal of Mathematical Chemistry, 55(1):223-237.

Zhao, J., Xu, Y., Dong, S., and Liu, M. (2005). Stability of the Rosenbrock methods for the Neutral Delay Differential-Algebraic Equations. Applied mathematics and computation, 168(2):1128-1144.

## BIODATA OF STUDENT

Born on the $16^{\text {th }}$ of February 1992 in Tanjong Karang Selangor, Nur Amirah binti Ahmad started her primary education at Sekolah Kebangsaan Batu 9 Jalan Bomba, Tanjong Karang in 1999 from standard one to standard six.

She then continued her secondary education at Sekolah Menengah Kebangsaan Dato’ Harun, Tanjong Karang in 2005 until Form Three and went to Sekolah Menengah Sains Kuala Selangor, Kuala Selangor in 2008 due to her excellent performance in Penilaian Menengah Rendah (PMR) in 2007 and completed in 2009.

She passed her Sijil Pelajaran Malaysia (SPM) with flying colors and was offered to pursue her studies in the area of pure science at the Centre for Foundation Studies in Science, Universiti Malaya, Kuala Lumpur in 2010. A year later, she went to Universiti Putra Malaysia to pursue her first degree in 2011 under Biasiswa Khas Tenaga Akademik (BKTA) offered by Ministry of Higher Education. She obtained her Bachelor Degree in Science (Mathematics) in 2015.

She later continued her studies at Universiti Putra Malaysia under Institute for Mathematical Research (INSPEM), sponsored by Ministry of Higher Education (MyBrainSc) and obtained her Master of Science Degree (Computational Mathematics) in 2017.

In the same year, she pursued her education in PhD. in Computational Mathematics at Universiti Putra Malaysia supervised by Assoc. Prof. Dr. Norazak Senu. Her main works are based on Applied Mathematics (Numerical Analysis).

## LIST OF PUBLICATIONS

The following are the list of publications that arise from this study.

## Journal articles:

Ahmad, N. A., Senu, N., Ibrahim, Z. B. and Othman, M. (2019). Diagonally Implicit Two Derivative Runge-Kutta methods for solving First Order Initial Value Problems, Journal of Abstract and Computational Mathematics 4(1): 18-36.

Ahmad, N. A., Senu, N., Ibrahim, Z. B. and Othman, M. (2019). Trigonometrically-Fitted Diagonally Implicit Two Derivative Runge-Kutta method for the Numerical Solution of Periodical IVPs, ASM Science Journal, Special Issue for IQRAC2018 12(1): 50-59.

Ahmad, N. A., Senu, N. and Ismail, F. (2019). Trigonometrically-Fitted Higher Order Two Derivative Runge-Kutta method for Solving Orbital and Related Periodical IVPs, Hacettepe Journal of Mathematics \& Statistics 48(51): 1312-1323.

Ahmad, N. A., Senu, N., Ibrahim, Z. B., Othman, M. and Ismail, Z. (2020). Higher Order Three Derivative Runge-Kutta Method with Phase-Fitting and Amplification-Fitting Technique for Periodic IVPs, Malaysian Journal of Mathematical Sciences 14(3): 403418.

Senu, N., Ahmad, N. A., Ibrahim, Z. B. and Othman, M. (2020). Numerical Study On Phase-Fitted And Amplification-Fitted Diagonally Implicit Two Derivative Runge-Kutta Method for Periodic IVPs, Sains Malaysiana. (Accepted for publication)

Ahmad, N. A., Senu, N., Ibrahim, Z. B. and Othman, M. (2020). An Efficient Numerical Solution for Solving Periodical Delay Differential Equations using Two Derivative Runge-Kutta Method with Trigonometric Interpolation, International Journal of Computer Mathematics. (In second round review)

Ahmad, N. A., Senu, N., Ibrahim, Z. B., Othman, M., Ahmadian, A. and Baleanue, D. (2020). On Diagonally Implicit Two Derivative Runge-Kutta methods for Stiff ODEs, Applied Numerical Mathematics. (In review)

Ahmad, N. A., Senu, N., Ibrahim, Z. B. and Othman, M. (2020). Stability Analysis of Diagonally Implicit Two Derivative Runge-Kutta methods for Solving Delay Differential Equations, Matematika. (Submitted)

## UNIVERSITI PUTRA MALAYSIA

## STATUS CONFIRMATION FOR THESIS/PROJECT REPORT AND COPYRIGHT ACADEMIC SESSION: Second Semester, 2020/2021

## TITLE OF THE THESIS/PROJECT REPORT:

DIAGONALLY IMPLICIT TWO AND THREE DERIVATIVE RUNGE-KUTTA METHODS FOR SOLVING FIRST ORDER OSCILLATORY ORDINARY AND DELAY DIFFERENTIAL EQUATIONS

## NAME OF STUDENT: NUR AMIRAH BINTI AHMAD

I acknowledge that the copyright and other intellectual property in the thesis/project report belonged to Universiti Putra Malaysia and I agree to allow this thesis/project report to be placed at the library under the following terms:

1. This thesis/project report is the property of Universiti Putra Malaysia.
2. The library of Universiti Putra Malaysia has the right to make copies for educational purposes only.
3. The library of Universiti Putra Malaysia is allowed to make copies of this thesis for academic exchange.

I declare that this thesis is classified as:
*Please tick $(\checkmark)$

| CONFIDENTIAL | (contain confidential information under Official Secret <br> Act 1972). <br> (Contains restricted information as specified by the <br> organization/institution where research was done). |
| :--- | :--- |
| OPSTRICTED | I agree that my thesis/project report to be published <br> as hard copy or online open acces. |

This thesis is submitted for:


PATENT
(Signature of Student)
New IC No/Passport No.:

Date:
Embargo from $\qquad$ until $\qquad$
(date)
(date)
Approved by:
(Signature of Chairman of Supervisory Committee)
Name: Norazak bin Senu, PhD

Date:
[Note: If the thesis is CONFIDENTIAL or RESTRICTED, please attach with the letter from the organization/institution with period and reasons for confidentially or restricted.]

