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Data sets, static or dynamic, are very important and useful for presenting real life features in different aspects of industry, medicine, economy, and others. Recently, different models were used to generate knowledge from vague and uncertain data sets such as induction decision tree, neural network, fuzzy logic, genetic algorithm, rough set theory, and others. All of these models take long time to learn for a huge and dynamic data set. Thus, the challenge is how to develop an efficient model that can decrease the learning time without affecting the quality of the generated classification rules. Huge information systems or data sets usually have some missing values due to unavailable data that affect the quality of the generated classification rules. Missing values lead to the difficulty of extracting useful information from that data set. Another challenge is how to solve the problem of missing data.
Rough set theory is a new mathematical tool to deal with vagueness and uncertainty. It is a useful approach for uncovering classificatory knowledge and building a classification rules. So, the application of the theory as part of the learning models was proposed in this thesis.

Two different models for learning in data sets were proposed based on two different reduction algorithms. The split-condition-merge-reduct algorithm (SCMR) was performed on three different modules: partitioning the data set vertically into subsets, applying rough set concepts of reduction to each subset, and merging the reducts of all subsets to form the best reduct. The enhanced-split-condition-merge-reduct algorithm (ESCMR) was performed on the above three modules followed by another module that applies the rough set reduction concept again to the reduct generated by SCMR in order to generate the best reduct, which plays the same role as if all attributes in this subset existed. Classification rules were generated based on the best reduct.

For the problem of missing data, a new approach was proposed based on data partitioning and function mode. In this new approach, the data set was partitioned horizontally into different subsets. All objects in each subset of data were described by only one classification value. The mode function was applied to each subset of data that has missing values in order to find the most frequently occurring value in each attribute. Missing values in that attribute were replaced by the mode value.

The proposed approach for missing values produced better results compared to other approaches. Also, the proposed models for learning in data sets generated the
classification rules faster than other methods. The accuracy of the classification rules by the proposed models was high compared to other models.
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Teori set kasar adalah alat matematik baru untuk mengatasi masalah kekaburan dan ketidakpastian. Ia adalah pendekatan yang berguna untuk mendapatkan pengetahuan pengkelasan dan membina satu petua pengkelasan. Makin, aplikasi teori set kasar sebagai sebahagian daripada model pembelajaran telah diperkenalkan dalam tesis ini.

Dua model pembelajaran berlainan dalam set-set data telah dicadangkan berdasarkan kepada dua algoritma reduksi berlainan. Algoritma SCMR telah dilakukan ke atas tiga modul berlainan: pembahagian set-set data kepada subset, aplikasikan konsep reduksi set kasar kepada setiap subset, dan gabunglah hasil reduksi semua subset untuk membentuk reduksi terbaik. Model ESCMR telah digunakan ke atas tiga modul di atas dan diikuti dengan satu modul lain yang mengaplikasikan sekali lagi konsep reduksi set kasar ke atas reduksi yang terhasil daripada SCMR, untuk menjana reduksi terbaik. Reduksi ini memainkan peranan yang sama seperti semua atribut di dalam subset. Petua pengkelasan dijana berdasarkan reduksi terbaik.

Pendekatan yang dicadangkan untuk nilai tercicir ini menghasilkan keputusan yang lebih baik berbanding dengan pendekatan lain. Model yang dicadangkan dalam pembelajaran set-set data, telah dapat menjana peraturan klasifikasi lebih cepat daripada kaedah lain. Ketepatan petua pengkelasakan oleh model yang dicadangkan adalah lebih tinggi berbanding dengan model-model yang lain.
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CHAPTER 1
INTRODUCTION

1.1 Background

Data mining or knowledge discovery from databases is a form of machine discovery where the discovered knowledge is represented in a high level language. It is capable of discovering domain knowledge from given examples. However, the theory of knowledge discovery is still under development and few existing methods are practical. The type of rule or pattern that exists in data depends on the domain. Discovery systems have been applied to real databases in medicine, astronomy, the stock market, and many others.

Data mining has come to refer to the process of analysing data and generating new knowledge that is previously hidden and unseen. The overall goal is to create a simplified model of the domain under study. Various techniques for data mining have been employed, mostly from the area of inductive learning, with different forms of knowledge representation such as weights in artificial neural network or nodes in a decision tree.

A well-known and widely employed inductive learning algorithm is ID3 (Quinlan, 1979; 1986). ID3 and subsequent versions (Quinlan, 1993) based their decisions on statistical measures of the information entropy and knowledge is represented as a decision tree which may easily be converted to a set of rules. An alternative method is based on rough sets which is based on the theory of sets and
1.2

Rough set theory was introduced by Pawlak (Pawlak, 1982) and since then a number of applications have been reported in diverse fields such as medical diagnosis, conflict analysis, and process control (Slowinski, 1992). Rough set can be used for the purpose of generating \( \text{If...Then} \) rules and/or as a technique for eliminating redundant information prior to the use of, say, artificial neural networks.

Rough set theory, introduced by Pawlak in 1982 (Pawlak, 1991; 1995), is a new mathematical tool dealing with vagueness and uncertainty. It has proved its soundness and usefulness in many real life applications. Rough set theory offers effective methods that are applicable in many branches of AI. The idea of rough set consists on approximation of a set by a pair of sets called lower and upper approximations of the set. The definition of the approximation follows from an indiscrenibility relation between elements of the sets, called objects. Objects are described by attributes of a qualitative nature.

Rough set can be a useful tool for pre-processing data for generating classification rules. Applying its concepts to an application at hand reduces the number of attributes and the complexity of the classification rules (Al-Shalabi et al., 1999b).

1.2 Objectives of the Study

The main goal of this dissertation is to propose new models based on time and cost for learning classification rules from data sets. Solving the problem of repeating a learning process to the whole original data set if it changes is a special case of the proposed models. This learning process takes some time to generate new
classification rules. As we know most data sets are frequently changed. This kind of
data sets is called “dynamic” data sets. Time consuming is the important
disadvantages of the existing systems that are used to generate classification rules
especially if the data set is huge. In this study, medical diagnosis has been applied.

The objectives of the study can be derived from the main goal, and they include:

1. To produce a new approach for pre-processing input with missing data to the
   proposed models.

2. To produce new algorithms for reducing a number of attributes of a data set
   based on the rough set theory and the partitioning of the data set.

3. To produce new models for the discovery of accurate classification rules from
   data sets based on the new algorithms.

1.3 Significance of the Study

Data sets, static or dynamic, are very important and useful for presenting real
life features in different aspects of industry, medicine, economy, and others. They act
as store of information that can answer most questions. In order to gain the most
knowledge from these data sets, a special technique to sieve and clean these data is
used and then correct knowledge is generated. Building an expert system is one of
these techniques. It is considered one of the most important and early used systems
that can generate knowledge from databases. Recently, many other techniques have been used to generate knowledge from databases or data sets such as ID3, neural network, fuzzy logic, genetic algorithm, rough set theory, and others. We may say that all these methods have the capability of generating knowledge requested from databases or data sets. But these methods seem to have learning time and learning complexity problems especially if the data set is dynamic. So, this raises a question of how to develop an efficient tool that can help the task and decrease the learning time without affecting the quality of the rules generated.

This study proposes new different models to approach this problem. These have the idea of partitioning the data set vertically into two or more subsets. Then a rough set theory is applied to each subset in the new space in order to find the best reduct for each of them. The best reduct contains less number of attributes, strong discernibly attributes, low cost, and some other features. The combination of all reducts is done in the higher level and as a result the knowledge presented by classification rules are discovered.

The concept of rough sets has been proposed as a new mathematical tool to deal with uncertain and imprecise data, and it seems to be of significant importance to AI and cognitive sciences (Slowiniski, 1992). Using this tool to approach the problem of data reduction and data dependency has emerged as a powerful technique in the application of expert systems, decision support systems, machine learning, and pattern recognition.