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One way to make sense of data is to organize it into a more meaningful format called frequency table. The existing continuous univariate frequency table uses the midpoint to represent the magnitude of observations in each class, which results in an error called grouping error. The use of the midpoint is due to the assumption that each class's observations are uniformly distributed and concentrated around their midpoint, which is not always valid. The most significant parameter used when constructing the continuous frequency table is the number of classes or class width. Several rules for choosing the number of classes or class width have been reported in the literature; however, none has been proven to be better in all situations. The existing discrete frequency tables are simple to construct, easy to understand and interpret. However, when the number of elements in data is substantial, the table can be complicated. The existing non-parametric correlation measure, the Kendall correlation method, becomes laborious when the number of paired continuous observations is large enough.

In this research, to address the issue of grouping error, we proposed three statistics, median, midrange, and random selection to be used as the magnitude of observations in each class instead of the midpoint. In choosing the number of classes or class width, a new class width rule is proposed. We also proposed new discrete frequency tables that can be constructed by grouping the elements in data into classes. Using the bivariate continuous frequency table, a new correlation measure that is straightforward and free of normality assumption is developed. On addressing the issue of missing data in a univariate continuous frequency table, five different imputation methods are compared.

The four methods and the binning rules are simultaneously compared using root mean-squared-error (RMSE). Whereas the comparison using real data, the absolute error is used. The proposed discrete frequency tables are described using simulated and real data. While the new bivariate continuous table's correlation measure is illustrated using simulations and real data.

The comparison using the continuous frequency table's measure of location, mean, showed that the methods that used the median and midrange of observations in each class performed better relative to other methods. In choosing the number of classes, the proposed class width rule is the best for data simulated from the normal and exponential distributions. Meanwhile, for data simulated from the uniform distribution, the square root rule performed better than the other rules. The methods' evaluation using the frequency table's measures of skewness and kurtosis indicated that still, the methods that used the median and midrange to represent the magnitude of observations in each class were the best. The new discrete frequency tables can be a better choice, since, they can handle datasets with a substantial number of elements, and vividly reveals the significant features of datasets.

The results also showed that the new measure of correlation approximately equals to the Kendall correlation. Indeed, it can be used when the data is discrete, and the best alternative when the number of paired observations is large. In handling missing data, the simulation results showed that the mean imputation method is the best while the findings using real data indicated the mean imputation, $k$ nearest neighbor imputation, and the multiple imputations by chained equations were the best methods. Also, the five imputation methods' performance is independent of the dataset and the percentage of missingness. And that the error increases as the percentage of missing observations increases.
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Salah satu cara untuk membuat pengertian data adalah untuk menyusunnya ke dalam format yang lebih bermakna dipanggil Jadual kekerapan. Jadual kekerapan seragam selanjar sedia ada menggunakan titik tengah untuk mewakili magnitud pemerhatian dalam setiap kelas, yang mengakibatkan kesilapan yang dipanggil ralat terkumpul. Penggunaan titik tengah adalah disebabkan oleh andaian bahawa setiap pemerhatian kelas secara taburan seragam dan tertumpu di sekitar titik tengah mereka, yang tidak sah selalu. Parameter yang paling ketara yang digunakan apabila membina jadual kekerapan selanjar adalah bilangan kelas atau lebar kelas. Beberapa peraturan untuk memilih bilangan kelas atau lebar kelas telah dilaporkan dalam literatur walau bagaimanapun, tiada yang telah terbukti lebih baik dalam semua keadaan. Jadual kekerapan diskret yang sedia ada adalah mudah untuk dibina, mudah difahami dan ditafsir. Walau bagaimanapun, apabila bilangan elemen dalam data adalah besar, Jadual boleh menjadi rumit. Kaedah korelasi bukan berparameter yang sedia ada iaitu, kaedah korelasi Kendall, menjadi sukar apabila bilangan pemerhatian selanjar berpasangan adalah cukup besar.

Dalam kajian ini, untuk menangani isu ralat terkumpul, kami mencadangkan tiga statistik, median, julat midas, dan pemilihan secara rawak, untuk digunakan sebagai magnitud pemerhatian dalam setiap kelas dan bukannya titik tengah. Dalam memilih bilangan kelas atau lebar kelas, peraturan lebar kelas baru dicadangkan. Kami juga mencadangkan jadual kekerapan diskret baru yang boleh dibina dengan mengumpulkan elemen dalam data ke dalam kelas. Penggunaan jadual frekuensi selanjar, satu langkah korelasi baru yang terus-terang dan bebas daripada andaian ini dibangunkan. Dalam menangani isu data hilang dalam jadual kekerapan yang selanjar, lima kaedah imputasi yang berbeza dibandingkan.

Empat kaedah dan peraturan binning pada masa yang sama dibandingkan dengan menggunakan ralat punca-min-kuasa dua (RMSE). Manakala perbandingan menggunakan data sebenar, ralat mutlak digunakan. Jadual kekerapan diskret yang dicadangkan, menggunakan data simulasi dan data sebenar. Manakala (yang baru) korelasi jadual bivariat selanjar digambarkan menggunakan simulasi dan data sebenar.

Perbandingan menggunakan taburan kekerapan selanjar mengukur lokasi, min menunjukkan bahawa kaedah yang menggunakan median dan julat midas dalam setiap kelas menunjukkan prestasi yang lebih baik berbanding dengan kaedah-kaedah lain. Dalam memilih peraturan binning, peraturan yang dicadangkan adalah yang terbaik untuk simulasi data dari pengagihan biasa dan eksponen. Sementara itu, bagi simulasi data daripada taburan seragam, peraturan punca kuasa adalah lebih baik daripada peraturan yang lain. Sementara itu, kaedah penilaian yang menggunakan taburan kekerapan untuk mengukur kepencongan dan kurtosis menunjukkan bahawa kaedah yang menggunakan median dan midrange untuk mewakili magnitud pemerhatian dalam setiap kelas adalah yang terbaik. Jadual kekerapan diskret yang baru boleh menjadi pilihan yang lebih baik, kerana, mereka boleh mengendalikan set data besar, mendedahkan ciri penting set data secara jelas.

Keputusan juga menunjukkan bahawa ukuran baru korelasi hampir sama dengan korelasi Kendall. Semangnya, ia boleh digunakan apabila data adalah diskret, dan alternatif yang terbaik apabila bilangan pemerhatian berpasangan adalah besar. Dalam mengendalikan data yang hilang, keputusan simulasi menunjukkan bahawa kaedah imputasi min adalah yang terbaik manakala penemuan menggunakan data sebenar menunjukkan imputasi min, $k$ imputasi jiran terdekat, dan pelbagai imputasi oleh persamaan yang dirantai adalah kaedah terbaik. Juga, prestasi lima kaedah imputasi adalah bebas daripada dataset dan peratusan hilang. Dan ralat meningkat apabila peratusan pemerhatian yang hilang meningkat.
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## CHAPTER 1

## INTRODUCTION

### 1.1 Background of the Study

Exploratory data analysis (EDA) plays a significant role in Statistics. The EDA refers to the set of statistical tools originally devised by Tukey (1977) displaying data so that its essential characteristics can be easily seen (Behrens, 1997; Hoaglin, 2003). The EDA was described as detective work, numerical detective work or counting detective work or graphical detective work (Tukey, 1977). Exploratory data analysis is a detective in nature, statistical detective, tools are applied to come up with new knowledge, and in this respect, outliers play a vital role (Mahendran and Turaj, 2011). Exploratory data analysis tools have included a new dimension in statistics to the way people deal with data (Hoaglin, 2003; Velleman and Hoaglin, 2004). A raw dataset is more attractive and captures people's minds if it can be depicted in either tabular or graphical form. The tabular representations are precise and provide the reader with apparent features of the data; however, the graphical presentations have more visual significance and useful in detecting patterns in a dataset (Davies, 1929; Beniger, 1978; Gelman et al., 2002; Kastellec and Leoni, 2007; Gelman, 2011; Xu and Wang, 2020). A data point can only be significant if considered along with other observations in a frequency table (Gardiner and Gardiner, 1979). Also, raw data do not display any meaningful representation unless being organized in a systematic form (Myatt and John, 2014). A raw data can be partitioned into classes of suitable sizes, showing observations with the corresponding frequencies. When a dataset is systematically organized in this form is called a frequency table (Kenney, 1939). The classes are to be constructed such that each data point falls into only one class. A univariate continuous frequency table displays data along with the midpoint, cumulative frequency, and the class boundary (Gravetter and Wallnau, 2000; Brase and Brase, 2001).

Brase and Brase (2001) emphasized that irrespective of the type of data, sample or population is available, the data are organized and communicated to other people, that is why tables and graphs are unavoidable. Organizing the raw data into a structured format like a frequency table makes it easier for a big audience to grasp and interpret the data within a short period (Lohaka, 2007).

An EDA tool, frequency table, is very significant in statistics. The frequency table transforms raw data from meaningless details into a more easily presentable or interpretable, easy-to-comprehend organized format (Levin and Fox, 2004). A well-organized frequency table makes a possible detailed analysis of the population's structure concerning a given feature. Also, various statistical measures can be computed, such as the range, the mean, the measure of deviations from the average value, the coefficient of skewness of the frequency table, and the measure of kurtosis.

Another significant function of the univariate continuous frequency table is, it serves as a bridge between raw data and a histogram (Freedman et al., 1998; Frequency Distribution, 2003; Fisher and Marshall, 2009). The frequency table also facilitates the construction of a cumulative frequency curve, ogive, and frequency polygon. An important to mention is the table aids careful comparison of datasets (Lohaka, 2007).

The existing frequency tables can be classified based on the data types as well as the number of variables in the data into univariate and bivariate discrete frequency tables and univariate and bivariate continuous frequency tables. The univariate frequency table summerizes raw data of a single variable in an organised form. On the other hand, the bivariate frequency table is a table that organises raw paired observations into a meaning format. The construction of the discrete frequency tables is straightforward, the elements in discrete data are the natural classes (Kenney, 1939). In the same vein, the elements in paired discrete data determine the number of classes of the variables for the existing bivariate discrete frequency table. The first step in constructing the continuous frequency table is determining the number of classes or the class width. The important points to note when dividing continuous data into classes are the classes should be big enough, mutually exclusive, and exhaustive, and preferably the classes should be of equal width, though sometimes unequal width must be used (Dogan and Dogan, 2010).

The univariate discrete frequency table mostly contains only two columns. The first column displays the elements and the second column presents the number of occurrences of each element. On the other hand, the components of the univariate continuous frequency table are the class limits, class boundaries, the midpoint, frequency, and cumulative frequency. The class limits are the pairs of numbers written in the column of class intervals. Meanwhile, the class boundaries are the values halfway between the upper limit of one class and the lower limit of the next class. The midpoint is the average of the upper and lower class limits. The midpoint is also the center of bars on a histogram. Another component representing the number of observations in each of the classes is the frequency $(f)$. In a frequency table, the frequencies usually written as $f_{1}, f_{2}, \ldots, f_{k}$ are the number of occurrences in the $k$ class intervals. In a situation where the statistical investigation is concerned with the number or percentage of less or greater observations than a component, cumulative frequency $(c f)$ is included. At a particular class, the cumulative frequency is the total frequency up to the upper-class boundary of that class. The cumulative frequencies of the classes are $f_{1}, f_{1}+f_{2}, \ldots, f_{1}+f_{2}+\ldots+f_{k}$ (Kenney, 1939).

Moreover, to construct the frequency table, the initial step is to determine the range of the data, then choosing a suitable number of classes, calculating the class width, obtaining the lower limit of the first class, and lastly, determining the class intervals (Kenney, 1939; Manikandan, 2011). The class width is the distance between the lower and the upper-class interval of a given class. The choice of class width is directly related to the number of classes. The knowledge of either of the two suffice.

Mathematically, the class width can be defined as

$$
w=\frac{R}{k},
$$

where $k$ is the number of classes, and $R$ is the range of the dataset.

A data organised in a frequency table is skewed if the mean and median from the table are not equal, or more general if the data is not symmetric. The kurtosis of a frequency table measures the rare extreme values which appear as outliers in a histogram. A leptokurtic distribution is a distribution that is more outlier-prone than the normal distribution. Meanwhile, a distribution that is less prone to outlier is said to be platykurtic. Tables $1.1,1.2,1.3$, and 1.4 respectively present the existing univariate discrete frequency table, bivariate discrete frequency table, univariate continuous frequency table, and the existing bivariate continuous frequency table.

Table 1.1: Existing Univariate Discrete Frequency Table

where $m$ is the number of elements in the discrete dataset, $e_{1}, e_{2}, \cdots, e_{m}$ and $f_{1}, f_{2}, \cdots, f_{m}$ are respectively, the elements and the frequencies of the classes, $m, e_{1}, e_{2}, \cdots, e_{m} \in \mathbb{Z}$. The frequencies are the number of occurrences of the elements. A large number of elements in the discrete data leads to a very long table. Here, the suitable measures of location and scale are mode and range. The mode is the element that appeared the most, while the range is the difference between the smallest and largest elements.

Table 1.2: Existing Bivariate Discrete Frequency Table

|  | $X$ | $x e_{1}$ | $x e_{2}$ | $\cdots$ | $x e_{m_{1}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y e_{1}$ | $f_{11}$ | $f_{12}$ | $\cdots$ | $f_{1 m_{1}}$ |  |
| $y e_{2}$ | $f_{21}$ | $f_{22}$ | $\cdots$ | $f_{2 m_{1}}$ |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\cdots$ | $\vdots$ |  |
| $y e_{m_{2}}$ | $f_{m_{2} 1}$ | $f_{m_{2} 2}$ | $\cdots$ | $f_{m_{2} m_{1}}$ |  |

where $x e_{i}, i=1,2, \cdots, m_{1}$ denote the elements of variable $X$ displayed in the columns and $y e_{j}, j=1,2, \cdots, m_{2}$ are the elements of the second variable $Y$ presented in the rows, $f_{i j}$ is the joint frequency of variables $X$ and $Y$ in cell $i j$. A cell is usually blanked if no entry for the cell $i j$, it means the two variables have no joint frequency in cell $i j$. The total frequency $n$ can be obtained either by adding the frequencies accross the rows, $\sum_{j} f_{i j}$, and then totaling the marginal sums in column or by adding the frequencies accross the columns, $\sum_{i} f_{i j}$, and then totaling the marginal sums in row or by summing the frquencies in the cells in any order, $\sum_{i} \sum_{j} f_{i j}, m_{1}, m_{2} \in \mathbb{Z}$. When the numbers of elements in the two variables, $m_{1}$ and $m_{2}$ are large, the table can be very long and big.

Table 1.3: Existing Univariate Continuous Frequency Table

| Class | CI |  | CB |  | Freq |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $l_{c}$ | $u_{c}$ | $l_{b}$ | $u_{b}$ | $(f)$ | Cum Freq <br> $\left(f_{c}\right)$ | midpoint <br> $\left(x^{*}\right)$ |
|  | $l_{1}$ | $u_{1}$ | $l_{1}-\frac{\delta}{2}$ | $u_{1}+\frac{\delta}{2}$ | $f_{1}$ | $f_{1}$ | $\frac{l_{1}+u_{1}}{2}$ |
|  | $l_{2}$ | $u_{2}$ | $l_{2}-\frac{\delta}{2}$ | $u_{2}+\frac{\delta}{2}$ | $f_{2}$ | $f_{1}+f_{2}$ | $\frac{l_{2}+u_{2}}{2}$ |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
|  | $l_{k}$ | $u_{k}$ | $l_{k}-\frac{\delta}{2}$ | $u_{k}+\frac{\delta}{2}$ | $f_{k}$ | $\sum_{i=1}^{k} f_{i}$ | $\frac{l_{k}+u_{k}}{2}$ |

where $k$ is the number of classes, $\delta$ is the smallest measurement unit of the dataset, $C I$ is the class interval, $l_{c}$ and $u_{c}$ are the lower and upper-class intervals, $C B$ is the class boundary, $l_{b}$ and $u_{b}$ are the lower and upper-class boundaries, $f_{i}$ is the frequency of class $i$ and $c f$ is the cumulative frequency. $i=1,2, \cdots, k, k \in \mathbb{Z}, l_{c}, u_{c}, l_{b}, u_{b}, f_{i}, \delta \in \mathbb{R}$. The midpoint of class $i$ is equal to $\frac{l_{i}+u_{i}}{2}, l_{i}$ and $u_{i}$ are respectively the lower and upper limits of class $i, i=1,2, \cdots, k$. The midpoint $x^{*}$ is used to represent the magnitude
of observations in each class when obtaining statistical measures from the univariate continuous frequency table. Either of the two parameters, the number of classes $k$, or the class width $w=u_{c}-l_{c}$, must be determined first before constructing the table. The scientific classification rules can be used to obtain a suitable number of classes or class width.

Table 1.4: Existing Bivariate Continuous Frequency Table

|  | Class | $\left[l_{x_{1}}, u_{x_{1}}\right)$ | $\left[l_{x_{2}}, u_{x_{2}}\right)$ | $\cdots$ | $\left[l_{x_{k_{1}}}, u_{x_{k_{1}}}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Class | $x^{*}$ | $x_{1}^{*}$ | $x_{2}^{*}$ | $\cdots$ | $x_{k_{1}}^{*}$ |
| $\left[l_{y_{1}}, u_{y_{1}}\right)$ | $y_{1}^{*}$ | $f_{11}$ | $f_{12}$ | $\ldots$ | $f_{1 k_{1}}$ |
| $\left[l_{y_{2}}, u_{y_{2}}\right)$ | $y_{2}^{*}$ | $f_{21}$ | $f_{22}$ | $\cdots$ | $f_{2 k_{1}}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\cdots$ | $\vdots$ |
| $\left[l_{y_{k_{2}}}, u_{y_{k_{2}}}\right)$ | $y_{k_{2}}^{*}$ | $f_{k_{2} 1}$ | $f_{k_{2} 2}$ | $\cdots$ | $f_{k_{2} k_{1}}$ |

where $x^{*}$ denotes the midpoints of variable $X$ classes displayed in the columns and $y^{*}$ are the midpoints of class intervals of the second variable $Y$ presented in the rows, $f_{i j}$ is the joint frequency of variables $X$ and $Y$ in cell $i j$. A cell is usually blank if no entry for the cell $i j$, it means the two variables have no joint frequency in cell $i j$. The $l_{x_{j}}$ and $u_{x_{j}}$ are lower and upper class limits of class $j$ of variable $X$. Whereas $l_{y_{i}}$ and $u_{y_{i}}$ are lower and upper class limits of class $i$ of variable $Y, k_{1}, k_{2}, f_{i j} \in \mathbb{Z}$, and $l_{x_{i}}, u_{x_{i}}, l_{y_{j}}, u_{y_{j}}, \in \mathbb{R}, j=1,2, \ldots, k_{1}$, and $i=1,2, \ldots, k_{2}$. The number of classes of the two variables $k_{1}$ and $k_{2}$ must be determined first before the table is constructed. The scientific number of classes and class width rules can be used to obtain the appropriate number of classes. When the rules that are based on only the sample size are used to determine $k_{1}$ and $k_{2}$ we have a square table $k_{1}=k_{2}$. Meanwhile, the table can be rectangular, $k_{1} \neq k_{2}$, when rules that also incorporate the deviance concept apart from the sample size are used.

### 1.2 Problem Statement

The graphical and tabular representation of data provides the simplest and most effective means of understanding and interpreting data. The frequency classifications are unbendable, both as a means of condensing compactly large data size and a form of generalization. Therefore, frequency distribution analysis is likely to remain one of the essential statistical tools (Davies, 1929).

Though grouping is unavoidable, especially when the dataset is large, the process can lead to a considerable error compared to the original data. When computing the statistical measures from the existing continuous frequency table, the magnitude of observations in each class is represented by the midpoint, which results in error known as grouping error (Davies, 1929; Kenney, 1939). Different researchers in the literature suggested various approaches to minimizing this error. One of the approaches is the use of a correction formula to minimize the error. The most use correction formula is Sheppard's correction, which was due to Sheppard in 1898 (Sheppard, 1898, 1907; Kendall, 1938; George, 1941; Hald, 2001). This adjustment formula has contributed immensely to minimizing the grouping error, though it works for normal data and is applied to only even powers of moments. The odd powers are assumed not affected by the grouping error. Following this several researches on correction for grouping error have emerged; such as, the Canning (1926), Davies (1929), Baten (1931), Jones (1941), Dwyer (1942), Pierce (1943), Hald (2001) and the most recent work by Di Nardo (2010).

Furthermore, one of the two significant parameters, the number of classes and the class width, must be determined before constructing the continuous frequency table. While the former describes the number of partitions of the dataset, the later is the distance between lower and upper-class limits (Wand, 1997). These two parameters are dependent on one another; if one is known, the other can be obtained. Determining the appropriate number of classes to be used in constructing a frequency table remains a long-existing problem in statistics. Different rules for choosing the number of classes and class width were reported in the literature; however, none of the rules has been proven to be better in all situations (Birge and Rozenholc, 2006).

So also, the existing non-parametric correlation measures tend to be laborious when the number of pairs of the bivariate data is substantial. Moreover, in the case of the existing discrete frequency tables, when the number of elements in the data is large enough, the process can result in a very long frequency table that cannot be easily handled.

Missing data are sometimes inevitable and can affect the conclusions that can be drawn from data. In classes of frequency tables, missing observations do occur, and it is necessary to estimate them to arrive at valid conclusions. Various techniques of handling missing data have been reported in the literature, but none has been examined to estimating missing observations in a frequency table.

In this research, the problems are addressed by developing new ways of constructing both the continuous and discrete frequency tables. In choosing a suitable number of classes or class width, a new rule is proposed. Moreover, a new, bivariate continuous frequency table's correlation measure is developed. A suitable method is recommended in addressing the issue of missing observations in a univariate continuous frequency table.

### 1.3 Research Aim and Objectives

This research aims to develop new methods of constructing both the continuous and discrete frequency tables. The objectives are;

1. To propose three statistics, random selection, median, and midrange, to represent the mid-value of observations in each class of the continuous frequency table.
2. To develop a new rule for choosing the class width based on the median absolute deviation for the continuous frequency tables.
3. To propose new univariate and bivariate discrete frequency tables by partitioning the elements in the discrete data into classes and using the mode as the magnitude of elements in each class.
4. To develop a new correlation measure, which is based on Kendall's concordance and discordance approach for the empty cells in a bivariate continuous frequency table.
5. To conduct simulation studies and identify the best method of handling missing data in univariate continuous frequency tables.

### 1.4 Limitation of the Study

In this research the issue of outliers is not considered when constructing the continuous frequency tables. Also, the continuous frequency tables are limited to only equal width classes.

### 1.5 Structure of the Thesis

This thesis's overall structure takes the form of eight chapters, including this introductory chapter, Chapter 1. Chapter 2 presents a general literature review on the frequency table. This research's main findings are presented in Chapter 3, Chapter 4, Chapter 5, Chapter 6, and Chapter 7. Chapter 3 focused on the proposed univariate continuous frequency tables. Meanwhile, the new univariate and bivariate discrete frequency tables are respectively given in Chapters 4 and 6. In Chapters 5 and 7, the new bivariate continuous frequency table's correlation measure and methods of handling missing data in a univariate continuous frequency are discussed. The last chapter, Chapter 8, gives the general summary, conclusion, and the identified areas for future work.

Chapter 1 presents a general background on the exploratory data analysis (EDA) tool, frequency table, the types of frequency table based on the data type, continuous and
discrete frequency table, and the types regarding the number of variables, univariate and bivariate frequency tables. The chapter also highlights the statement of the problem, research aim and objectives, the limitations of the research, and the thesis structure. Chapter 2 covers the general literature review on the frequency table. A review on real numbers, types of variable, data types, continuous frequency tables, discrete frequency tables, missing data in a univariate continuous frequency table, graphs of the univariate frequency tables, and error incurred as a result of grouping raw data in a continuous frequency table.

The new univariate continuous frequency table, using the four proposed statistics, arithmetic mean, median, midrange, and random selection, are presented in Chapter 3. Assessment of the proposed statistics used to represent the magnitude of observations in each class and the rules used in choosing the number of classes are given in this chapter.

Chapter 4 presents the proposed univariate discrete frequency table, the table's description using simulation studies from five discrete distributions, and real data. Chapter 5 illustrates the new bivariate continuous frequency table's correlation measure, empty cell correlation. In Chapter 6, we describe the new bivariate discrete frequency table. Meanwhile, Chapter 7 presents the results of comparing five imputation methods used in handling missing observations in a univariate continuous frequency table. A general summary of the whole thesis, conclusion, and recommendation for future work are given in Chapter 8.
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