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Cloud Computing has emerged as a service model that offers online accessible resources to the

clients. These resources contain storage, servers, and other applications and it provides security,

flexibility, and sealability. In Max-Min algorithm where the large tasks have their priority to be

scheduled first, this leads small tasks to stay longer in the queue until all large length tasks finished

their execution.

This study presents an optimal task scheduling algorithm by enhancing Max-Min and TS

algorithm. Our proposed algorithm isolates the resources into two different groups where the first

group contains the resources with maximum execution time while the second group contains the

resources with minimum execution time. The main idea here is to choose the resource that takes

less time to execute the selected job/task. Therefore, if the resource is from the first group then

map the average length task to it and if the choosing resource is from the second group, then map

the largest length task to it.

The simulation tool used for testing the algorithm is WorkflowSim. We tested averages of

execution time span of the proposed algorithm for 10 running times with 200-1000 tasks in 50 or

100 VMs. Test results show that the proposed algorithm represents enhanced resource utilization

with better execution time.
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COMPUTING NETWORK

Oleh

MOHAMMED AMEEN MOHAMMED ABDO ALHAKIMI

Pengerusi: Rohaya Binti Latip

Fakulti: Computer Science and Information Technology

Pengkomputeran Awan telah muncul sebagai model perkhidmatan yang menawarkan sumber

yang boleh diakses secara online kepada pelanggan. Sumber-sumber ini mengandungi storan,

pelayan, dan aplikasi lain dan menyediakan keselamatan, fleksibiliti dan skala. Dalam algoritma

Max-Min di mana tugas-tugas besar mempunyai keutamaan mereka untuk dijadualkan terlebih

dahulu ini membawa tugas-tugas kecil untuk berada lebih lama dalam barisan sehingga semua

tugas besar selesai pelaksanaan mereka.

Kajian ini membentangkan algoritma penjadualan tugas yang optimum dengan meningkatkan

algoritma Max-Min. Dalam algoritma yang dicadangkan ini, sumber akan dibahagikan kepada dua

kumpulan yang berlainan di mana kumpulan pertama mengandungi sumber dengan masa

pelaksanaan maksimum manakala kumpulan kedua mengandungi sumber dengan masa

pelaksanaan minimum. Idea utama di sini adalah untuk memilih sumber yang memerlukan sedikit

masa untuk melaksanakan tugas yang dipilih. Oleh itu, jika sumber adalah dari kumpulan pertama,

kemudian peta tugas panjang rata-rata kepadanya dan jika sumber pilihan adalah dari kumpulan

kedua, kemudian peta tugas terbesar kepadanya.
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Alat simulasi yang digunakan untuk menguji algoritma adalah WorkflowSim. Kami menguji

purata Makespan algoritma yang dicadangkan untuk 10 kali dengan 200-1000 tugas dalam 50 atau

100 VMs. Hasil ujian menunjukkan bahawa algoritma yang dicadangkan mewakili penggunaan

sumber yang lebih baik dengan makespan yang lebih baik.
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CHAPTER 1

INTRODUCTION

1.1. BACKGROUND

The concept of Cloud Computing leads many business and organizations to turn toward using

this technique. There is nothing essentially new in any of the technologies that make up

cloud computing as most of these technologies have been used before. Numerous experts in

the academic field have attempted to define precisely what "cloud computing" is and what unique

attributes that cloud computing presents. Cloud computing is an addition of different techniques

such as parallel, distributed, and grid computing, it is a recent model for enabling access to a shared

computing, storage resources and services which can be accessed through the internet using a set

of applications. Virtualization, dispersal and dynamic extensibility are the basic features of this

environment (Buyya et al.; 2009).

"Software as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (laaS)"

are three dissimilar services where it can be provided by cloud computing. Clients can submit their

works into the cloud for computational transmutation or rather leave the data in the cloud for future

use. Therefore, different users may have different requirements. The requirement in cloud

computing environment is to schedule the current jobs/tasks with the given constraints. The

meaning of constrains here is applying Quality of Service that users need and balancing between

these QoS and fairness among the tasks (I lend et al. 2016).

In addition, to satisfy the requirement of this dynamic environment, many researches have

worked within this area and many algorithms have proposed which meet this requirement. An

optimal tasks scheduling algorithm is one of the algorithms that execute the tasks based on its
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attribute, average length and long length tasks then schedule the tasks with the resource that will

takes less execution time.

The focus of this research is to implement an algorithm for tasks scheduling in cloud computing

environment that can solve the problem of time execution for all tasks to satisfy users need.

1.2. DESCRIPTION OF THE RESEARCH PROBLEM

In cloud computing where service and storage can be access by the client, Clients can submit

their tasks into the cl oud for computation processing purpose or rather for future storage (Monir

et a1. 2013). Those clients who is using this service have different requirements, this requirement

knows as Quality of Service, which is a cooperative effort of service performance that defines the

degree of gratification of a user for the service (Ilend et a1. 2016). The dynamic nature of this

environment can endure a big challenge as some assigned resources might overloaded during the

execution that may cause the failure of the whole execution process (Khadija et a1. 2016). Hence,

Scheduler in cloud must have the ability to schedule clients' tasks/jobs in such a way that cloud

provider can earn maximum advantage for his service (Monir et a1. 2013). In Max-Min algorithm

where the large tasks have their priority to schedule first this leads small tasks to stay longer in the

queue until all large length tasks finished their execution. Thus, mapping this task/job to the

resource should take it in the consideration in order to increase the performance of this

environment.

1.3. THE OBJECTIVES OF THE STUDY

With the increasing number of users over the cloud, scheduling a huge tasks still a critical issue.

In the world of web tremendously large number of tasks from various aspects are processed which

2
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may affect the performance of the cloud, and as a result choosing the optimal scheduling algorithm

may play an important role to avid this problem. Therefore, to solve the scheduling issue of tasks,

several researches have work where they focused in how to implement an algorithm for tasks

scheduling in cloud computing that can solve the problem of time execution for all tasks to satisfy

users need. The main aims of this study as the following:

1.3.1 To propose a tasks scheduling algorithm called optimal tasks scheduling OTS in

cloud computing network that gets minimum execution time to all tasks.

1.3.2 To analyze the algorithm in different number of jobs and different number of services

which may lead to have different perspectives.

lA. RESEARCH QUESTIONS

In this thesis, there are many questions that need to be answered, as the following:

1.4.1. How does the system determine the task that has priority when the user used the

same QoS?

1.4.2. How does the system determine the task that has a higher priority compared with

another task?

1.4.3. How does the system determine the task that is important, when the QoS is equal?

1.5. RESEARCH SCOPE

In this thesis, the study was limited into the following:

1.5.1. Allocate tasks into services with driven QoS.

1.5.2. Two attributes will be applying in the algoritlun (long and average length tasks).

1.5.3. The algoritlun can work with independent tasks.

3
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1.6. THESIS ORGANIZATION

This thesis comprises five chapters. This chapter provides a basic introduction of cloud

computing and briefly presents the motivation for the study, its goals and objectives, and research

focus. Chapter 2 explains the main concepts of cloud computing through the background that

includes tasks scheduling technique. In addition, it contains Related Work that presents a study of

various existing tasks scheduling algorithms and associated work. Chapter 3 contains

Methodology that describes proposed tasks scheduling algoritlun, discrete event simulation, and

design specification. Chapter 4 presents the Implementation that presents all the information and

steps regarding proposed scheduling algorithm implementation. Moreover, this chapter presents

the result and discussion of all experiments with analyzing the differences between them. Chapter

5 concludes this thesis. It summarizes and further elaborates the implications of the findings from

Chapter 4. In addition, the chapter identifies future work and possible next steps in research.
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