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Service level agreement (SLA) is a contract between service provider and
consumer in relation to the quality of service (OoS) in cloud computing. SLA
contains agreed attributes and value of service level objectives (SLO). Service
provider should deliver services based on agreed quality in SLA. For example,
OoS value of running service exceeds the agreed SLO, service provider ought
to bear certain amount of penalty or compound fees for the SLA violation. SLA
monitoring tool is unavoidable to assess the agreed SLAs at run time and detect
any probable SLA violations. Both service provider and consumer need to
monitor and assess OoS to ensure SLA validity.

The cost value and benefit value of SLA monitoring systems is a concerned issue
in cloud computing. The SLA monitoring systems need resources such as CPU,
Memory, or execution storage. The amount of consumed resources by
monitoring system is the cost of SLA evaluation. On the other hand, SLA
monitoring systems make benefits by detecting SLA violations in a sense that
service provider subsequently can adapt the infrastructure to prevent more

. numbers of SLA violations and avoid penalty cost. The interval value of
monitoring system has a direct impact to the cost and benefit values of
monitoring system. Experiment results for CASViD and LoM2HiS frameworks
have demonstrated that short measurement intervals negatively affect the
overall system performance, whereas long measurement intervals cause heavy
undetected SLA violations. Current monitoring systems have often constant
interval value and individual monitoring process for all services and SLAs which
it decreases the adaptability and cannot make a balance between cost value and
benefit value of SLA monitoring systems. Subsequently, service providers face
either high monitoring overhead or significant number of undetected SLA
violations.
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This study proposes SLA monitoring framework to evaluate the agreed SLA and
detect SLA violations in cloud computing. The proposed framework locates a
trusted-party between service provider and service consumer to maintain and
evaluate SLAs, and without any manipulation of permission from service provider,
the monitoring engine validate the SLA independently for each SLA data
collector thread. This study also proposed a dynamic monitoring interval (OMI)
to make a balance between cost values and benefit values of SLA monitoring
system in different environmental situations (ES) monitored at run time.

The experimental testbed is established with one server and four virtual
machines (VMs). The developed monitoring tools evaluate the predefined SLA
of a selected experiment case and produced results demonstrating that the
proposed OMI have the highest profit in normal ES by 23.6% growth compared
to the best static interval applied to the other four VMs. Each constant interval
gained a high profit in specific situation and had a low profit in other ESswhereas
the proposed OMI adapted the interval value successfully and achieved the high
profit in all ESs compared to the static intervals.
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OGOS 2016

Pengerusi : Rodziah Atan, PhD

Fakulti : Sains Komputer dan Teknologi Maklumat

Perjanjian tahap perkhidmatan (SLA) adalah kontrak antara pembekal
perkhidmatan dan pengguna berhubung dengan kualiti perkhidmatan (OoS)
dalam perkomputeran awan. SLA mengandungi sifat-sifat bersetuju dan nilai
objektif tahap perkhidmatan (SLO). Pembekal perkhidmatan perlu
menyampaikan perkhidmatan berdasarkan kualiti yang dipersetujui dalam SLA.
Sebagai contoh, nilai OoS perkhidmatan yang diberikan melebihi SLO yang
telah dipersetujui, pembekal perkhidmatan patut menanggung sejumlah bayaran
penalti atau kompaun kerana melanggar SLA. Alat pemantauan SLA tidak dapat
menilai SLA yang dipersetujui pada masa pengoperasian dan mengesan
sebarang pelanggaran SLA yang berkemungkinan. Kedua-dua pembekal
perkhidmatan dan pengguna perlu memantau dan menilai OoS untuk
memastikan kesahihan SLA.

Nilai kos dan nilai faedah sistem pemantauan SLA adalah isu yang diambil berat
dalam perkomputeran awan. Sistem pemantauan SLA memerlukan sumber
.seperti CPU, memori, atau penyimpanan data. Jumlah sumber yang digunakan
oleh sistem pemantauan adalah kos penilaian untuk SLA. Sebaliknya, sistem
pemantauan SLA mendapat faedah dengan mengesan pelanggaran SLA dalam
erti kata bahawa pembekal perkhidmatan akan dapat menyesuaikan diri dengan
infrastruktur untuk mencegah lebih banyak nombor pelanggaran SLA dan
mengelakkan kos penalti. Nilai selang bagi sistem pemantauan mempunyai
kesan langsung kepada kos dan faedah terhadap sistem pemantauan tersebut.
Keputusan pemerhatian untuk rangka kerja CASViD dan LoM2HiS telah
menunjukkan bahawa selang ukuran pendek sangat negative dan menjejaskan
prestasi keseluruhan sistem, manakala selang ukuran panjang menyebabkan
pelanggaran SLA yang tidak dapat dikesan dengan banyak. Sistem pemantauan
sedia ada mempunyai nilai selang yang tetap dan proses pemantauan individu
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untuk semua perkhidmatan dan SLA dimana mengurangkan keupayaan
menyesuaikan diri dan tidak boleh membuat keseimbangan antara nilai kos dan
nilai faedah untuk sistem pemantauan SLA. Selain itu, pembekal perkhidmatan
berdepan dengan pemantauan yang terlalu tinggi atau sejumlah besar
pelanggaran SLA tidak dapat dikesan.

Kajian ini mencadangkan rangka kerja pemantauan SLA untuk menilai SLA
yang dipersetujui dan mengesan pelanggaran SLA dalam perkomputeran awan.
Rangka kerja yang dicadangkan menempatkan pihak dipercayai antara
pembekal perkhidmatan dan pengguna perkhidmatan untuk menyelenggara
dan menilai SLA, dan tanpa apa-apa manipulasi daripada pembekal
perkhidmatan, enjin pemantauan mengesahkan SLA bebas bagi setiap
pengumpulan data SLA. Kajian ini juga mencadangkan selang pemantauan
dinamik (OMI) untuk membuat keseimbangan antara nilai kos dan nilai faedah
untuk sistem pemantauan SLA berada dalam keadaan persekitaran yang
berbeza (ES) yang dipantau pada masa perlaksanaan.

Ruang ujian ditubuhkan dengan satu pelayan dan empat mesin maya (VM). Alat
pemantauan dibangunkan untuk menilai SLA yang dipratentukan kes percubaan
terpilih dan menghasilkan keputusan yang menunjukkan bahawa OMI yang
dicadangkan mempunyai keuntungan yang tertinggi di ES normal oleh
pertumbuhan 23.6% berbanding dengan selang tetap yang diuji daripada empat
VM. Setiap selang tetap mendapat keuntungan yang tinggi dalam keadaan
tertentu dan mempunyai keuntungan yang rendah dalam ES lain sedangkan OMI
yang dicadangkan disesuaikan dengan berjaya untuk nilai selang dan mencapai
keuntungan yang tinggi dalam semua ES berbanding dengan jangka masa yang
tetap.
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CHAPTER 1

INTRODUCTION

1.1 Background

Service Level Agreements (SLA) is used to define functional and non-functional
cloud services to be agreed by both service customers and providers as
presented in Figure 1.1 SLA in cloud computing (Rimal et al., 2011). Common
parameters included in SLA are such as: pricing model, usage model, resource
metering, billing, and monitoring (Buyya et al., 2010). When a service provider
is unable to comply with terms stated in certain SLA, a violation occurs (Wu
and Buyya, 2010). For example, an laaS from cloud service provider may
guarantee a specific response time of a VM, exact value of storage space or
reliability of data. However, when a customer does not get the promised
response time, virtual disk space or access failures, the SLA is violated.
Therefore, SLA monitoring tools is unavoidable to evaluate agreed SLAs at the
run time and detect any probable SLA violations (Emeakaroha et al., 2012b).

Figure 1.1 SLA in cloud computing

Both service provider and consumer need to monitor the quality of service
(QoS) to be sure about SLA validity. Most SLA come with penalty model to
compensate the customer in case of violations (Buyya et aI., 2010).

'Interval' is defined as a non-overlapping interval of time within the time space
of the interaction (Hammadi et al., 2013). There are two types of intervals that
should be determined in advance when monitoring the enforcement of SLAs,
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(a) monitoring intervals between the collection of the monitoring statistics, and
(b) measurement intervals that aggregate the statistics to measure the service
level parameters. High intrusiveness may affect the overall system
performances negatively, while low frequency of instrument may cause heavy
SLA violations (Maurer et aI., 2010). The determination of the intervals is still
an open research issue. For example, the monitoring infrastructure of cloud
services proposed by Katsaros et al. (2012a) requires the pre-set of the interval
of data collection by domain experts. This method heavily depends on the
experience of the experts with an insufficiency of rationality and accuracy.
Another relevant work is the billing system THEMIS (Park et al., 2013), in which
the monitoring report could be presented to consumers when they require the
monitoring data. To suggest an optimal measurement interval for detecting
applications' SLA objectives violations at runtime, the following two factors are
discussed: (a) cost of making measurements; and (b) the benefit of SLA
violation detection (Emeakaroha et al., 2012b). The acceptable trade-off
between these two factors defines the optimal measurement interval
(Emeakaroha et al., 2012b).

The cost value and benefit value of SLA monitoring systems are issues in cloud
computing (Emeakaroha et al., 2012b). SLA monitoring systems need
resources consumption consisting CPU, Memory, and Storage for execution.
The amount of consumed resources by monitoring system is the cost of SLA
evaluation. On the other hand, SLA monitoring systems make benefits by
detecting the SLA violations because service provider can absorb the
infrastructure cost by preventing more numbers of SLA violations and avoid
penalty.

According to the experiment results achieved by Emeakaroha et al. (2012b),
the number of missed SLA violation is increasing when the measurement
interval is increased. This is caused by the fact that the larger measurement
interval, the lower the number of measurements made and the higher the
number of missed SLA violations detected.

The whole set of experiments demonstrated the need for fine-tuning of
monitoring systems to the specific requirements of cloud applications.
However, different applications have needs for different measurement intervals,
and even though some applications are more stable than other in terms of
resource requirements. Therefore, this study aims to optimize the
measurement interval of each application at the running time to keep balance
between cost and benefit of SLA monitoring systems.

2
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1.2 Problem Statement

Since SLA parameters are usually defined by cloud providers and may
comprise of various user-defined attributes, current monitoring infrastructures is
lacking of appropriate solutions for SLA evaluation (Emeakaroha et al., 2012b).
The first issue is to facilitate mapping the run time data of several metrics by
low level tools to numerous SLAs (Emeakaroha et al., 2010a). The existing
monitoring infrastructure of cloud services requires the pre- set of the data
collection by domain expert. All the data refer to historical data, not at run time
data (Katsaros et al., 2012a).The second issue is to determine appropriate
monitoring intervals at the application level keeping the balance between the
early detection of possible SLA violations and system intrusiveness of the
monitoring tools (Emeakaroha et al., 2012b). The third issue is to make a trade-
off between the cost of monitoring system and the benefit of SLA violation
detection in variable environmental situations (Berral et al., 2010; Emeakaroha
etal.,2012b).

Several services are executed in cloud environment at the same time for
numerous users. Each service should be monitored at the run-time to evaluate
related SLA. Accordingly, SLA monitoring systems face several monitoring
targets with different SLAs. Adaptability of SLA monitoring systems is a
challenging issue in cloud computing to manage the monitoring threads
effectively based on services status. Current monitoring systems have often
constant interval value and individual monitoring process for all services and
SLAs which decrease the adaptability and increase the cost of monitoring
systems (Emeakaroha et al., 2012a). When using the separate monitoring
service, such as (Massie et al,. 2004) a single static monitoring policy is used
for the entire session that cannot reflect the dynamic changes in the levels of
trust and perceived risk. Different services require different measurement
interval. (Hammadi et al., 2013; Cuoma et al., 2013; Maurer et al., 2010). This
issues has been faced by several studies ( Clayman et al., 2011; Katsaros et
al., 2011; Kutare et al., 2010; Park et al., 2011; Wang et al., 2011a) in tuning
the amount of monitored resources and the monitoring frequency (interval).

The long interval value leads a few numbers of SLA evaluation repetitions; on
the other hand, the short interval value causes a lot of repetitions for SLA
evaluations (Emeakaroha et al., 2012b). Although the short interval value
makes the monitoring loop faster and can detect more number of probable SLA
violations, it increases the cost value of SLA monitoring tools. The high interval
value has a low overhead cost but it can detect a few numbers of probable SLA
violations only. High intrusiveness may affect the overall system performance
negatively, while low frequency of instrument may cause heavy SLA violations
(Maurer et al., 2010). Therefore the determination of appropriate interval value
is a challenging issue because the constant monitoring interval cannot make a
balance between cost value and benefit value of SLA monitoring systems
(Emeakaroha et al., 2012b).

3
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1.3 Objectives

Following the stated problem, the research objectives of this study are as listed
below.

• To design a SLA evaluation framework to increase the adaptability of
SLA monitoring system for mapping of several metrics to numerous
SLAs.

• To propose a dynamic monitoring interval (OM I) to keep balance
between the early detection of possible SLA violations and system
intrusiveness of the monitoring tools in variable environmental
situations.

• To develop SLA monitoring tool based on proposed OMI to make a
trade-off between cost value and benefit value of SLA monitoring
system in cloud environment.

1.4 Research Scope

The life cycle of SLA in cloud computing consist of SLA negotiation, SLA
evaluation, and SLA expiration. This study is concentrated on SLA evaluation
phase. The raw data is collected from resources and the low level metrics are
mapped to high level attributes. However, when measured attributes exceed
from agreed SLO, the SLA violation is occurred and it should be reported. The
main parts of SLA evaluation framework consist of raw-data collecting, low-
level metrics to high-level attribute mapping, and run-time evaluating.

The costs and benefits of SLA monitoring system is another scope of this
study. Interval value of SLA monitoring system is the central concentrated
issue in this area because it has a high impact on cost value and benefit value
of monitoring system. SLA monitoring systems currently settled a static interval
value to evaluate SLA periodically and detect any probable SLA violations in
cloud application. According to Emeakaroha et al. (2012b) different applications
have needs for different measurement intervals, therefore, this study will scope
its experiment and measurement into finding the dynamic intervals for optimum
balance cost and value in SLA evaluations.

1.5 Contributions

The proposed SLA evaluation framework is expected to increase the
adaptability of SLA monitoring, and each SLA is evaluated by individual
monitoring thread and its own established interval value. The proposed OMI
should able to optimize and be adapted as interval value for monitoring
threads. As a result, the developed SLA monitoring tools would make a trade-
off between cost value and benefit value of SLA monitoring system. The
probable SLA violations are detected by developed monitoring tools while it has

4
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affordable cost for service providers. The proposed OMI enables the developed
monitoring tools to adapt the monitoring interval based on environmental
situations at running time and OMI leads to achieving an affordable cost-benefit
assessment results as compared to static interval values in variable
environmental situations.The main contributions of this study are:

• The proposed SLA monitoring framework to evaluate agreed SLAs in
cloud computing at run time.

• The establishment of dynamic monitoring interval (OMI) formula to
adapt the interval value of monitoring system for different situations.

• The development of an SLA monitoring tool which is developed based
on proposed OMI to monitor the running cloud services.

1.6 Thesis Organization

This thesis is organized in six chapters. The first chapter is the Introduction
Chapter which contains the background, problem statement, objective, scope
of research and contributions. A comprehensive literature review is presented
in Chapter 2. The related works and published papers are selected based on
the research scope and objectives to be discussed in Chapter 2. SLA
monitoring systems in cloud computing, the monitoring interval, and the cost-
benefit of SLA evaluation are the main subjects of Literature Review Chapter.
Chapter 3 presents the research methodology consisting research activities,
experimental research, experiment design, testbed, and analysis criteria. The
proposed SLA monitoring framework, proposed dynamic monitoring interval,
and the development of SLA monitoring tools are described in Chapter 4.
Chapter 5 shows the results of experiment and discusses about analyzed data.
The results of developed monitoring tools in certain environmental situations
are presented and they are discussed based on the cost-benefit assessments.
Finally, Chapter 6 presents the conclusion and future works.

5
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