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ABSTRACT 
 

Software Product Line (SPL) focuses on common features reusability, 

formulated for different software products. Complete testing on the en-

tire SPL is known to be unfeasible. This is due to the very large number 

of possible products to be produced; configured using all possible sets 
of features in the SPL.  

 

 

Combinatorial Testing (CT) has been widely used in software testing as 

it is able to generate test input for a single software product that devi-

ates from exhaustive testing, nevertheless proven to be effective. In SPL 
testing, to generate minimal test configuration that maximizes t-wise 

coverage is not trivial, especially when dealing with a huge number of 

features and when constraints have to be satisfied, which is the case in 

most SPL systems. Two salient obstacles in SPL testing are identified; 

(1) time required to cover feature configuration testing for large scale 
Feature Models and higher strength of t-wise testing, and (2) insuffi-

cient coverage of feature interaction towards higher fault detection due 

to uniform strength of feature combination. In the case of unfeasible 

higher strength CT-based testing for SPL, this thesis proposed a re-

laxed version of Covering Array (CA), i.e. Variable-strength CA (VCA). In 

highly configurable systems, the entire configuration spaces contain 
several groups of sub-configurations that have different level of risks 

that can cause failures. By focusing on these group of sub-

configurations, the space of testing artefacts can be reduced, while still 

maintain the results of testing. 
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Practical Combinatorial Testing is challenging, such that it is hard to 

decide what level of interaction strength to be applied to which differ-

ent groups of features. There are two inherent challenges; (1) to decide 
what value of interaction strength one should apply, and (2) to choose 

which group or set of features the interaction strength should be ap-

plied to. For these reasons, part of this thesis presents and evaluates a 

new technique aimed at tackling all the mentioned difficulties in the 

combinatorial testing of SPL system. The approaches are (1) adopting 

an Estimation of Distribution Algorithm approach to aid the construc-
tion of a covering array driven by second order feature dependence, 

and (2) construct a feature configuration dependence graph to assist in 

building the variable-strength covering array. These techniques are 

implemented as COTED (Combinatorial Testing using Bivariate EDA). 

Experiments have been done to gauge the performance of COTED from 

three different facets; (1) the ability to reduce test configuration redun-

dancy, (2) the ability to achieve better rate of interaction coverage and 

(3) the ability to detect high number of faults. Four empirical studies 

conducted to compare COTED against other approaches (namely ICPL, 
LOOKUP and CASA). The statistical analysis of the results obtained 

from the experiments are promising. For the first facet, COTED is com-

parable with LOOKUP, but a slightly better redundancy is achieved by 

ICPL with significant level of 0.01. For the second facet, COTED able to 

outperform ICPL and LOOKUP with significance level of 0.1. For the 
third facet, the two sets of VCA test configurations (i.e. (i) 2-wise and 

partial 3-wise, and (ii) 2-wise, partial 3 and partial 4-wise) generated by 

COTED are able to achieve competitive fault detection rate (with signif-

icance level of 0.05) using less number of test configurations. The re-

sult shows that COTED increase the interaction coverage rate, and 

managed to produce less number of test configurations to detect an 
almost same number of faults as the other strategies, hence, suggests 

that it is able to improve Combinatorial Interaction Testing (CIT) for 

SPL. 
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ABSTRAK 
 

Barisan Produk Perisian (SPL) menumpu kepada kitar semula ciri-ciri 

yang dikongsi oleh produk-produk perisian yang berlainan. Pengujian 

lengkap pada keseluruhan SPL agak mustahil untuk dilaksana. Ini 

disebabkan oleh bilangan produk perisian yang mungkin dihasilkan 
adalah terlalu besar; berdasarkan pengaturan sebahagian atau semua 

gabungan fitur-fitur yang dibangunkan untuk sesuatu SPL. 

 

 

Pengujian Kombinasi (CT) telah dibangun dan digunapakai dalam pen-

gujian perisian kerana ia mampu menjana pelbagai input pada produk 
perisian tunggal dan mampu mengatasi pengujian secara menyeluruh, 

dan terbukti berkesan. Dalam SPL, untuk menjana configurasi ujian 
minimum yang memaksimakan liputan t-hala bukanlah suatu yang 

mudah, terutama apabila berdepan dengan SPL yang bersaiz besar 

dan keperluan mematuhi kekangan sistem. Dua halangan utama pada 

pengujian SPL dikenalpasti, iaitu; (1) masa yang diperlukan untuk 
meliputi pengujian konfigurasi semua ciri  pada Model Fitur berskala 
besar dan peringkat tinggi pengujian t-hala, dan (2) kekurangan lipu-

tan pada interaksi fitur untuk mengesan kecacatan pada perisian 

disebabkan peringkat kombinasi fitur yang seragam. Sebagai usaha 

untuk mengatasi cabaran itu, tesis ini membentangkan versi lain 

kepada Jajaran Liputan (CA) iaitu Jajaran Liputan Kekuatan Bolehu-
bah (VCA). Dalam sistem yang banyak melibatkan konfigurasi, gabun-

gan-gabungan fitur yang berlainan mempunyai risiko yang berbeza 

terhadap kesan pada kemungkinan wujudnya pepijat. Dengan mem-

fokuskan hanya pada gabungan tertentu, ruang pengujian dapat diku-

rangkan dan berkemungkinan kualiti pengujian dapat dikekalkan. 
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CT yang practical adalah mencabar. Ini kerana, adalah sukar untuk 

menentukan peringkat interaksi mana harus dilaksana ke atas gabun-

gan fitur-fitur yang mana. Atas alasan inilah satu teknik baru diben-
tang dan dibincangkan dalam tesis ini. Pendekatan yang digunakan 

ialah (1) mengguna pakai Algoritma Anggaran Teragih (EDA) untuk 

membantu membina CA berpandukan kepada kebergantungan fitur 

aras kedua, dan (2) menjana graf kebergantungan konfigurasi fitur se-

bagai asas kepada VCA. 

 
 

Eksperimen dibuat bagi menilai prestasi teknik yang dicadangkan dari 

tiga aspek berbeza iaitu; (1) kemampuan untuk meminimakan kelewa-

han konfigurasi ujian, (2) kemampuan untuk mencapai liputan in-

teraksi yang lebih baik, dan (3) kemampuan untuk mengesan lebih 
banyak pepijat. Empat kajian empiris telah dijalankan untuk mem-

bandingkan COTED dengan empat pendekatan lain (iaitu ICPL, 

LOOKUP dan CASA). Analisa statistik ke atas data amat memberang-

sangkan. Untuk aspek pertama, COTED didapati setara dengan 

LOOKUP, tetapi pengurangan kelewahan adalah sedikit baik melalui 

ICPL dengan tahap signifikan 0.01. Untuk aspek kedua, COTED 
mengatasi ICPL dan LOOKUP dengan tahap signifikan 0.1. Untuk 

aspek ketiga, kedua-dua set konfigurasi ujian (iaitu (i) 2-hala dan 

sebahagian 3-hala, dan (ii) 2-hala, sebahagian 3 dan 4-hala) yang dija-

na COTED mampu mengesan bilangan pepijat yang setanding dengan 

teknik lain (dengan tahap signifikan 0.05) tetapi menggunakan jauh 
lebih sedikit bilangan konfigurasi ujian. Kesimpulannya, secara pura-

ta, COTED meningkatkan kadar capaian liputan dan mengurangkan 

bilangan konfigurasi ujian tetapi mengekalkan kebolehan mengesan 

pepijat, sekaligus menyokong andaian penyelidikan iaitu ia mampu 

menambahbaik pengujian kombinasi pada SPL. 
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CHAPTER 1  

 

INTRODUCTION 

 

1.1 Background 
 
 
Software Product Line (SPL) is a software engineering paradigm that 
facilitates the development of software products that share common 
features. The primary motivation of structuring one’s systems as a 
product line is to allow customers to have a system tailored for their 
variety purposes and needs, while still avoiding redundancy of software 
artefacts. It is common for customers to have conflicting requirements. 
In that case, it is not possible to develop and deploy one system for all 
customers. 
 
 
In SPL, a unit of system function is represented as a feature. Features 
are explicitly defined as common and variable features, and utilized 
throughout the SPL development process. One way to model the com-
monalities and variabilities is an SPL is by using a Feature Model (FM) 
based on feature modelling technique. A FM sets up the commonalities 
and variabilities of a product line in a tree, such that configuring the 
product line proceeds from the root of the tree. The tree representation 
of FM is known as Feature Diagram (Czarnecki and Eisenecker, 2000). 
A FM encompasses the constraints linking the features. Feature model-
ling is a popular way to model SPL variability and it is by far the most 
commonly used technique in industry (Berger et al., 2013). 
 
 
In correlation to that, an important activity in SPL that attracts signifi-
cant attention among researchers is feature configuration. Feature con-
figuration is a process in which two or more features are combined and 
utilized together in a single software product. This could possibly result 
in unspecified and unintended system behaviour and might lead to in-
correct execution. Hence, it is crucial to test all possible feature config-
urations in order to reduce the potential misbehaviour of interacting 
features. But, to test all possible feature configurations is unfeasible. In 
a most trivial case, small number of features in a FM will results in 
small number of possible feature configurations. However, the number 
of feature configurations increase dramatically as the size of FM in-
creases (Kim et al., 2011). Therefore, exhaustively testing all feature 
configurations especially in large-scale FM is not practical. 
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1.2 Research Motivation 
 
 
Software engineering studies based on the SPL paradigm is an active 
research (Lindohf et al., 2020; Nešić et al., 2019) due to its potential 
cost reduction, faster deployment and better maintenance, thanks to 
its intertwine coexistence of feature commonality and variability princi-
ples. Despite the significant strengths it brings to software engineering 
community, it poses a great challenge in various aspects, including 
testing. 
 
 
Combinatorial Interaction Testing (CIT) is a prominent and dependable 
technique towards feature configuration testing. In the context of SPL 
testing, CIT works based on the construction of an array, containing 
combination of two or more features. This array is known as t-wise 
covering array, where t refers to the number of features chosen to be 
considered in the testing. Current state-of-the-art feature configuration 
testing of SPL mostly deals with low strength (2 and 3) t-wise testing. 
However, higher strength of t-wise testing is important towards achiev-
ing higher fault detection. But, higher strength of t-wise testing results 
in much more test cases to be executed for each feature configuration. 
The scenario gets worst in the case of SPL having high number of fea-
tures, as the number of features to be considered for any combination 
gets higher. Thus, an efficient and effective strategy to generate t-wise 
covering array that could satisfy a decent t-wise coverage is deemed 
necessary. 
 
 
A number of researchers had proposed a couple of prominent strategies 
to reduce the combinatorial explosion of feature configuration testing 
(Roberto E Lopez-Herrejon et al., 2015). Most of current approaches are 
based on greedy algorithms with only few works leveraged the potential 
of optimization techniques, which have been widely used in the single 
software (non-SPL) development testing. Additionally, it is common that 
software engineers develop an SPL with some concrete or predeter-
mined software products as a subset of its final products (Oster et al., 
2010). Employment of conventional meta-heuristics techniques to gen-
erate minimized test configuration often requires these predefined valid 
software products as seeds or initial population. In traditional meta-
heuristics (e.g. genetic algorithm), probabilities are implicitly employed 
in selection and re-production operators to produce offspring. In this 
sense, by explicitly building a probabilistic model of features distribu-
tion out of this seeds, it allows us to estimate the distribution of highly 
fit features in subsequent candidate solutions. In view of this, and also 
inspired by current works on search-based SPL testing, this thesis ex-
plores the viability and strategy towards probability and statistics ap-
proach of search-based SPL testing.  
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1.3 Problem Statement 
 
 
To consider all feature configurations towards total coverage of interac-
tion testing is an ideal case, as it could discover all interaction faults. 
However, exhaustive testing of all feature configurations is not feasible 
on most SPL systems (C. Henard et al., 2014b; Lackner and Schlingloff, 
2017). On one hand, the size of the test configuration needs to be re-
duced so that it can meet the product release deadlines and cost con-
straints. On the other hand, insufficiently testing of an SPL system 
should be avoided as it could affect too many products and customers 
if the faulty feature(s) left undetected. Therefore, in feature configura-
tion testing, an efficient test configuration generation technique (such 
as pairwise testing) that could balance between the maximum test cov-
erage and minimum testing cost is required. 
 
 
Pairwise testing measures the quality of a solution in terms of its ability 
to fulfil the intended pairwise coverage (Christopher Henard et al., 
2013; Marijan et al., 2013; Wang et al., 2013). Observing pairwise cov-
erage is synonym to observing the test configuration size.  The smaller 
the size, the better the solution. However, no conclusion can be made if 
they have the same t size and same minimum test configuration size 
(B. Chen and Zhang, 2011). Therefore, and based on the lack of works 
on other evaluation metrics, we found that there is a need to consider 
(i) test configuration redundancy and (ii) rate of coverage metrics to 
evaluate the quality of current solutions.  
 
 
Numerous approaches have been proposed based on the Combinatorial 
Interaction Testing and Search-Based Testing. Based on evidences from 
recent works, hybrid approach of Combinatorial Interaction Testing 
and Search-Based Testing have been perceived as the most dominating 
and promising technique to realize feature configuration testing of SPL. 
However, most of them are focusing on lower strength (less than 4) of t-
wise combinations of features (Hasan et al., 2020; C. Henard et al., 
2014b).  The main limitation that is causing this phenomenon is due to 
the expensive computation time required to cover higher strength t-
wise testing (Borazjany et al., 2012; Myra B. Cohen et al., 2003a; C. 
Henard et al., 2014b; M. F. Johansen et al., 2012a). Some empirical 
results for non-SPL problem suggested that higher strengths are im-
portant in detecting more faults (Petke et al., 2013). However, only few 
attempts have been reported to deal with higher strength t-wise feature 
combinations (Borazjany et al., 2012; C. Henard et al., 2014b), which 
makes the practical gain of SPL testing using current techniques ques-
tionable (C. Henard et al., 2014b). Thus, further work on test configu-
ration generation that are based on higher strength of t-wise testing is 
deemed necessary so that more faults can be detected.  
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We have conducted a systematic mapping study on 44 primary studies 
which cover diverse CA generation technique. Among others, we found 
that the most investigated strength is pairwise (2-wise) strength, which 
accounted for 55% (24) from all reviewed work. 13 studies (30%) have 
empirically evaluated their solutions for up to 3-wise covering array. 
Three studies (7%) reported the evaluation for up to 4- wise covering 
array, and only two works managed to scale their work for up to 6-wise 
strength. In addition to that, we also found that only fixed-strength 
Covering Array (CA) is being employed. There is also an attempt to in-
vestigate the effect of considering the size of feature model in deciding 
the optimum level of fixed-strength CA (Huang et al., 2018), however, 
one might argue that the problem space is not associated by the fea-
ture count, as the size of valid feature configuration is non-
deterministic.  
 
 
In the case of unfeasible higher strength CIT-based testing, a relaxed 
version of Covering Array, i.e. Variable-strength CA (VCA) is deemed 
viable  (Yilmaz et al., 2006). Yilmaz et al. suggested that in highly con-
figurable systems, the entire configuration spaces contain several 
groups of sub-configurations that have different level of risks that can 
cause failures. This can be represented and modelled as a Covering Ar-
ray with multiple t-wise strength. However, the generation of VCA is 
challenging, such that it is hard to decide what level of interaction 
strength to be applied to which different groups of features (Yilmaz et 
al., 2014). There are two inherent challenges; (i) to decide what value of 
interaction strength, ts , where s in {2,3,4,5,6}, one should apply, and 
(ii) to choose which groups or sets of features the ts should be applied 
to. 
 
 
1.4 Research Objectives 
 
 
The main objective of this thesis is to enhance current Combinatorial 
Interaction Testing for SPL, by leveraging the estimation of feature dis-
tribution to aid in generating the Variable-Strength Covering Array. In 
order to fulfil the main objective, three sub-objectives are defined as 
follows: 
 
1. To propose a test configuration generation strategy, by adopting 
an Estimation of Distribution Algorithm (EDA)-based technique that 
can fulfil pairwise coverage and accelerate the interaction coverage. 
 
2. To propose a Variable-strength Covering Array (VCA) generation 
strategy that can increase fault detection rate, driven by the feature 
dependency information obtained from EDA-based pairwise testing. 
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3. To empirically evaluate the effectiveness of the proposed ap-
proaches in improving Combinatorial Interaction Testing of SPL. 
 
 
1.5 Scope of Work 
 
 
The following are four scoping aspects of this research relevant to SPL 
testing technique: 
 
 

1. Variability Modelling. Many works have been established on SPL 
domain by employing a model-based variability modelling ap-
proach, which is known as Feature Modelling. The central arte-
fact in Feature Modelling is FM, which is defined, analysed, con-
figured and tested by researchers in most research works as 
well as by practitioners in industries. Due to its widely used, the 
proposed technique in our work is being formulated based on 
the attributes and characteristics of FM only, not for other type 
of Variability Modelling such as Orthogonal Variability Model 
and Decision Modelling. 
 
 

2. Testing on the implementation phase of Domain Engineering. 
There are two main phases of SPL software engineering para-
digm, and both of them are well established and accepted in 
practice. The two phases are Domain Engineering and Applica-
tion Engineering. In the Domain Engineering phase, the Domain 
Implementation process will enable the reusable artefacts or 
core assets to be developed that correspond to the specified fea-
tures. This phase and these assets are the main objects of test-
ing; as thorough testing is required to avoid much higher test-
ing efforts in later phases.  
 
 

3. Combinatorial Interaction Testing strategy. Findings from inves-
tigation of related literatures highlighted that the testing in SPL 
demands more works towards scalable testing especially on 
higher strength of t-wise testing. Numerous evidences are avail-
able that have been formulated for uniform strength of t-wise 
testing, but none are building solution explicitly based on vari-
able strength of t-wise testing. The work in this thesis has been 
formulated towards a viable SPL testing with respect to com-
plete pairwise testing combined with partial higher strength of t-
wise testing. 
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1.6 Contributions of the Thesis 
 
 
Generally, towards the end, this thesis presents a strategy and empiri-
cal evaluation of a new approach that provides a viable Combinatorial 
Testing-based approach without having to compute all higher strength 
t-wise. Specifically, the contributions of this research are as follows: 
 
 

 We devise a set of algorithms based on bivariate marginal dis-
tribution in SPL context to generate minimum test configuration 
that fully satisfy pairwise coverage. This approach is perceived 
as a lightweight variant of estimation of distribution algorithm, 
specifically (and evolutionary search, generally), in which only 
the statistical value of the population is maintained across gen-
eration, instead of the actual population of individual. 
 
 

 We introduce the notion of Feature Configuration Dependence 
Graph (FCDG), which contains the dependency information be-
tween pairs of features, extracted using statistical computation.  
 
 

 We devise a strategy towards Variable-strength Covering Array 
generation using the constructed FCDG. 
 
 

 We implement the proposed approach using Java programming 
language and packaged as a standalone command line applica-
tion. Empirical studies are conducted to gauge the performance 
of the proposed approach against state-of-the-art Combinatorial 
Testing tool for SPL. 

 
 
1.7 Organization of the Thesis 
 
 
This thesis is organized as follows; Chapter 1 introduces the back-
ground of the study, followed by research motivation and research di-
rection. Chapter 2 discuss and review existing literature that spans 
across different but related domains including SPL, software testing 
and some notable categories of works. Chapter 3 discuss the methodol-
ogy used throughout the entire study. Chapter 4 elaborate and discuss 
the requirements, algorithms and processes to achieve the first re-
search objective. Chapter 5 elaborate and discuss the requirements, 
algorithms and processes to meet the second objective. Chapter 6 de-
scribes the empirical process, the results and findings. Finally, Chapter 
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7 discuss the conclusion, relation to other works and suggestion for 
future works. 
 
 
1.8 Summary 
 
 
SPL Testing demands new mechanisms due to its nature of feature 
commonality and variability. Ideally, complete testing is required. How-
ever, exhaustive testing is unfeasible. 
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