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of the requirement for the degree of Master of Science.

RATIONAL METHODS FOR SOLVING FIRST ORDER ORDINARY
DIFFERENTIAL EQUATION

By

A’IN NAZIFA BINTI FAIRUZ

November 2019

Chairman: Zanariah binti Abdul Majid, PhD
Institute: Institute for Mathematical Research

In this study, two classes of rational methods of second to fourth order of accuracy
are proposed. The formulation of the methods are based on two distinct rational
functions that are proposed in thesis, where the first class of methods are derived
based on rational function with denominator of degree one, as the degree of the
numerator increases. Meanwhile, the second class uses a rational function with the
numerator of degree one, as the degree of its denominator increases. The derivation
and implementation techniques are adapted from an existing study mentioned in the
thesis. The concept of the closest points of approximation is applied on the Taylor
series expansion in the derivation of the methods to increase the accuracy of the
proposed methods.

The stability regions of the proposed rational methods are illustrated. The second
order methods from the first class is found to be A-stable, while third and fourth order
methods are found to be absolutely stable. On the other hand, the methods from the
second class are all A-stable. Besides that, the algorithm for the proposed methods
are developed with constant step size strategy, in which the strategy to compute the
starting values by an existing methods is also included.

Both classes of methods are tested in solving initial value problems of different na-
ture which are singular, stiff and singular perturbation. Based on the numerical re-
sults, it is observed that the proposed methods are capable to give comparable or
more accurate solutions compared to some of the existing methods in solving the
tested problems. The application of closest points of approximation concept have
shown the capability of the proposed methods in solving problem with integer sin-
gular point compared to the existing rational multistep methods. Nevertheless, as the
proposed methods are compared to the existing methods which apply self-starting
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mechanism in its formula, it is found that the accuracy of the proposed methods is
comparable or outperformed by the existing methods. In terms of efficiency, the
proposed methods require comparable or lesser time of execution compared to the
existing methods of the same order. Besides that, the proposed methods also require
lesser number of total function evaluation compared to the existing methods, except
for the second order methods, where the number is found to be similar to the existing
methods. In conclusion, the proposed methods are suitable in solving problems with
singularity, stiff and singularly perturbed problems.
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia sebagai
memenuhi keperluan untuk ijazah Master Sains

KAEDAH NISBAH BAGI MENYELESAIKAN PERSAMAAN PEMBEZAAN
BIASA PERINGKAT PERTAMA

Oleh

A’IN NAZIFA BINTI FAIRUZ

November 2019

Pengerusi: Zanariah binti Abdul Majid, PhD
Institut: Institut Penyelidikan Matematik

Dalam kajian ini, dua kelas kaedah nisbah bagi peringkat kejituan kedua hingga
keempat dicadangkan. Perumusan kaedah-kaedah ini adalah berdasarkan dua fungsi
nisbah yang berlainan, iaitu dalam kelas pertama, fungsi nisbah yang digunakan
dalam penyebut adalah berdarjah satu, sementara darjah bagi pengangkanya yang se-
makin meningkat. Dalam kelas kedua pula, fungsi nisbah menggunakan pengangka
berdarjah satu, sementara darjah bagi penyebutnya semakin meningkat. Kaedah pe-
rumusan dan penggunaan telah dirujuk daripada satu kajian sedia ada yang dibin-
cangkan dalam tesis. Konsep titik penghampiran terdekat juga digunakan pada kem-
bangan siri Taylor dalam perumusan semua kaedah tersebut untuk meningkatkan
kejituan kaedah yang dicadangkan.

Rantau kestabilan bagi kaedah nisbah yang dicadangkan telah dilakar. Kaedah per-
ingkat kedua bagi kelas pertama adalah A-stabil, manakala kaedah peringkat ketiga
dan keempat pula stabil secara mutlak. Bagi kaedah kelas kedua pula, semua kaedah
adalah A-stabil. Selain itu, algoritma bagi kaedah yang dicadangkan dicipta dengan
strategi saiz langkah malar, yang turut melibatkan strategi bagi mengira nilai-nilai
pemula dengan menggunakan kaedah sedia ada.

Kedua-dua kelas kaedah telah diuji dalam menyelesaikan masalah nilai awal yang
berlainan iaitu kesingularan, kekakuan dan pengusikan singular. Berdasarkan hasil
berangka yang ditunjukkan, kaedah yang dicadangkan didapati berupaya untuk
memberikan penyelesaian yang setara atau lebih jitu berbanding beberapa kaedah se-
dia ada dalam menyelesaikan masalah-masalah yang dinyatakan. Penggunaan kon-
sep titik penghampiran telah membuktikan keupayaan kaedah yang dirumus dalam
menyelesaikan masalah yang mempunyai titik singular integer. Walaubagaimana-
pun, apabila kaedah yang dicadangkan dibandingkan dengan kaedah sedia ada yang
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menggunakan pendekatan mula sendiri di dalam formulanya, kejituan bagi kaedah
yang dicadangkan didapati setara atau kurang jitu berbanding kaedah sedia ada terse-
but. Dari segi kecekapan, kaedah yang dicadangkan mengambil masa pelaksanaan
yang setara atau kurang berbanding kaedah sedia ada. Selain itu, kaedah-kaedah
yang dicadangkan juga memerlukan jumlah fungsi seluruh yang kurang berband-
ing kaedah sedia ada, kecuali bagi kaedah peringkat kedua yang memerlukan jumlah
fungsi seluruh yang sama dengan kaedah sedia ada. Kesimpulannya, kaedah yang di-
cadangkan adalah sesuai untuk menyelesaikan masalah kesingularan, kekakuan dan
pengusikan singular.
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CHAPTER 1

INTRODUCTION

1.1 Background

In the field of differential equations, an Initial Value Problem (IVP) of first order
Ordinary Differential Equation (ODE) is an equation that has the form of;

y′(x) = f (x,y(x)),y(a) = η ; y(x), f (x,y(x)) ∈ R, x ∈ [a,b]⊂ R (1.1.1)

where y(a) = η is a given specified value, called the initial condition of the unknown
function at a given point in the domain of the solution.

Some IVPs can be identified to have some special features. According to Lambert
(1973), the special properties may be some analytical property of the function y′ =
f (x,y(x)) of the problem, or it may be that the theoretical solution that exhibits
special characteristic, such as being periodic, possessing singularity or showing traits
of stiffness. Moreover, Gear (1971) added another type of special problem called
singularly perturbed IVP which literally exhibits stiffness properties, thus this kind
of problem can be similarly solved by the approaches that are proposed to treat stiff
equations.

1.1.1 Singular IVP

Singularity is defined by Tawfiq and Hussein (2013) as a point at which a given
mathematical object is not defined or fails to be well-behaved, as appeared in many
areas of study such as thermodynamics, electrostatics and physics. Hence, singular
IVP can be simply described as a problem which fails to be defined at some points
on the solution, and these points are called singular points.

Problems with singularity can be recognized by the presence of pole in its solu-
tion, or by a discontinuous low order derivative of the solution according to Ramos
(2007). Meanwhile, Ikhile (2001) described that IVP with singularities fails to sat-
isfy the requirement of existence and uniqueness theorem which leads to the poor
performance of the conventional methods near the points of singularity. Contrarily,
Luke et al. (1975) and Fatunla (1986) stated that the theory of ordinary differential
equations offers no clue on the detection of singularities in the solutions, thus it must
be identified heuristically.
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1.1.2 Stiff IVP

Stiff problem is a common type of differential equation as it arises in various field
of study such as vibrations, chemical reactions and electrical circuits. There is no
universally accepted definition of stiffness as it is difficult to come out with mathe-
matically precised definition to describe the properties of such phenomena, as stated
by Lambert (1991).

However, stiff problem is recognisable as equations whose a part of its solution will
rapidly decay, while the other part of it does not decay as quick as the first part.
Meanwhile, a system of differential equations is said to be stiff if the ratio between
the largest and the smallest eigenvalue is large.

This can be simply illustrated by considering the following linear problem;

y′(x) = Ay(x), (1.1.2)

where A is n×n matrix which has distinct eigenvalues λi(i = 1,2, . . . ,n). The solu-
tion of the above equation is of the form;

y′(x) = [v1,v2, . . . ,vi]
[
c1eλ1x,c2eλ2x, . . . ,cieλix

]T
, (1.1.3)

where vi are the eigenvectors and ci are constants which depend on the initial condi-
tions.

It can be observed that if Re(λi)< 0 for each of the equations, then we have cieλix→
0 for the solutions when x→ ∞. Considering the case where the eigenvalues are
different in the system, for instance, one of the eigenvalue has very negative real part
relative to the others. This means that,

R =
max |Re(λi)|
min |Re(λi)|

, (1.1.4)

where R in the above equation is the stiffness ratio, and for stiff problems, this value
tends to be large. Denoting max |Re(λi)| as λ0 and min |Re(λi)| as λ1, it can be
seen that the exponential function eλ0x decays to zero more rapidly than eλ1x. Such
behaviour leads to great difficulties in obtaining the accurate numerical approxima-
tions to the theoretical solution and is referred as ’stiffness’. A class of methods
that is well known for solving these kind of problems is Backward Differentiation
Formula (BDF), and some recent studies on such methods are such as, Musa et al.
(2012), Musa et al. (2013) and Abasi et al. (2014).

2
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1.1.3 Singularly perturbed IVP

Singularly perturbed IVP can be identified by the presence of a small parameter, usu-
ally epsilon, ε that multiplies the first order derivative of the problem, for instance;

εy′(x) =−y(x)(y(x)−1)cos(x),

with the initial condition y(0) = 0.5, as mentioned in Ramos (2005). The eigenvalue
of such problems tends to become larger as the value of the parameter decreases,
thus causing the equation to become stiffer.

According to Ramos et al. (2015), this problem can be characterised by the presence
of thin layers near the solution that cause it to vary quickly. However, the solution of
such problems behaves regularly and varies slowly as it is away from these layers.
Some authors also classify this kind of problem as a subset of stiff problems because
of the behaviour exhibited by the equation.

1.2 Problem Statement

Numerical methods that have been conventionally applied in solving the IVP of first
order ODE are from the class of Linear Multistep Method (LMM) and Runge-Kutta
Method (RKM), which are derived based on polynomial functions. However, the
conventional methods are found to be inefficient in solving problems with special
characteristic as described by some authors, which are singular, stiffness and singular
perturbation.

Therefore, rational function is chosen to replace polynomial function in developing
methods due to its smooth behaviour in the neighbourhood of singularity. One of the
most recent studies on Rational Multistep Method (RMM) is proposed by Teh and
Yaacob (2013a) in the form of;

yn+2 = yn +
2h(y′n)

2

y′n−hy′′n
. (1.2.1)

where it can be observed that the distance between the approximated point and the
point that is taken into consideration for the approximation process is two step length
or 2h. Thus, in this research we intend to develop rational schemes with better ac-
curacy by implementing closest points of approximation concept in deriving the for-
mula.
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1.3 Objectives of the Study

The main objective of the study is to develop two classes of one-step rational meth-
ods which consider the closest points of approximation in its formulas, and these
methods are to be tested for its capability and efficiency in solving different kind of
problems which are singular, stiff and singular perturbation. The objective can be
achieved by;

(i) deriving explicit one-step rational methods of different order based on two
distinct rational functions proposed in the study.

(ii) analysing the stability regions of the proposed rational methods.

(iii) developing the algorithms of the derived methods with constant step size strat-
egy.

(iv) analysing the performance of the derived methods in term accuracy, function
evaluation and execution time.

1.4 Scopes of the Research

This study focuses on developing numerical approaches from the class of rational
methods of second, third and fourth order of accuracy, and the schemes are derived
based on two distinct rational functions suggested in the study. The first rational
function is a function with denominator of degree one, whereas the second ratio-
nal function consists of numerator of degree one as the degree of its denominator
increases. The formulated schemes are one step methods and the algorithm are de-
veloped with contant step size strategy. The proposed methods are expected to be
suitable and capable in solving singular, stiff and singular perturbation IVP of first
order ODE.

1.5 Outline of the Thesis

The thesis is divided into five chapters. In Chapter 1, a brief description on IVP and
some examples of special problems that are considered by the study are presented.
Besides that, the problem statements, objectives and the scopes of the study are as
well covered in this chapter.

Chapter 2 describes the justification of choosing rational functions in developing
numerical methods. The chapter also includes the literature review of the rational
functions and rational methods that have been proposed for solving problems with
singularity and stiffness properties.
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Chapter 3 focuses on the development of the p-th order absolutely stable one-step
rational methods (RM(1,p)). Brief explanation on the derivation and implementa-
tion of the methods are provided. The local truncation error and region of absolute
stability of this class of methods are also shown and described in the chapter. The
formulated methods are tested on singular, stiff and singular perturbed problems and
the numerical results are presented.

Chapter 4 on the other hand discusses the formulation of the p-th order A-stable one-
step rational methods (RM1S(p)) along with its local truncation error, region of ab-
solute stability and implementation. Similar problems tested in Chapter 3 are solved
by the methods formulated in the chapter, and the comparisons of performance of
the proposed methods and the existing methods are discussed.

Finally, the conclusion of the study is presented in Chapter 5. Recommendations and
the suggestions for further study in this area is also provided in the chapter.

5

© C
OPYRIG

HT U
PM



REFERENCES

Abasi, N., Suleiman, M., Abbasi, N., and Musa, H. (2014). 2-Point Block BDF
Method with Off-Step Points for Solving Stiff ODEs. Journal of Soft Computing
and Applications, 2014:1–15.

Abelman, S. and Eyre, D. (1990). A Numerical Study of Multistep Methods Based
on Continued Fraction. Computers and Mathematics with Applications, 20:51–
60.

Adesanya, A. O., Pantuvo, T. P., and Umar, D. (2018). On Nonlinear Methods for
Stiff and Singular First Order Initial Value Problems. Nonlinear Analysis and
Differential Equations, 6(2): 53–64.

Babangida, B. and Musa, H. (2016). Diagonally Implicit Super Class of Block Back-
ward Differentiation Formula with Off-Step Points for Solving Stiff Initial Value
Problems.. Journal of Applied and Computational Mathematics, 05.

Fatunla, S. (1982). Nonlinear Multistep Methods for Initial Value Problems. Com-
puters and Mathematics with Applications, 8:231–239.

Fatunla, S. (1986). Numerical Treatment of Singular Initial Value Problems. Com-
puters and Mathematics with Applications, 12:1109–1115.

Gear, C. W. (1971). Numerical initial value problems in ordinary differential equa-
tions. Englewood Cliffs, NJ: Prentice-Hall.

Ikhile, M. N. O. (2001). Coefficients for Studying One-Step Rational Schemes for
IVPs in ODEs: I. Computers and Mathematics with Applications, 41:769–781.

Ikhile, M. N. O. (2002). Coefficients for Studying One-Step Rational Schemes for
IVPs in ODEs: II. Computers and Mathematics with Applications, 44:545–557.

Ikhile, M. N. O. (2004). Coefficients for Studying One-Step Rational Schemes for
IVPs in ODEs: III. Extrapolation Methods. Computers and Mathematics with
Applications, 47:1463–1475.

Lambert, J. D. (1973). Computational Methods in Ordinary Differential Equations.
John Wiley and Son Ltd.

Lambert, J. D. (1991). Numerical Methods for Ordinary Differential Systems: The
Initial Value Problem. John Wiley and Son Ltd.

Lambert, J. D. and Shaw, B. (1965). On the Numerical Solution of y′ = f (x,y) by a
Class of Formulae Based on Rational Approximation. Mathematics of Computa-
tion, 19:456–462.

Lambert, J. D. and Shaw, B. (1966). A Method for the Numerical Solution of y′ =
f (x, y) Based on a Self-adjusting Non-polynomial Interpolant. Mathematics of
Computation, 20(93): 11–11.

92

© C
OPYRIG

HT U
PM



Luke, Y. L., Fair, W., and Wimp, J. (1975). Predictor-Corrector Formulas Based on
Rational Interpolants. Computers and Mathematics with Applications, 1:3–12.

Mungkasi, S. and Christian, A. (2017). Runge-Kutta and Rational Block Meth-
ods for Solving Initial Value Problems. Journal of Physics: Conference Series,
795:012040.

Musa, H., Suleiman, M., and Senu, N. (2012). Fully Implicit 3-point Block Extended
Backward Differentiation Formula for Stiff Initial Value Problems. Applied Math-
ematical Sciences, 6(85):4211–4228.

Musa, H., Suleiman, M. B., Ismail, F., Senu, N., and Ibrahim, Z. B. (2013). An Im-
proved 2-point Block Backward Differentiation Formula for Solving Stiff Initial
Value Problems. In AIP Conference Proceedings, (pp. 211–220), AIP.

Okosun, K. O., and Ademiluyi, R. (2007a). A Three Step Rational Methods for Inte-
gration of Differential Equations with Singularities. Research Journal of Applied
Sciences, 2:84–88.

Okosun, K. O., and Ademiluyi, R. (2007b). A Two Step-Second Order Inverse Poly-
nomial Methods for Integration of Differential Equations with Singularities. Re-
search Journal of Applied Sciences, 2:13–16.

Otunta, F. O., and Ikhile, M. O. N. (1997). Stability and Convergence of A Class of
Variable Order Non-linear One-step Rational Integrators of Initial Value Problems
in Ordinary Differential Equations. International Journal of Computer Mathemat-
ics, 62:199–208.

Otunta, F. O., and and Nwachukwu, G. C. (2005). Rational one-step Numerical
Integrator for Initial Value Problems in Ordinary Differential Equations. Journal
of the Nigerian Association of Mathematical Physics, 9:285–294.

Ramos, H. (2007). A Non-Standard Explicit Integration Scheme for Initial-Value
Problems. Applied Mathematics and Computation, 189:710–718.

Ramos, H., Singh, G., Kanwar, V., and Bhatia, S. (2015). Solving First-Order
Initial-Value Problems by using an Explicit Non-standard A-stable One-Step
Method in Variable Step-Size Formulation. Applied Mathematics and Compu-
tation, 268:796–805.

Ramos, H., Singh, G., Kanwar, V., and Bhatia, S. (2016). An Embedded 3(2) Pair
of Nonlinear Methods for Solving First Order Initial-Value Ordinary Differential
Systems. Numerical Algorithms, 75(3): 509–529.

Ramos, J. I. (2005). Linearization Techniques for Singularly-Perturbed Initial-Value
Problems of Ordinary Differential Equations. Applied Mathematics and Compu-
tation, 163(3):1143–1163.

Ronald, T. and Nkatse, T. (2014). Towards a Derivative Free Rational One-step
Method for Solving Stiff Initial Value Problems. International Journal of Mathe-
matics Trends and Technology, 14:67–71.

93

© C
OPYRIG

HT U
PM



Shaw, B. (1967). Modified Multistep Methods Based on a Nonpolynomial Inter-
polant. Journal of the ACM, 14(1): 143–154.

Tawfiq, L. N. and Hussein, R. W. (2013). On Solution of Regular Singular Initial
Value Problems. Ibn Al-Haitham Journal for Pure and Applied Science, 26:257–
264.

Teh, Y. Y. (2014). An Explicit Two-step Rational Method for the Numerical Solution
of First Order Initial Value Problem. AIP Conference Proceedings, 1605:96–100.

Teh, Y. Y. and Yaacob, N. (2013a). A New Class of Rational Multistep Methods
for Solving Initial Value Problem. Malaysian Journal of Mathematical Sciences,
7:31–57.

Teh, Y. Y. and Yaacob, N. (2013b). One-Step Exponential-rational Methods for the
Numerical Solution. Sains Malaysiana, 42(6):845–853.

Teh, Y. Y., Omar, Z., and Mansor, K. H. (2014). Modified Exponential-rational
Methods for the Numerical Solution of First Order Initial Value Problems. Sains
Malaysiana, 43(12):1951–1959.

Teh, Y. Y., Omar, Z., and Mansor, K. H. (2016a). Rational Block Method for the
Numerical Solution of First order Initial Value Problem I: Concepts and Ideas.
Global Journal of Pure and Applied Mathematics, 12(4):3787–3808.

Teh, Y. Y., Omar, Z., and Mansor, K. H. (2016b). Rational Block Method for the Nu-
merical Solution of First order Initial Value Problem II: A-stability and L-Stability.
Global Journal of Pure and Applied Mathematics, 12(4):3809–3829.

Teh, Y. Y., Yaacob, N., and Alias, N. (2011). A New Class of Rational Multi-
step Methods for the Numerical Solution of First Order Initial Value Problems.
MATEMATIKA, 27(1):59–78.

Thuso, N. and Ronald, T. (2015). Analysis of Derivative Free Rational Scheme.
MATEMATIKA, 31(2):135–142.

Van Nierkek, F. D. (1987). Non-Linear One-Step Methods for Initial Value Problems.
Computers and Mathematics with Applications, 13:367–371.

Van Nierkek, F. D. (1988). Rational One-Step Methods for Initial Value Problems.
Computers and Mathematics with Applications, 16:1035–1039.

Wambecq, A. (1976). Nonlinear Methods in Solving Ordinary Differential Equa-
tions. Journal of Computational and Applied Mathematics, 2(1):27–33.

94

© C
OPYRIG

HT U
PM



BIODATA OF STUDENT

The student, A’in Nazifa binti Fairuz, was born on May 7, 1995 in Banting, Selan-
gor. She started her primary education at Sekolah Kebangsaan Sultan Idris II, Kuala
Kangsar, Perak in 2002 and completed it in 2007. She was then offered to continue
her secondary education at Sekolah Menengah Sains Raja Tun Azlan Shah, Taiping,
Perak for five years, and has taken the Sijil Pelajaran Malaysia (SPM) examination
in 2012.

By the end of 2012, she started her foundation studies at Centre of Foundation Stud-
ies for Agricultural Science, Universiti Putra Malaysia for a duration of eight months
before enrolling in the program of Bachelor of Science (Honour) Major in Mathe-
matics under Faculty of Science, Universiti Putra Malaysia in September 2013. She
obtained her first degree for the same program in 2017.

Soon after graduating for her bachelor degree, she registered for the postgraduate
program under the Institute for Mathematical Research, Universiti Putra Malaysia.
She has been doing the research in the numerical analysis field, and was supported
by Graduate Research Fund (GRF) and Putra Grant from Universiti Putra Malaysia.

95

© C
OPYRIG

HT U
PM



LIST OF PUBLICATIONS

The following are the list of publications that arise from this study.

A’in Nazifa Fairuz, Zanariah Abdul Majid and Zarina Bibi Ibrahim, ”Numerical
Solution of First Order Initial-Value Problem with Singularities and Stiffness
Properties by A Rational Scheme”, ASM Science Journal, Special Issue 7, 2019.
(Published)

A’in Nazifa Fairuz and Zanariah Abdul Majid, ”Rational Methods for Solving First-
Order Initial Value Problem”, International Journal of Computer Mathematics.
(Published)

96

© C
OPYRIG

HT U
PM



© C
OPYRIG

HT U
PM




