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One pivotal aspect of big data is the process which handles it, mainly referred to as 

big data analytics (BDA) process. BDA process is an end-to-end process which 

consists of several stages including data acquisition, data preparation (integration and 

pre-processing), data analysis, visualization, and interpretation. More has been written 

about the quality of big data, its dimensions and algorithms applied on data to solve 

complex problems. However, fewer studies have focused on measuring the 

performance of BDA process. The success of big data analytics does not merely 

depend on the quality of data, but also on the performance of the process in which the 

data are collected, the way data are processed, and how it is presented to the users. 

Measuring the performance of this process could have enormous benefits in terms of 

better outcomes, satisfied customers, and evidence-based practices. Therefore, this 

study aims to identify the local measures that serve measuring the performance of the 

individual phases of the BDA process, and the global measures that holistically 

contribute to the performance of the BDA process, and to propose, accordingly, a 

performance measurement model.   

 

 

A literature review was conducted, and a conceptual model was derived. Then, based 

on the conceptual model, a questionnaire was developed. Subsequently, a 

confirmation study that included an expert review, pilot study and survey was 

conducted. For the expert review, a questionnaire consisting of 49 items excluding 

demographic questions, and the conceptual model were sent to four subject-matter 

experts for verification. Based on the feedback of the experts, the questionnaire and 

the model were revised. The final survey which was distributed consisted of 48 

questions. To ensure the reliability of the instruments, a pilot study was tested with 22 

users in big data area. Afterwards, a survey was conducted with a larger population of 

big data analytics practitioners, and 100 responses were collected for analysis. Then, 
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a prototype was developed as a proof of concept. Two subject-matter experts viewed 

the prototype and confirmed that it was in alignment with the proposed model.   

 

 

The results of confirmation study demonstrated the reliability and validity of the 

proposed model. The results also revealed the relationships among model constructs, 

namely: efficiency, effectiveness, technology, competency, and working conditions. 

In this regard, four out of seven hypotheses for this research were supported. 

Descriptive statistics was also used to provide a brief summary of the data in the study. 

Besides the confirmation study, the prototype was evaluated by experts. The results of 

the evaluation demonstrated the practicality of the proposed model in the real world 

and elucidated how it can assist organizations in measuring the performance of their 

big data systems.  
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Salah satu aspek penting data besar ialah proses pengendalian, iaitu merujuk sebagai 

Proses Analitik Data Besar (BDA). Proses BDA adalah proses awal-hingga-akhir yang 

terdiri daripada beberapa tahap termasuk perolehan data, penyediaan data (integrasi 

dan pra-pemprosesan), analisis data, visualisasi, dan tafsiran. Terdapat banyak kajian 

mengenai kualiti data besar, dimensi dan algoritma yang digunakan pada data untuk 

menyelesaikan masalah yang kompleks. Walau bagaimanapun, kurang kajian 

terdahulu mengenai prestasi proses BDA. Kejayaan analisis data besar tidak hanya 

bergantung kepada kualiti data, tetapi juga prestasi proses di mana data dikumpulkan, 

cara memproses data, dan bagaimana ia disampaikan kepada pengguna. Pengukuran 

prestasi proses memberi manfaat yang besar dari segi hasil yang lebih baik, tahap 

kepuasan pelanggan, dan amalan berasaskan bukti. Oleh itu, kajian ini bertujuan untuk 

mengenal pasti ukuran prestasi bagi proses BDA dan mencadangkan model untuk 

pengukuran prestasi proses BDA. 

 

 

Kajian literatur telah dijalankan, dan model konseptual dibangunkan. Seterusnya, 

berdasarkan model konseptual, soal selidik dibangunkan. Satu kajian pengesahan yang 

merangkumi kajian pakar, kajian rintis dan tinjauan telah dijalankan. Untuk ulasan 

pakar, soal selidik yang terdiri daripada 49 item yang tidak termasuk soalan 

demografi, dan model konseptual telah dihantar kepada empat pakar berkaitan untuk 

pengesahan. Berdasarkan maklum balas para pakar, soal selidik dan model telah 

disemak. Kaji selidik akhir terdiri kepada 48 soalan. Untuk memastikan 

kebolehpercayaan instrumen, satu kajian rintis diuji dijalankan kepada 22 orang 

pengguna data besar. Selepas itu, tinjauan dijalankan dalam populasi besar pengguna 

analitik data besar, dan 100 maklum balas telah dikumpulkan untuk dianalisa. 

Kemudian, prototaip telah dibangunkan sebagai bukti konsep. Dua pakar subjek 

mengesahkan prototaip adalah sejajar dengan model yang dicadangkan. 
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Hasil kajian pengesahan menunjukkan kebolehpercayaan dan kesahihan model yang 

dicadangkan. Hasilnya juga menunjukkan hubungan antara model pembinaan, iaitu 

kecekapan, keberkesanan, teknologi, kompeten, dan keadaan kerja. Begitu juga, hasil 

penilaian prototaip menunjukkan model yang dicadangkan adalah praktikal di dunia 

nyata. Hal ini menjelaskan bagaimana ia boleh membantu organisasi dalam mengukur 

prestasi sistem data besar mereka. 
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CHAPTER 1 

1 INTRODUCTION 

1.1 Background  

Big data is an information asset with a high volume, velocity and variety as defining 

characteristics, as well as specific technology and analytical methods used for 

harnessing such information and transforming it into economic value that impacts 

companies and societies. As its recognition grows, more researchers are directing their 

attention to big data, not only from a technical perspective, but also, socio-technical 

aspects which bring people, process, and technology into play. In information system 

(IS), the broadened scope of big data research includes big data analytics (BDA), big 

data infrastructure, and transformational impact (Goes, 2014).  BDA, as one of the IS 

research directions, involves the data, the tools and techniques for data processing and 

analytics, and most importantly, the process, termed as BDA process, which connects 

all things together.  

BDA process produces the knowledge and the insights that businesses need. The 

efforts to improve and optimize this process have arguably a sound justification. 

Especially, the efforts that enlighten the specific skill sets to perform the BDA process 

related activities, technology to enhance the BDA process execution, supportive work 

environment, and performance measurement ways for spotting performance gains and 

gaps. 

The BDA process is not free from challenges, including those related to how to 

capture, integrate, transform, and analyse data, and convey the results (Sivarajah et 

al., 2017). Also, heterogeneity, lack of structure, error-handling, privacy, timeliness, 

provenance, and visualization all exist through the BDA process from data acquisition 

to interpretation (Alguliyev et al., 2017), and hence affect its performance.   

Performance evaluation is also a perspective from which to look at big data.  

According to Veiga et al. (2018), evaluating the performance of BDA systems is the 

usual way of getting information about the expected execution time of analytics 

applications. The challenges lie in how to evaluate the performance of these 

applications and determine the factors that affect their quality (Villalpando et al., 

2014). The challenges of performance evaluation are echoed by the benefits of 

performance evaluation including understanding the sources of performance 

degradation and discovering improvement opportunities. Having mentioned 

performance concept, the other thing is to know how it can be conceptualized into 

BDA settings.         
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Performance measurement is the process of quantifying the efficiency and 

effectiveness of action (Neely et al., 1995).  In a BDA systems’ perspective, the 

performance consists of the front-end and back-end performance properties (Liu, 

2014). Back-end performance is related to the performance of the BDA system’s 

functions, where front-end performance focuses on user experience and their 

satisfaction with the results of analytics. This suggests the need for considering both 

efficiency and effectiveness in measuring the performance of BDA systems.  

Efficiency is related to the system’s availability and performance over effort, whereby 

effectiveness is concerned with the impact of information on assisting users to perform 

their work (Heo & Haan, 2000). Therefore, resource utilization, time related metrics 

and capacity (Villalpando et al, 2014; Brunnert et al., 2014), as well as throughput, 

response time, latency (Onyeabor & Ta’a, 2018) can be regarded as performance 

measures in BDA systems, whereas measures such as satisfaction, timeliness, 

usefulness and result representation are used to scrutinize the system’s success from a 

user’s perspective. It means individual and organizational objectives are attained along 

with the system’s objectives.   

A BDA system, being viewed as a process, encompasses two perspectives: firstly, a 

system’s perspective where data are being acquired, pre-processed, integrated, and 

analysed, and secondly, a user perspective, where results are presented and interpreted 

into the business context. These two ends are where the performance of BDA should 

be observed. In addition, performance is not always assumed as a standalone entity. It 

is determined by the capability of the system to which it belongs. In big data, there are 

a number of factors that enhance big data analytical capability, among them are human 

capital (both technical skills and managerial skills) and the technology that handles 

the volume and speed of big data (Mikalef et al., 2017). Lastly, this research strives 

putting the above concepts all together meaningfully, does it tackle issues in big data 

is an important question ahead.    

1.2 Problem Statement  

Big data is the input handled and processed through the BDA process and the output 

of this process will be the extracted knowledge which is transformed into a variety of 

business benefits. Throughout this process, a number of challenges exist, whether they 

are related to capturing, integrating, transforming, and analysing data, or whether they 

pertain to conveying the results to users (Sivarajah et al., 2017), and leveraging the 

generated insights and knowledge into real-life applications. Developers and data 

scientists deal with these challenges applying mathematical and statistical methods as 

well as analytical tools to BDA settings. Despite such a developer-centred approach, 

a major need arises for organizations to know the performance of their BDA systems 

and how these systems contribute to their business. Performance measures that cater 

for the performance of the individual BDA process phases are important 

considerations.  
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The existing literature highlights performance measurement in big data. For example, 

software product quality concepts such as performance efficiency and reliability are 

associated with performance measurement of big data applications (Villalpando et al., 

2014). Performance efficiency concepts suit the efficiency of BDA process, where 

reliability can be roughly categorized under the effectiveness of BDA process.  

Studies also examine the performance comparison among existing frameworks such 

as Hadoop, Spark, and Flink (Veiga et al., 2016; 2018). However, end-users rarely 

gain benefits from the research findings provided by these studies. Hence, the work 

remains to be done with respect to the development of tools that can provide more 

useful insights to users (Veiga et al., 2018). In this regard, performance insights can 

benefit most when users can act on them to make decisions. It means performance is 

measured and performance gaps and gains are revealed, then the results are exploited 

in performance improvement initiatives. 

Quality assessment for both big data and process quality is another aspect featured in 

the current literature of big data (Onyeabor & Ta’a, 2018). According to Janssen et al. 

(2017), the quality of big data is not merely dependent on data, but also on the process 

in which the data are collected and the way they are processed. Assessing the quality 

of the process handling big data covers data processing and analysis phases (Serhani 

et al., 2016), but needs to consider the way big data is acquired and how it is interpreted 

and visualized to the users. This conforms to the existing literature which indicates 

that BDA performance should incorporate both back-end performance for BDA 

system’s functions, and front-end performance for user experience and user 

satisfaction (Liu, 2014). Factors, like human skills needed for performing the work, 

and the technology required for handling the size, the variety, and the speed of data 

accumulated by organizations (Mikalef et al., 2017; Gupta & George, 2016), have 

paramount importance to the capability of BDA process.  Therefore, this research 

addresses the following issues:  

 The key issue lies in identifying performance measures that measure not only 

the functions of BDA systems, but also determine the user satisfaction with 

the BDA systems. 

 For achieving durable performance, the need also arises to understand the 

factors that contribute to the performance of the BDA process. This is the 

vital and the largely neglected side of the BDA process because measuring 

performance can be significant when performance can be improved.  

 

 

1.3 Research Questions  

1. What are the measures for measuring the performance of BDA process? 

2. What are the factors that contribute to the performance of BDA process? 

3. How to measure the performance of BDA process? 
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1.4 Research Objectives  

This research is aimed at achieving the following objectives: 

1. To propose a performance measurement model for BDA process will be 

the main objective of this research. In order to achieve the main objective, 

the following subobjectives are derived:  

2. To identify the local measures for measuring the performance of the BDA 

process in terms of  BDA system’s functions and user satisfaction.  

3. To identify the global measures that contribute to the performance of the 

BDA process. 

 

 

1.5 Research Contribution  

The contribution of this research is considered from both theoretical and practical 

perspectives. The primary theoretical contribution lies in the BDA process 

performance measurement model being proposed. The model depicts inter-

relationships among the participating constructs. Similarly, performance measures, 

metrics and performance-contributing factors being elaborated in this thesis will be 

invaluable contributions strengthened by findings of empirical findings and 

judgements of subject-matter experts. The theoretical contribution will hopefully be 

an invaluable contribution to the body of knowledge of big data and will represent a 

precious input to future big data research endeavours.   

The practical contribution of this research lies in the implementation of the proposed 

model on measuring the performance of the BDA process. This will help organizations 

understand the performance of their big data analytics systems.  

Holistically, the research is expected to contribute to the success of big data analytics 

projects, thereby realizing the promise of big data in improving decision making, 

optimizing business processes, and creating new business models. Achieving this will 

undoubtedly increase business success and contribute to the digital economy at large.  

1.6 Research Scope 

This study examines the performance of the BDA process. The performance measures 

will be investigated. Similarly, the study will investigate performance- contributing 

factors for the BDA process. Based on the findings of the literature to be reviewed, a 

conceptual model will be developed. The model will be validated through a 

confirmation study. The study is only committed to measuring performance of the 

BDA process. In the data collection process, the BDA practitioners will be our target 

respondents.  
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1.7 Organization of the Thesis 

This thesis is organized as follows: 

Chapter 1 provides the introduction and the background of the study. It describes the 

research problem, and the objectives of the research. The research scope and 

contribution are also explained in this chapter.  

Chapter 2 is the literature review that provides a review and discussions of existing 

works relevant to this research. The information in this chapter is sourced from 

journals, conference proceedings, and books, as the main references. 

Chapter 3 discusses the research methodology followed in this study. The research 

methodology consists of five phases, namely reviewing the existing literature, 

conducting confirmation study, proposing a model, developing and testing a 

prototype, and verifying the model with experts. 

Chapter 4 describes the confirmation study which presents descriptive statistics of the 

survey results, the measurement model and the structural model of the study, and 

discussion on research findings. 

Chapter 5 elaborates the proposed model, describes its constructs and indicators, and 

illustrates their relationships. It also maps the model’s constructs and their indicators 

to BDA process, and explains the rationale of how they work together. The chapter 

also elaborates formulas, rating scales, and the implementation framework for the 

proposed model. 

Chapter 6 presents results and discussions based on the prototype evaluation. The 

prototype was evaluated using the feedback from subject-matter experts. 

Chapter 7 concludes the research, highlights the research contributions and the 

limitations, and describes directions for future work.  

1.8 Summary 

This chapter presented the introductory information about this research, including 

problem statement, objectives and scope. It also covered the potential contributions 

that the research makes theoretically and practically. Finally, the organization of this 

thesis was explained.    
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