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One of the most commonly used of online services is news reading. A key challenge 

is selecting news articles from millions of sources considering user behavior and 

actual nature of news articles to recommend accurately. A personalized news 

recommendation system provides a news set that is extracted from multiple news 

press releases in order to handle such a high number of news articles and releases 

these news items to the user. A news item has a specific nature and it is different 

from the other items to recommend. In recent years, there has been much focus on 

the design and development of personalized news recommendation systems that 

observe and learn user behavior and generate news set based on this behavior. 

Commonly, the current news recommendation systems employ the collaborative 

filtering-based (CF-based), Content-based filtering (Content-based) or hybrid 

methods. 

 

 

Scalability is one of the issues in news recommendation that requires effective 

algorithms to deal with large news corpus. One of the common strategies used for 

solving scalability is clustering. However, the existing clustering algorithms do not 

take into consideration the news nature in clustering the news items. The early 

recommender systems use popularity or recency, or both as properties to demonstrate 

the interestingness of the news items which do not reflect the actual nature of the 

news items. On the other hand, the existing personalized news recommendation 

systems do not make an attempt to filter the number of news items to recommend 

based on the reading rate behavior of a user. Moreover, early researches only 

consider explicit profile, short-term profile, and long-term profile of a user but none 

of them use all of the above user profiles in a single solution. News selection is 

another issue that requires new solution to effectively select news items to 

recommend. 
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In this research work, we have proposed a personalized news recommendation 

framework named Hybrid Personalized NEws Recommendation (HYPNER) which 

aims to recommend a personalized news set to the users. HYPNER combines both 

the collaborative filtering-based and the Content-based filtering methods in its 

framework. To address the above issues, the following have been proposed and 

incorporated into HYPNER. We have proposed a clustering algorithm named 

Ordered Clustering with a specific characteristic that allows multiple membership in 

clusters which reflects the news nature and user behavior. Furthermore, new models 

for user profile and news metadata construction are proposed where new properties 

have been incorporated, namely: ReadingRate, HotnessRate, and Hotness. A new 

model in news selection is proposed based on sub-modularity model. Our proposed 

framework has been validated through extensive experiments on real dataset. Results 

exhibit that HYPNER achieved 81.56% improvement in F1-score and 5.33% in 

diversity compared to the existing work, SCENE.    
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Salah satu perkhidmatan taliany ang paling biasa digunakan adalah membaca berita. 

Cabaran utama adalah untuk memilih artikel berita daripada berjuta-juta sumber 

berdasarkan tingkah laku pengguna dan sifat sebenar artikel berita untuk 

mengesyorkan secara tepat. Sistem cadangan berita peribadi menyediakan satu set 

berita yang diekstrak daripada pelbagai siaran akhbar berita untuk mengendali 

sejumlah artikel berita yang begitu banyak dan menyampaikan item-item berita ini 

kepada pengguna. Satu item berita mempunyai ciri yang khusus dan ianya berbeza 

dari item lain untuk disyorkan. Kebelakangan ini, terdapat banyak tumpuan terhadap 

reka bentuk dan pembangunan sistem cadangan berita peribadi yang memerhati dan 

mempelajari tingkah laku pengguna dan menghasilkan set berita berdasarkan tingkah 

laku ini. Pada kebiasaannya, sistem cadangan berita semasa menggunakan kaedah 

berasaskan penapisan usahasama (berasaskan CF), penapisan berasaskan kandungan 

(berasaskan kandungan), atau kaedah hibrid. 

 

 

Skalabiliti adalah salah satu isu dalam cadangan berita yang memerlukan algoritma 

yang berkesan untuk menangani korpus berita besar. Salah satu strategi biasa yang 

digunakan untuk menyelesaikan skalabiliti adalah pengelompokan. Walau 

bagaimanapun, algoritma pengelompokan sedia ada tidak mengambil kira sifat 

semula jadi berita dalam pengelompokan item-item berita. Sistem cadangan awal 

menggunakan populariti atau kebaruan, atau kedua-duanya sebagai sifat untuk 

menunjukkan kemenarikan item-item berita yang mana ia tidak mencerminkan sifat 

semula jadi sebenar sesuatu berita. Sebaliknya, sistem cadangan berita peribadi yang 

sedia ada tidak membuat percubaan untuk menapis jumlah item-item berita untuk 

dicadangkan berdasarkan tingkah laku kadar pembacaan seseorang pengguna. Lebih-

lebih lagi, penyelidikan awal hanya mempertimbangkan profil yang jelas, profil 

jangka pendek, dan profil jangka panjang seseorang pengguna tetapi tiada satu pun 

daripadanya menggunakan kesemua profil pengguna di dalam satu penyelesaian 
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tunggal. Pilihan berita adalah isu lain yang memerlukan penyelesaian baharu untuk 

memilih item berita secara berkesan untuk disyorkan. 

  

 

Dalam kajian ini, satu rangka kerja cadangan berita peribadi bernama Hybrid 

Personalized NEws Recommendation (HYPNER) dicadangkan yang bertujuan untuk 

mengesyorkan set berita peribadi kepada pengguna. HYPNER mengabungkan 

kedua-dua kaedah berasaskan penapisan usahasama dan kaedah penapison 

berasaskan kandungan di dalam rangka kerjanya. Bagi menanggani isu di atas, yang 

berikut telah dicadangkan dan diimplementasikan di dalam HYPNER. Kami telah 

mencadangkan satu algoritma pengelompokan dinamakan Ordered Clustering 

dengan ciri khusus yang membolehkan keahlian pelbagai di dalam kelompok yang 

mencerminkan sifat semula jadi berita dan tingkah laku pengguna. Tambahan pula, 

model baharu untuk profil pengguna dan pembinaan metadata berita juga 

dicadangkan di mana sifat-sifat baharu telah diimplementasikan iaitu: ReadingRate, 

HotnessRate, dan Hotness. Model baharu dalam pemilihan berita dicadangkan 

berdasarkan model sub-kemodularan. Rangka kerja yang kami cadangkan telah 

disahkan melalui eksperimen yang menyeluruh ke atas set data sebenar. Keputusan 

menunjukkan bahawa HYPNER mencapai peningkatan 81.56% dalam skor F1 dan 

5.33% dalam kepelbagaian berbanding dengan kerja sedia ada, SCENE. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

1.1 Overview 

 

One of the most powerful and general social media platforms is online news release 

that makes easy news accessing, sharing, and commenting. An efficient media for 

publishing news articles on the World Wide Web requires that it does not have 

traditional print-based publishing limitations. The number of news articles published 

per hour grows exponentially; so, multiple news sources around the world and the 

variety of news categories make it difficult for the user to find preferred news to 

read. Users prefer a filtered view of relevant news articles, allowing them to focus on 

news items that contain rich contextual information to their behaviors and interests. 

News agencies have Rich Site Summary (RSS) news feed. They prepare and 

recommend a fixed number of news items to users without considering the users 

preferences and interests in news reading.  

 

 

A personalized news recommendation system provides a news set that is extracted 

from multiple news press releases in order to handle such a high number of news 

articles and release this news set to the user. A typical personalized news 

recommendation system is made up of the following components: (i) user profile 

construction which constructs the user profile based on the user historical reading 

behavior, (ii) news metadata construction which summarizes the news items into 

terms and their weights, (iii) news and user clustering which groups similar users as 

well as similar news items into clusters, (iv) news selection which makes selection of 

news items from a collection of news items based on their similarities, and (v) news 

representation which presents news items to the user.  

 

 

A news item has a specific nature and it is different from the other items to 

recommend (Li et al., 2011b). It is evident that a news item may belong to more than 

one news category. Apart from that, a news item has a short lifetime and it may 

expire in a few duration of time. Recency is a commonly used property to determine 

a news lifetime; it determines how long news item is newly-published. Popularity 

shows how many times a news item is read by the users throughout its lifetime. It is 

possible, a hot news item is read millions of times in few minutes while an 

uninteresting news item is read less than hundred times throughout its lifetime. On 

the other hand, the popularity and recency of news articles change dramatically over 

time, which differentiates news items from other items, such as products, books, and 

movies, rendering the traditional recommendation methods ineffective (Li et al., 

2011b).  

 

 

In recent years, there has been much focus on the design and development of 

personalized news recommendation systems that monitor and learn users’ reading 

behaviors and generate news set based on these behaviors. The current news 

recommendation systems employ the collaborative filtering-based (CF-based), 
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Content-based filtering (Content-based) or hybrid methods. The CF-based news 

recommendation systems generate personalized recommendation for users based on 

their behaviors in news reading. In this method clustering similar users in a group is 

performed based on their news access pattern similarities. Such behaviors are 

expressed in a form of binary votes or numerical ratings on each news item. The CF 

algorithms have difficulty in generating reliable recommendation when data are 

sparse, and they cannot recommend news items that have no rating from the users. 

They suffer from the problems of scalability, data sparseness, and cold-start 

recommendation (Leung, 2009). On the other hand, the Content-based news 

recommendation system clusters the news items based on the content similarities and 

recommends news items from the selected clusters based on the content similarities 

between the news items and user profile. It considers a given user's reading behavior 

and analyzes the content of the newly-published news before presenting it to the 

users. The recommender system computes similarity between newly-published news 

items and the user Content-based profile and rates them. The news items with high 

rates are recommended to the users. The Content-based methods cannot recommend 

accurately to the new user with low access in news reading (Lu et al., 2015). 

Meanwhile, the hybrid recommendation systems combine two or more 

recommendation techniques to gain better performance with fewer drawbacks of any 

individual one. Most commonly, the CF-based is combined with other techniques in 

an attempt to avoid the CF-based problems (Burke, 2002). To get more reasonable 

results, the feasibility of combining the CF-based and the Content-based is 

investigated.  

 
 

1.2 Problem Statement 

 

One of the popular and most frequently used recommendation systems are news 

recommendation systems (Zheng et al., 2012). Scalability is one of the issues in news 

recommendation that requires elegant algorithms to effectively deal with large news 

corpus (Li et al., 2011b). Several strategies can be used to address the scalability 

issue such as MinHash (Liu et al., 2010) and clustering algorithms. The most 

commonly used clustering algorithms in news recommendation systems are 

hierarchical clustering (Li et al., 2011b; Zheng et al., 2012) and k-means (Jiang and 

Hong, 2014; Li et al., 2010). Nevertheless, these clustering algorithms do not take 

into consideration the news nature in clustering the news items. Consequently, a 

news item will only belong to a single cluster while in reality a news item might have 

high similarities to other news items belonging to different clusters and within 

different categories. Moreover, it is obvious that users' interests are not limited to one 

news category. Hence, the clustering algorithm to be employed in user and news 

clustering should be able to cluster users and news items without limiting their 

membership to a single cluster. Therefore, this work attempts to propose a new 

clustering algorithm that considers both the news nature and user behavior in news 

reading.  
 

 

One of the issues in news recommendation is to recommend news accurately and 

effectively by considering the news nature and its unique characteristics (Li et al., 

2011b). Thus, constructing a proper model to capture the news nature as well as its 

characteristics and identifying an appropriate property that reflects the actual nature 
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of news items is inevitable. The early recommender systems use popularity (Das et 

al., 2007; Jiang and Hong, 2014; Li et al., 2010; Lin et al., 2014; Liu et al., 2010) or 

recency (Wang et al., 2015; Lak et al. 2016), or both (Li et al., 2011b; Zheng et al., 

2012) as properties to demonstrate the interestingness of the news items to 

recommend to the users. Popularity which means how many times a news item is 

read by the users throughout its lifetime does not reflect the actual nature of a news 

item. This is because old news may have high popularity but might no longer be the 

interesting news items to read. On the other hand, newly-published news might have 

low popularity but it does not mean that it is not an interesting item to read. Hence, 

popularity alone cannot represent the sole characteristics of a news item. Meanwhile, 

recency which determines how long news item is newly-published also does not 

reflect the actual nature of a news item. A newly-published news item does not 

always indicate that it is more pleasing to read than those that were published earlier. 

Even combining both popularity and recency will not determine the interestingness 

of the news item. Thus, identifying a proper model for new metadata and new 

properties that can represent the actual nature of news items are crucial. 

 

 

Several news recommendation frameworks (Jiang and Hong, 2014; Li et al., 2011b; 

Li et al., 2010; Lin et al., 2014; Liu et al., 2010; Zheng et al., 2012) have been 

proposed that attempt to increase accuracy, overcome the large volume of data, and 

recommend diverse of news items. A rich model in user profiling is required to 

represent the user's behavior, e.g. a property is required to determine the user 

preference in reading a recent news then a popular one, or contrariwise and this 

behavior should be considered in the recommendation system. On the other hand, 

even the personalized news recommendation systems such as Google News (Das et 

al., 2007; Liu et al., 2010), YahooNews (Li et al., 2010), SCENE (Li et al., 2011b) 

and PENETRATE (Zheng et al., 2012) do not make an attempt to filter the number 

of news items to recommend. These systems recommend the same number of news 

items to the users, i.e. they are unable to recommend the appropriate number of news 

items to each user based on the individual user behavior in news reading. Moreover, 

early researches consider explicit profile (Jiang and Hong, 2014; Liu et al., 2010; 
Jugovac & Jannach, 2017), short-term profile (Jiang and Hong, 2014; Li et al., 2010; 

Zheng et al., 2012), and long-term profile (Das et al., 2007; Li et al., 2011b; Li et al., 

2011c) but none of them uses all the above user profiles in a single solution. Thus, a 

rich user profile needs to be constructed to ensure the accuracy of news 

recommendation with respect to the number of news items as well as the news set.  

 

 

To the best of our knowledge, SCENE (Li et al., 2011b) is the study that addresses 

the issue of news selection. In this study, sub-modularity modeling is utilized in news 

selection and experiments show a news set that matches to the users’ interests as 

much as possible while highest possible diversity is achieved. Rich news metadata 

and user profile are construed to affect news selection, and consequently news 

recommendation accuracy is affected (Li et al., 2011b). News selection requires new 

strategy in utilizing rich user profile and news metadata to assist news 

recommendation system in achieving accurate and diverse recommendation of news 

items. Hence, identifying a strategy to effectively select news items for 

recommendation considering both the user profile and news metadata is vital.   
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1.3 Objective of the Research 
 

The main aim of this research work is to propose a personalized news 

recommendation framework that incorporates both the CF-based and Content-based 

methods. In order to achieve this aim, we present the following objectives with 

respect to the issues posed in Section 1.2: 

1. To propose an effective clustering algorithm that considers both the news nature 

and user behavior in news reading. The proposed clustering algorithm should not 

limit the membership of a news item to a single cluster, also it should not add any 

additional complexity.  

2. To propose a new model of news metadata construction including a new property 

to determine the interestingness of a news item. 

3. To propose a new model in user profiling that captures rich user profile based on 

the user's reading behaviors. 

4. To propose a model in news selection by considering both the user profile and 

news metadata to achieve accurate and diverse news recommendation. 

 

 

1.4 Research Scope 
 

This research work focuses on the proposing of a personalized news recommendation 

framework to improve news recommendation, where users are served with news 

recommendation based on their preference and behavior in news reading. In other 

words, news application or other issues in operational environment such as 

infrastructure, network, user interface, etc. are not considered in our research. As the 

focus of this research study is on personalized news recommendation where a news 

item has a specific nature and different from the other items to recommend, thus 

recommending other items like music, research articles, hotel, apartment, etc. are not 

considered in this research work.  

 

 

1.5 Contributions 

 

In this thesis, we have proposed a personalized news recommendation framework 

named HYbrid Personalized NEws Recommendation (HYPNER). HYPNER 

incorporates both the CF-based and Content-based methods in news 

recommendation. The following contributions are made to answer the issues that are 

addressed in this thesis. 

i. A new clustering algorithm named Ordered Clustering is proposed and utilized in 

our proposed personalized news recommendation system. Ordered Clustering 

(OC) is a new unsupervised linear clustering algorithm. This clustering algorithm 

has a specific characteristic and it is designed based on the news nature and user 

behavior in news reading. This algorithm allows multiple memberships in clusters 

which means a news item can be clustered in more than one cluster and a given 

user may have diverse interests in news reading.  

ii. A new model in user profiling is proposed, by designing a user profile in user 

behavior acquisition, including user’s explicit profile, user’s long-term (also 

known as CF-based) profile, and user’s short-term (also known as Content-based) 

profile. To enrich the user profile, we have defined two properties, namely: 

ReadingRate and  HotnessRate. 
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iii. A new model in news metadata construction is proposed. Entered news article is 

tokenized into name entities and relevance tags by utilizing OpenCalias (Reuters, 

2008). To enrich the news metadata a new property is defined called Hotness. 

iv. A new approach in clustering is proposed that clusters news metadata and short-

term user profile based on their content similarities. The content similarity 

between the news metadata and the short-term user profile is computed using a 

Jaccard Similarity. A chain of similar news and users is created which leads to 

more similar news items in news selection. 

v. A new model in news selection is proposed based on the sub-modularity model 

that attempts to achieve accuracy and diversity in news recommendation.  

 

 

1.6 Organization of the Thesis 

 

This thesis is organized as follows: 

 

Chapter 1 is an introductory chapter that discusses the problem statement of this 

research study, the objectives, the research scopes, and the contributions of the 

research.  

 

Chapter 2 presents the different types of news recommendation systems and also 

explains the user profiling and clustering algorithms that are related to this research. 

Related research works and review of news personalized recommendation systems 

are presented in this chapter. Also news recommendation issues are discussed. 

 

Chapter 3 is the research methodology chapter. It describes how this research was 

conducted. Also, the chapter discusses the different phases in this research and the 

methodology followed during each phase. The proposed framework is also 

presented. The measurement metrics and the dataset that has been used in the 

experiments of this research are presented as well.  

 

Chapter 4 presents the detail description of the proposed CF-based method of 

HYPNER. This chapter also explains the preliminaries, discusses the proposed 

Ordered Clustering algorithm, and finally an example is given to further clarify the 

CF-based method of HYPNER.  

 

Chapter 5 presents the detailed description of the proposed Content-based method of 

HYPNER. Also, OpenCalais as a web service for news content analyzing is 

introduced. Short-term user profiling is explained. Also, Ordered Clustering on news 

metadata and short-term user profile are presented in this chapter. 

 

Chapter 6 proposes the Personalized News Recommendation component of 

HYPNER and describes the proposed news selection and ranking strategies. Finally, 

an example is presented to clarify the processes involved in the component. 

 

Chapter 7 presents the results of the experiments conducted to evaluate the 

performance of the proposed approaches in terms of accuracy and diversity. The 

results are compared to the relevant existing system.  
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Chapter 8 reflects the conclusions and the contributions of this research. Besides, 

the recommendations for future works are presented in this chapter.  
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