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The detection, recognition and conversion of the characters in an image into a text 

are called optical character recognition (OCR). A distinctive type of OCR is used to 

process Arabic characters, namely, Arabic Optical Character Recognition (AOCR). 

OCR is increasingly used in many applications, where this process is preferred 

to automatically perform a process without human intervention.  

 

 

The Quranic handwriting text contains two elements, namely, diacritics and 

characters. However, the current Arabic handwritten OCR system produces low levels 

of accuracy and no research focused on Quran image recognition.  

 

 

The current AOCR inaccurately recognizes diacritic and characters, and the research 

and efforts in the area of AOCR are insufficient. Many studies have been carried out 

so far, but for Quran handwriting has not been researched as thoroughly as Arabic, 

Latin or Chinese handwritten systems. The current research is focused on solving the 

mentioned problems through improving the accuracy of recognition rate of AOCR by 

proposing a new segmentation, feature extraction methods and finding a suitable 

classification. 

 

 

In this thesis, a new techniques, methods and algorithms are proposed to check 

the similarities and originalities of the Quranic handwriting content. The diacritic 

detections are performed using a region-based algorithm with 89% accuracy and 95% 

improved by using flood fill segmentations method. 2DMED feature extraction 

accuracy was 90% for diacritics and 96% improved by applied CNN. Character 

recognition is performed based on the projection method with 86% accuracy, and 92% 
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improved by using flood fill. 2DMED in characters was 88% and 91 % after improved 

by applied CNN. For classification, KNN used before and after enhancement 

technique based on essential vector with our dataset, the diacritic accuracy was 

96.4286% after enhancement, which is better than the 87.5020% in detecting. For 

characters was at 92.3077% improvement, which is better that normal 

KNN algorithm which exhibited an 86.1429% accuracy in detecting. 

  

© C
OPYRIG

HT U
PM



 

iii 

Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia sebagai 

memenuhi keperluan untuk ijazah Doktor Falsafah 

 

 

PENSEGMENAN DAN OENGECAMAN DIAKRITIK DAN AKSARA AL-

QURAN MENGGUNAKAN ISI BANJIR DAN K-NEAREST NEIGHBORS 

ALGORITHM 

 

 

Oleh 

 

 

FAIZ E A L ALOTAIBI 

 

 

September 2019 

 

 

Pengerusi :   Profesor Madya Muhammad Taufik Abdullah, PhD 

Fakulti :   Sains Komputer dan Teknologi Maklumat 

 

 

Pengesanan, pengecaman dan penukaran aksara dalam imej kepada teks dipanggil 

pengecaman aksara optik (OCR). Jenis OCR yang tersendiri digunakan untuk 

memproses aksara Arab, iaitu pengecaman aksara Optik Arab (AOCR). OCR semakin 

banyak digunakan dalam banyak aplikasi, di mana proses ini lebih disukai untuk 

melakukan proses secara automatik tanpa intervensi manusia. 

 

 

Teks tulisan tangan Al-Quran mengandungi dua unsur, iaitu, diakritik dan aksara. 

Walau bagaimanapun, system ocr tulisan tangan bahasa Arab semasa menghasilkan 

ketepatan yang rendah dan tiada penyelidikan yang memberi tumpuan kepada 

pengecaman imej Al-Quran. 

 

 

AOCR semasa tidak dapat mengecam diakritik dan aksara dengau tepat, dan 

penyelidikan dan usaha dalam bidang AOCR tidak mencukupi. Banyak kajian telah 

dilakukan setakat ini, tetapi bagi Al-Quran tulisan tangan belum dikaji secara 

menyeluruh seperti sistem tulisan tangan Arab, Latin atau Cina. Penyelidikan semasa 

memberi tumpuan kepada menyelesaikan masalah yang dingatakan melalui 

peningkatan ketepatan kadar pengecaman AOCR dengan mencadangkan satu 

segmentasi baru, kaedah pengekstrakan ciri dan mencari klasifikasi yang sesuai. 

 

 

Dalam tesis ini, teknik, kaedah dan algoritma baru dicadangkan untuk memeriksa 

persamaan dan keaslian kandungan tulisan tangan Al-Quran. Pengesanan diakritik 

dilakukan menggunakan algoritma berasaskan rantau dengan ketepatan 89% dan 95% 

ditingkatkan dengan menggunakan kaedah segmentasi isi banjir. Ketepatan 

pengekstrakan ciri 2DMED adalah 90% untuk diacritics dan 96% ditingkatkan dengan 
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menggunakan CNN. pengecaman aksara dilakukan berdasarkan kaedah unjuran 

dengan ketepatan 86%, dan 92% ditingkatkan dengan menggunakan isi banjir. 

2DMED untuk aksara adalah 88% dan 91% selepas diperbaiki dengan CNN. 

Mengguuakan Untuk klasifikasi, KNN menggunakan sebelum dan selepas teknik 

peningkatan berdasarkan vektor penting dengan dataset kami, ketepatan diakritik 

adalah 96.4286% selepas peningkatan, yang lebih baik daripada pengesanan 

87.5020%. Untuk aksara dengan peningkatan 92.3077%, yang lebih baik daripada 

algoritma KNN biasa yang memperlihatkan ketepatan 86.1429% dalam mengesan.   
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CHAPTER 1 

1 INTRODUCTION 

1.1 Introduction 

An Optical Character Recognition (OCR) is the process of converting an image 

representation of a document into an editable format (Al-Shatnawi, 2012). OCR 

applications enable users to search for documents stored in the format of images by 

converting them into text, which are easily processed by computers.  

Each OCR system contains a few processing stages, where a particular task is 

accomplished in each stage and that the output of each stage is considered as the input 

for the next stage. Typically, an OCR system consists of a few main stages which 

includes preprocessing, segmentation, feature extraction, and classification. However, 

despite decades of intensive investigation and research, the ultimate goal of 

developing a method or an OCR system that has the same reading capabilities as 

humans has yet to be achieved. 

This is particularly true for Arabic Optical Character Recognition (AOCR). The Al-

Muhtaseb et al. (2008) provided a survey on AOCR with respect to text recognition 

by focusing on the characteristics and technologies of text recognition in the Arabic 

language. The result of the survey instigates a motivation for further query into this 

area. In addition, the abundance of applications generating texts and images - an 

important trend in the current literature – renders this effort pertinent. 

In this thesis, a method to identify Quranic diacritics and characters segmentation is 

presented. The research on handwritten Quranic text recognition is challenging yet it 

gains ever more attention due to the increasing usage of hand-held devices such as 

computers, digital notebooks, and advanced cellular phones. 

Some techniques have been used to build several handwriting recognition systems, 

such as Neural Networks, Hidden Markov Model and Fuzzy Logic (Schiuma, 2012). 

After 1990, complex character recognition algorithms were developed. Many 

recognizers used these same sophisticated methodologies, not to mention natural 

language processing techniques. However these current algorithms have high error 

rates, inhibiting the user from achieving full accurate recognition, and in addition to 

that, comparisons with the Quran. The current AOCRs are not accurate in recognizing 

the diacritic and characters in the Quran, and that stems from the lack of research and 

effort done in the AOCR area. 
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This research ventures into that area and need, focusing on Quranic characters and 

diacritics recognition. 

1.2 Quranic Characters Recognition 

The Arabic language is considered a dominant language in the Arabic diaspora. It is 

the second most spoken language in a population of approximately 280 million people 

all over the world (Versteegh, 2014). Based on a recent study (Hakak, 2017), the 

Arabic language is ranked fifth as the most common language used in the world. 

Religious beliefs and practices of Islam demand Muslims to read the holy Quran using 

the Arabic language and to have basic knowledge of the Arabic language so that they 

may understand what they recite during their prayers. Moreover, there are many other 

languages associated with the Arabic language which have similar characters, such as 

Persian, Jawi, Pashto, Urdu, Bengali, etc. (Abuzaraida, 2010). Some images of the 

Quran found online contain diacritics that are difficult to identify - inadvertently 

altered diacritics due to stylistics or by how different screens display the information 

differently, or how the website was coded, as shown in Figure 1.1. 

 

Figure 1.1 : Less diacritics (left), many diacritics (right) 

 

 

People have the ability to recognize characters without major difficulty, reading papers 

or books with different prints, sizes and orientations. However, developing an OCR 

system that has the same ability to read and recognize Arabic Quranic characters as a 

human has remained far from reach (Shanthi, 2017). 

There are two types of OCR systems found in literature - Typewritten and Handwritten 

(Hamdi, 2014). The Typewritten OCR is mainly purposed to identify documents 

which are typed and scanned. Handwritten OCR is used to recognize text that are 

written by human hands.  The main difference between these two systems is that the 

Typewritten OCR is simpler in terms of design. Furthermore, the recognition rate of 

the Typewritten OCR is higher. A recent study conducted by Razak (2008) provided 

a comprehensive overview of the method of off-line handwriting text line 

segmentation. The authors highlighted that the characteristics of text line structure in 

handwritten documents and also text segmentation are the pertinent research 

challenges. 
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1.3 Quranic Diacritics Recognition 

The Arabic alphabets is a widely used alphabetic writing system in the world 

(Versteegh, 2014), containing 28 basic characters. The alphabets was first used to 

write texts in Arabic, most notably the Quran (the holy book of Islam). With the spread 

of Islam, it came into use to write many languages at various times, such as Urdu, 

Pashto, Uyghur (in China), not to mention Ottoman Turkish and Spanish in Western 

Europe (Beeston, 2016). 

To accommodate the needs of these languages, new letters and symbols were added 

to the original alphabets. This process is known as the Ajami transcription system, 

which is different from the original Arabic alphabet. Then many modifications and 

improvements have been made to the Arabic writing script, which results in additional 

letters and strokes. The new strokes are called diacritics, and the purpose of adding 

these diacritics was: 

1. To distinguish between letters of the same or similar shape. 

2. To indicate sounds (vowels and tones) that are not conveyed by the basic 

alphabets 

 

 

1.4 Statement of Problem 

Since the Arabic language is a significant language - ranking number Fifth as one of 

the most widely used languages in the world – the need to its proficiency is paramount. 

Religious beliefs and practices of Islam demand Muslims to be able to read the holy 

Quran using the Arabic language. Muslims also require a basic knowledge of Arabic 

during their prayers (Fan et al., 2017). There are also many other languages associated 

with the Arabic language which share similar characters such as Persian, Jawi, Pashto, 

Urdu, Bengali, etc. (Zeki, 2010). 

Errors frequently occur from Arabic letters associated with diacritics. It believes that 

the separation of the identification of diacritics from letters will highly improve the 

accuracy of the results when processing any Arabic text image. 

Moreover, there are lots of minor problems that occur in every identification process 

such as the extraction of overlapping Arabic characters in an image and text retrieval 

from images using different writing styles. This area needs further research in order to 

identify the issues that cause misreads and incorrect identification. Possible solutions 

may lie in the use of segmentation techniques and machine learning approaches 

(Hakak, 2017). 
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With the massive growth of mobile applications and websites that contain Quranic 

verses made available, it is a challenge to identify the authenticity of a digital copy of 

the Quran, or even it’s verses. Due to the sensitivity and the nature of the Quran, even 

a small change is intolerable as it could result in a completely different reading and 

change its meaning. As the stated problem size continues to scale up with the 

exponential development of the Internet and its content, it is essentially paramount to 

research on the classification of Quran authenticity. Existing Quran classification is 

mostly focused on different aspects of the Quran, such as Quranic themes, subjects or 

topics. There is a clear lack of research done that has focused on the classification of 

Quran images (Ridzuan, 2017). 

Many experiments conducted were based on different subsets of features. Typically, 

a web-based prototype is developed. Future work should focus on applying more 

machine learning and optimization techniques in order to achieve higher evaluation 

measurements and incorporate these methods to improve the detection and 

authentication of Quranic verses from images (Sabbah & Selamat, 2014). 

The K-Nearest Neighbor is a non-parametric type of algorithm, meaning it doesn’t 

have to create an assumption about its environment. The number of parameters 

depends on the number of training data. Classification is done by calculating the 

average/majority distance from a test vector to its neighboring training vectors. KNN 

can better classify letters which look similar to each other, capital and small letter at 

image (Ong & Suhartono, 2016). 

Research by Adeleke et al. (2017), applied three text classification algorithms namely, 

k-Nearest Neighbors, Support Vector Machine, and Naïve Bayes. The problem for this 

research on labelling the dataset, the result shows 70% accuracy.  

On top of the two common OCR systems found in literature, namely the handwritten 

and typewritten, OCRs can be further classified by two other categories – the Online 

recognition and the offline recognition systems (Abdi & Khemakhem, 2015). 

The image of the typewritten or handwritten text is created through scanning using 

offline. However, for the online, it uses devices like a phone or a portable personal 

computer to create an image that is the input of the OCR system. Then, OCR system 

reads the image and is analyzed for recognition. Research has been conducted on 

various languages such as Japanese, Chinese, and Latin characters, in which most of 

them function based on the premise that they isolate characters individually when 

crafting OCR algorithms. Nevertheless, this may not be appropriate for the languages 

with cursive scripts such as Arabic. 
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All the above presents a complex challenge that is the Arabic optical character 

recognition. Consequently, few studies have been done on the Arabic OCR and its 

character recognition compared to languages like Latin, Chinese and others (Mesleh 

et al, 2012). Problem can summarize based on above researcher on these steps: 

 Quran handwritten has cursive overlapping 

 Shape of letters can be solved on preprocessing and segmentation stages. 

  OCR classification still so poor. 

 

 

1.5 Research Objectives 

The main objective of this study is to improve recognition rate accuracy of Quran 

handwritten word and diacritics recognition. To achieve the objective, this research 

proposes three following methods: 

1. To segmentation Quran diacritics and characters handwriting using flood fill. 

2. To extract feature extraction method for Quranic character and diacritics 

recognition classified by CNN. 

3. To compare with normal KNN and after applying new KNN enhancement 

technique on our dataset. 

4. To improve Arabic framework for Quran diacritics and characters 

handwriting. 

 

 

1.6 Scope of Research 

The Othman-Taha is one of the most used fonts for the holy Quran. Mushaf al-

Madinah is used as the standard version of the Quran. The proposed method will 

develop a similarity check algorithm for Quranic characters and diacritics recognition 

in images based on these fonts and versions. 

In this research, a new method to check the similarity and originality of Quranic 

content is proposed. This method consists of Quranic diacritics and characters 

recognition techniques. The diacritics detection will be performed using the region 

based algorithm, which will divide the text to rows, before identifying the baseline 

row by using other two rows to find the upper and lower baselines. This will make it 

much easier to locate a pixel (Saeed & Albakoor, 2009). An optimization methods are 

applied to increase the recognition ratio.  

The character recognition method is performed based on the projection method. An 

optimization method are applied to increase the recognition ratio. Then the 

combination of the result of these two methods will enabled us to make the comparison 

with the standard Mushaf al Madinah with our dataset as the benchmark and find 

matches on the Quran. 
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Lastly, the similarity ratio of the given image and its matching benchmark is 

determined. 

1.7 Research Contribution 

The new method proposed in this research to identify the similarity and originality of 

Quranic content using improved KNN algorithm. This thesis makes four contributions 

to research knowledge in the Quran handwritten diacritic and character 

recognition techniques 

1.  Enhance the accuracy of diacritics and characters by apply new segmentations 

methods. These methods include flood fill and clustering segmentations. 

2. Enhance the accuracy of recognition rate of Quran handwritten by apply new 

feature extraction method. These methods include diacritics, capital word and 

small word on characters. 

3. Enhance the accuracy rate by compare this experiment with normal KNN and 

KNN enhancement technique. 

4. Create dataset for Quran handwritten diacritics and characters. 

5. Enhance Quran handwriting diacritics and characters framework. 

 

 

1.8 Organization of the Thesis 

Chapter 2 aims to survey the research undertaken in the field of diacritics and 

characters recognition. The chapter provides knowledge of image processing and 

identifies key issues with respect to Quran handwritten diacritics and characters 

recognition. This chapter highlights the machine learning algorithms for image 

recognition and investigates the related diacritics and characters algorithms. It will 

also discuss several approaches to the recognition problem. These approaches consider 

different scenarios, which consider the application types, the datasets, the type of 

algorithms used and the various constraints that might be imposed. Moreover, the 

chapter discusses optimization by means of placing focus on machine algorithms like 

KNN, ANN and SVM, etc. 

Chapter 3 presents a review of the research conducted within the image recognition in 

solving problems of Quran handwrittenic diacritics and characters. It 

discusses“proposed solution based Quran handwrittenic Diacritics Recognition in 

image processing, Quran handwrittenic Character Recognition in Image, and 

Checking Similarity Matching with Standard Version of Quran handwritten.” 

Chapter 4 presents a new proposed method which tries to identify the importance of 

proposed model development and its algorithms.   
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Chapter 5 presents a proposed method which places importance in the design of a 

systematic evaluation procedure in order to provide a verification of its use. This 

chapter offers performance evaluation and statistical modeling based on the proposed 

algorithm which aims to compare it to the performance of other algorithms. 

First, the chapter provides a description of benchmarks that were used for the 

evaluation of the proposed algorithm. Second, the simulation environment is described 

in detail. Then, statistical analysis that is derived for validation of the findings is 

described. A series of experiments to show platform-independence of our proposed 

solution is described and the comparative study that is designed to demonstrate the 

proposed algorithm is described.  

Chapter 6 concludes the major contributions of the thesis. It also outlines the 

limitations and opportunities to further improve or extend the work presented in the 

thesis. To this end, this thesis stands as a substantial effort to optimize image 

recognition.  
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