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Anomaly-based intrusion detection plays a vital role in protecting networks against 

malicious activities. Despite all the strengths of the anomaly detection systems, there 

are still drawbacks that reduce the performance of the system. One of the technical 

challenges is to examine a large amount of data which makes a large number of 

computations and low detection rates problematic. Another critical issue in anomaly 

detection is to produce a high false alarm rate that reduce the efficiency of the system. 

In recent years, detection methods based on machine learning techniques are widely 

deployed in order to improve the efficiency of anomaly-based detection. Among these 

techniques, Artificial Neural Network-Multilayer Perceptron (ANN-MLP) is one of 

the significant used techniques that has been successful in solving many complex 

practical problems. However, ANN-MLP without activation function would simply 

be a linear regression model which has limitation and does not perform well most of 

the times. Although activation functions are important for MLP to learn but for non-

linear complex functional mappings it has complicated calculation which reduces the 

accuracy of classification.  

To overcome the aforementioned issues, in this research proposed anomaly based 

detection is designed with Evolutionary Neural Network (ENN) by three different 

detection methods. The first anomaly detection method is designed using a new feature 

selection technique called Mutation Cuckoo Fuzzy (MCF) and evolutionary neural 

network classification called MultiVerse Optimizer- Artificial Neural Network 

(MVO-ANN) to improve the performance and execution time. The second anomaly 

detection method is the Evolutionary Kernel Neural Network Random Weights 

(EKNNRW) in order to increase the accuracy of classification. The third proposed 

method is a new Evolutionary Neural Network (ENN) algorithm with a combination 

of Genetic Algorithm and Multiverse Optimizer (GAMVO) as a training part of ANN 

to create efficient anomaly-based detection with low false alarm rate. The proposed 
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methods have been applied to the problem of intrusion detection and validated based 

on the famous dataset NSL-KDD.  

Based on the first method, the result of execution time for the proposed method (MCF 

& MVO-ANN) is 60.33s, while previous research (MVO-ANN) indicates 163.07s in 

second. Furthermore, performance of proposed method is much improved as 

compared to previous research. In the second method (EKNNRW), accuracy obtained 

99.24% whereas accuracy in previous research was 98.03%. The experiment results 

show that not only accuracy also detection rate and false alarm rate have had an 

exhibitive improve. The third proposed method (GAMVO-ANN) obtained detection 

rate and false alarm rate of 98.65% and 0.012% respectively which outperforming the 

previous research and the two previous methods proposed in this research. Several 

directions can be taken to extend this work such as a combination of an IDS with the 

IPS system to be capable of dropping or blocking network connections that are 

determined too risky, extend the model for multi-class classification problems and 

using hybrid IDS (combining anomaly and signature-based detection systems) to 

respond to wider ranges of intrusions and increase the level of security of a network. 
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Pengesanan pencerobohan berasaskan anomali memainkan peranan penting dalam 

melindungi rangkaian terhadap aktiviti hasad. Walaupun semua kekuatan sistem 

pengesanan anomali, masih terdapat kekurangan yang melemahkan prestasi sistem 

tersebut. Salah satu cabaran teknikal adalah untuk meneliti sejumlah besar data yang 

menyebabkan sebilangan besar perkomputeran dan kadar pengesanan yang rendah 

bermasalah. Isu kritikal lain dalam pengesanan anomali adalah untuk menghasilkan 

kadar isyarat palsu yang tinggi yang mengurangkan kecekapan sistem tersebut.  Sejak 

akhir ini, kaedah pengesanan berasaskan teknik pembelajaran mesin telah  digunakan 

secara meluas bagi mempertingkatkan kecekapan pengesanan berasaskan anomali. 

Antara teknik tersebut, Perseptron Rangkaian Neural Artifisial Multilapisan (ANN-

MLP) merupakan salah satu teknik terpakai yang signifikan yang telah  berjaya dalam 

menyelesaikan banyak masalah praktikal yang kompleks. Walau bagaimanapun, 

ANN-MLP tanpa fungsi pengaktifan hanya merupakan model regresi linear yang 

mempunyai limitasi dan tidak dilaksanakan dengan baik bagi kebanyakan masa. 

Walaupun fungsi pengaktifan adalah penting bagi MLP untuk dipelajari tetapi bagi 

pemetaan fungsional kompleks bukan linear, ia mempunyai pengiraan yang rumit 

yang mengurangkan ketepatan pengklasifikasian.  

Bagi mengatasi isu  tersebut, dalam penyelidikan ini pengesanan berasaskan anomali 

yang dicadangkan telah direka bentuk dengan Rangkaian Neural  Evolusionari (ENN) 

melalui tiga kaedah pengesanan yang berbeza. Kaedah pengesanan anomali pertama 

telah direka bentuk menggunakan teknik pemilihan fitur baharu yang dinamakan   

Mutasi Cuckoo Kabur (MCF) dan pengklasifikasian rangkaian neural evolusionari 

yang dinamakan MultiVerse Optimizer-Artificial Neural Network (MVO-ANN) bagi 

meningkatkan prestasi dan masa perlaksanaan. Kaedah pengesanan anomali kedua 

ialah Pemberat Rawak Neural Kernel Evolusionar (EKNNRW) bagi meningkatkan 

ketepatan pengkalsifikasian. Kaedah dicadangkan yang ketiga ialah algoritma 
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Rangkaian Neural Evolusionari (ENN) yang baharu beserta kombinasi Algoritma 

Genetik dan Pengoptimum Multirangkap (GAMVO) sebagai sebahagian latihan ANN 

bagi menghasilkan pengesanan berasaskan anomali yang efisien dengan kadar isyarat 

palsu yang rendah. Kaedah yang dicadangkan telah diaplikasikan pada masalah 

pengesanan pencerobohan dan telah divalidasi berdasarkan dataset NSL-KDD yang 

terkenal.  

Berdasarkan kaedah pertama, dapatan masa perlaksanaan bagi kaedah yang 

dicadangkan (MCF& MVO-ANN) ialah 60.33s, manakala penyelidikan terdahulu 

(MVO-ANN) memperlihatkan 163.07s dalam saat. Di samping itu, prestasi kaedah 

yang dicadangkan adalah begitu meningkat berbanding dengan penyelidikan 

terdahulu. Dalam kaedah kedua (EKNNRW), ketepatan diperoleh ialah 99.24% 

manakala ketepatan dalam penyelidikan terdahulu ialah 98.03%. Dapatan eksperimen 

menunjukkan bahawa  bukan hanya ketepatan, tetapi juga kadar pengesanan dan kadar 

isyarat palsu telah memperlihatkan peningkatan yang memberangsangkan. Kaedah  

ketiga yang dicadangkan (GAMVO-ANN) memperoleh kadar pengesanan dan kadar 

isyarat palsu, masing-masing 98.65% dan 0.012% yang mendahului penyelidikan 

terdahulu dan dua kaedah terdahulu yang dicadangkan dalam penyelidikan ini. 

Beberapa arah tuju dapat diambil bagi memperluas kajian ini seperti kombinasi IDS 

dengan sistem IPS yang berupaya menggugur atau menyekat sambungan rangkaian 

yang didapati terlalu berisiko, memperluas model bagi masalah pengklasifikasian 

multikelas dan menggunakan IDS hibrid (kombinasi anomali dan sistem pengesanan 

berasaskan signatur) bagi memberi respon kepada pelbagai bentuk pencerobohan yang 

lebih luas dan oleh itu dapat meningkatkan tahap keselamatan sesebuah rangkaian. 
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CHAPTER 1 

1 INTRODUCTION 

This chapter discusses the background of the study, the motivation of the research, 

research problems, objectives, scope and contributions of research.The chapter ends 

with an outline of the organization of the thesis. 

1.1 Background 

In today’s world, with the tremendous growth of network-based services and sensitive 

information on networks, network security is getting more important than ever 

(Swisscom, 2019) Intrusion Detection System (IDS) become an inseparable part of 

each computer networks due to, it capable to detect threats that originate  from both 

inside and outside a network before they damage organizations’ valuable information. 

Therefore, the focus of this research is to enhance network security using IDS. 

In recent years, IDS has become one of the significant research areas in computer 

security. It is an important detection technology and is used as a countermeasure to 

preserve data integrity and system availability during an intrusion (Hajamydeen & 

Udzir, 2019). The basic task in IDS is to learn “what is normal” and “what is abnormal 

or an attack” and represent this knowledge to further alleviate security related 

problems. From this point of view, techniques from various disciplines have been 

applied to build efficient systems. Based on the detection technique, there are two (2) 

types of IDS. There are misuse-based, also known as signature-based that can detect 

known attacks and anomaly-based that able to detect unknown attacks as well 

(Axelsson, 2000).  

Since the existing intrusion detection algorithms still have some shortcomings and 

unable to detect the complex nature of the new attacks in networks this research mainly 

targets the anomaly-based intrusion detection system. Many approaches have been 

applied to anomaly-based detection. Data mining is the first proposed system for 

building an IDS which doing the process of extracting knowledge and useful 

information from an extensive database (Fu & Lui, 2007) .It helps to extract rule 

patterns from a knowledge base and use them to predict future intrusion in similar 

datasets. However, most of them have limitations. They are unable to detect new 

attacks with new signatures since they don’t have these signatures in their knowledge 

base. All new unknown attacks go unnoticed until the system has updated its 

knowledge base. Though, the constant update of the rules in a knowledge base makes 

it difficult to manage and maintain these approaches and have difficulty to detect the 

complex nature of the new attacks in networks (Benmessahel, Xie, & Chellal, 2017). 

Machine learning approaches have been proposed in recent years to overcome these 

limitations (Sarvari, Muda, Ahmad, & Barati, 2015). 
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One of the most widely used machine learning techniques is Artificial Neural 

Networks (ANN). Combination of ANN and Evolutionary Algorithm (EA) can 

produce an advanced technique to develop an efficient anomaly detection approach 

for IDS (Benmessahel, Xie, Chellal, & Semong, 2019). Evolutionary Neural Network 

(ENN) algorithm is a form of neural network in which evolution is fundamental in the 

optimization of its learning process (Yao, 1993). In this study, three stepwise methods 

using ENN proposed in order to improve the efficiency of anomaly-based detection.  

1.2 Motivation 

As the number of data networks, digital applications, as well as internet and mobile 

users is growing, so do the chances of cyber exploitation and cybercrimes. Even a 

small mistake in securing data or bad social networking can prove to be extremely 

dangerous. Last few decades, there is an urgent need to secure the operations in 

computer systems and networks for both private and governmental institutions which 

are relying heavily on networking and the internet. The security perspective is part of 

the protection and evaluation process for the computer system and its network 

resources such as stability, flexibility, reliability, confidentiality, availability, and 

integrity for most aspects of critical information data. 

Data from the Malaysia Computer Emergency Response Team (MyCERT)1 depicted 

a significant growth in cyber-attacks as shown in Figure 1.1. Cyber-attacks have 

become a novel weapon of war around the world and their persistent growth against 

computer and network systems makes it critical to integrate more accurate IDS capable 

of maximizing correctly detectable data (i.e., true positives and negatives) and 

minimizing falsely detectable data (false positives and negatives) to enable prompt 

identification of attacks.Recently researchers have got a promised interest in the 

intrusion detection area by designing various approaches to get good results in this 

field. The necessity for continuous enhancement of intrusion detection capabilities, in 

terms of the execution time, accuracy, detection rate and false alarm rates are the 

motivation for this research.

1 https://www.mycert.org.my/ 
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Figure 1.1 : General Incident Classification (MyCERT) 
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1.3 Problem Statement 

Based on literature studies, a few problems have been discovered in this research. This 

research explains the problems starting from the massive data, followed by the 

accuracy of classification in ANN-MLP and then high false alarm rate in anomaly-

based detection.  

A large amount of data that contain irrelevant and redundant features is a technical 

challenge in intrusion detection systems.In the last three decades, computer networks 

have grown in size and complexity drastically. This tremendous growth has posed 

challenging issues in network and information security (Mohammadi, Mirvaziri, 

Ghazizadeh-Ahsaee, & Karimipour, 2019). According to the characteristics of IDS, 

time performance is one of the important factors. Execution time is the amount of time 

that passes from the start of an event to its finish. Considering that new attacks are 

growing quickly, they have to be detected before any damage is caused to the system 

or data. Based on machine learning techniques for detecting attacks, data is divided 

into two categories: a training set and testing set which part of the time is devoted to 

learning . Massive data may increase overfitting because some features are irrelevant 

or redundant and there is more opportunity to complicate the model and increase the 

training time that leads to high execution time (Chiba, Abghour, Moussaid, El omri, 

& Rida, 2019). 

Among many techniques available for anomaly detection system, classification 

algorithms have been demonstrated to produce impressive and efficient results in 

detecting attacks (Aziz, Hanaf, & Hassanien, 2017). Another problem is the accuracy 

of classification using Artificial Neural Network-Multilayer Perceptron (ANN-MLP) 

is not efficient enough. Due to complicated calculations to transfer data that sometimes 

subjected to errors . The most important property of an ANN-MLP is its generalization 

ability in solving complex problems but without activation function would simply be 

a linear regression model, which has limitations and does not perform well most of the 

time (Cahyo, Hidayat, & Adhipta, 2016). It needs an activation function to deal with 

nonlinear phenomena. However, this approach not only has complicated calculations 

it is only useful if the available parametric function catalog fits the data nicely 

otherwise, it faces the problem of data differentiation and will reduce the accuracy of 

classification (Hussain, Lalmuanawma, & Chhakchhuak, 2016). 

Anomaly-based detection works by training itself to recognize acceptable behavior 

and then raising an alarm for any behavior outside the boundaries of its training. The 

training part has a significant role to detect the complex nature of the new attacks 

(Viegas, Santin, & Oliveira, 2017). The third problem is a high false-positive rate in 

anomaly-based detection. However, the ANN-MLP is one of the most widely used 

techniques and has successfully solved many complex practical problems that are 

difficult to solve through other methods, but it has limitation in training process using 

the well-known training algorithm Back-Propagation (BP). BPANN system presents 

many parameters (i.e., weight, activation function and gradient information) within 

the ANN structure. Also, it gets into local structural minima, which negatively affects 
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the capability of accurately assigning the ANN structures which negatively affects the 

capability of ANN-MLP based IDS (Benmessahel, Xie, & Chellal, 2017).  

Based on the mentioned constraints, this study addresses the following issues: 

1. The huge amount of data that contain irrelevant and redundant features 

increase the execution time in anomaly-based detection.  

2. Accuracy of classification based on ANN-MLP is not efficient enough due 

to complicated calculation for mapping data from the original space to higher 

dimensional feature space. 

3. Anomaly-based detection has difficulty to detect the complex nature of the 

new attacks in networks and failure to distinguish the behaviour cause 

generates a huge amount of false-positive alarms. 

 

 

1.4 Research Objectives 

The main objective of this research is to propose an efficient anomaly detection 

method with an evolutionary neural network which is able to maintain high efficiency 

and detect attacks more accurately. In order to achieve this goal, three different kinds 

of detection methods have been proposed in this research. 

1.  To propose an anomaly-based detection using a new suggested feature 

selection and evolutionary neural network classification to reduce the number 

of features by removing irrelevant and redundant features in order to improve 

the execution time and performance of anomaly detection system. 

2.  To propose an anomaly-based detection using an evolutionary neural 

network with a combination of kernel and random weights method which 

able to increase the accuracy of classification to detect attacks and normal.    

3.  To propose an evolutionary neural network with the new proposed 

evolutionary algorithm as a training part of the artificial neural network to 

create an efficient anomaly-based detection with low false alarm rate. 

 

 

1.5 Scope of Research 

This research focuses on an anomaly-based detection method which utilizes an 

evolutionary neural network by three different new proposed methods to accurately 

identify intrusive and non-intrusive behaviour. In addition, proposed detection 

methods are designed such that they could improve the performance of IDS in terms 

of accuracy, detection rate and false alarm rate. The scope is also on reducing 

execution time by removing irrelevant and redundant features.The dataset used in this 

research is the well-known NSL-KDD dataset which is one of the best candidate 

datasets for simulating and testing the performance of IDS to assess the proposed, 

individual, and existing detection methods. 

© C
OPYRIG

HT U
PM



 

6 

1.6 Research Contributions 

The major contribution of this research is the creation of an anomaly detection method 

that could identify an intrusive and non-intrusive behaviours more accurately and to 

improve the efficiency of anomaly based detection system. 

1.  Developing an anomaly-based detection using a new proposed feature 

selection method called Mutation Cuckoo Fuzzy (MCF) and Evolutionary 

Neural Network (MVO-ANN) classification to improve the execution time 

and performance of IDS by removing the irrelevant and redundant features. 

Experiments show that the proposed model is capable of detecting attacks 

more rapidly with high efficiency. 

2.  Creating an anomaly-based detection using an Evolutionary Kernel Neural 

Network Random Weights (EKNNRW) to differentiate and identify the 

behaviours of an attack and normal more accurately, particularly which able 

to increase the accuracy of classification. This method has shown remarkable 

outcomes and improvements for all aforesaid factors which directly 

improved the accuracy of classification as compared to the previous research.   

3.  Designing an evolutionary neural network with the new proposed 

evolutionary algorithm using the combination of the Genetic Algorithm and 

Multiverse Optimizer (GAMVO) as a training part of ANN-MLP to create 

an efficient anomaly-based detection with low false alarm rate. In 

comparison with the individual and existing methods, this approach has 

achieved impressive results and improved the detection and false alarm rates. 

 

 

1.7 Thesis Organization  

This section presents an outline of the entire thesis which is organized as follows: 

Chapter 1 presents the background, motivation, problem statement, research 

objectives as well as scope of the thesis. 

Chapter 2 reviews related studies of the subject matter which includes intrusion 

detection systems (IDSs), it’s types and techniques with focusing on anomaly-based 

detection. This chapter also provides a summary of machine learning and importance 

of them for improving IDS. 

Chapter 3  provides detailed discussions of the research methodologies adopted in 

this research. The research methodology gives step-by-step guidance to the reader to 

understand this research. Also, requirement analysis involved in the process of 

identification and investigation of the research requirement is detailed out.  
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Chapter 4 describes the design and evaluation of the proposed anomaly detection 

method using Mutation Cuckoo Fuzzy (MCF) feature selection and evolutionary 

neural network classification. 

Chapter 5 describes the design and evaluation of the proposed anomaly detection 

method using evolutionary kernel neural network random weights. 

Chapter 6 describes the design and evaluation of the proposed anomaly detection 

method using combination of Genetic and Multiverse Optimizer (GAMVO) algorithm 

as evolutionary algorithm and Artificial Neural Network. 

Chapter 7 conclude the work and recommended some promising direction for future 

research. 
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