
 
 

UNIVERSITI PUTRA MALAYSIA 
 

FACTORS AFFECTING SUCCESSFUL BIG DATA ANALYTICS 
IMPLEMENTATION IN PUBLIC SECTOR OF MALAYSIA 

 

 
 
 
 
 
 
 
 
 

CECILIA ADRIAN 
 
 
 
 
 
 
 
 
 
 
 
 

FSKTM 2020 5 



© C
OPYRIG

HT U
PM

1 

FACTORS AFFECTING SUCCESSFUL BIG DATA ANALYTICS 

IMPLEMENTATION IN PUBLIC SECTOR OF MALAYSIA 

By 

CECILIA ADRIAN 

Thesis Submitted to the School of Graduate Studies, Universiti Putra Malaysia, 

in Fulfilment of the Requirements for the Degree of Doctor of Philosophy 

October 2019

 



© C
OPYRIG

HT U
PM

 

2 

COPYRIGHT 

 

 

All material contained within the thesis, including without limitation text, logos, icons, 

photographs, and all other artwork, is copyright material of Universiti Putra Malaysia 

unless otherwise stated. Use may be made of any material contained within the thesis 

for non-commercial purposes from the copyright holder. Commercial use of material 

may only be made with the express, prior, written permission of Universiti Putra 

Malaysia. 

 

 

Copyright © Universiti Putra Malaysia  

 

 

 



© C
OPYRIG

HT U
PM

i 

Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfilment 
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By 
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October 2019 

Chairman :   Professor Rusli Abdullah, PhD 

Faculty :   Computer Science and Information Technology 

Decision based big data analytics (BDA) has created countless opportunities and 

challenges for the Malaysian Public Sector. In order to be innovative, the government 

organizations need to adopt effective ways of decision-making. One such strategy is 

by understanding and recognizing the enabling factors that contribute to the success 

of BDA implementation. In this regard, this study explores the effects of 

organizational, talent and technology resources as the factors affecting successful 

BDA implementation. This study was developed based on Resource-Based View 

(RBV) and DeLone & McLean Information Systems Success Model (ISSM) theories. 

Systematic literature review was conducted to identify the factors affecting successful 

BDA implementation and to find the research gaps. In this study, a BDA 

implementation model named BDI model, is proposed. Existing literatures were 

synthesized and critically analysed which were then became the basis of the model 

development. A panel of experts was selected to verify the research model and 

questionnaire design.  Data from the expert opinions was analysed by using I-CVI and 

Kappa analysis. To gain the reliability and validity of items from the revised 

questionnaires, a pilot study was conducted. Data collected from pilot study was 

analysed by using Rasch Measurement Model. An empirical study was then performed 

by administering the instrument to 140 big data practitioners in selected Malaysian 

Public Sectors through a drop-off survey method. SPSS software was used for 

descriptive analysis, while PLS-SEM was used for statistical analysis in which eleven 

hypothesis were tested empirically. The results indicate that resource commitment, 

analytics skills and managerial skills factors are not significant on BDA 

implementation, while the rest of the influencing factors such as big data strategy, 

analytics culture, top management support, data infrastructures, information 

processing and information quality are statistically significant. In addition, the 

relationship between analytics culture and BDA implementation is improved by 

introducing the moderating role of top management support. The revised BDI model 

was then validated further by the experts using a developed prototype. A usability test 
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with big data users was conducted to assess the feasibility and applicability of the 

prototype in the field. Based on the expert evaluation and usability testing, the 

prototype is believed to be able to assist decision-makers understand the key 

determinants and address the issue on the lack of resources that must be considered 

during BDA implementation. It is also believed that organizational decision making 

and future strategic planning can be improved by providing significant information on 

the strength and shortcomings of the affecting factors on successful BDA 

implementation. 
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Keputusan berdasarkan analitis data raya (BDA) telah mewujudkan banyak peluang 

dan cabaran kepada Sektor Awam Malaysia. Untuk sentiasa inovatif, organisasi 

kerajaan perlu mengamalkan cara membuat keputusan yang berkesan. Salah satu 

strategi adalah memahami dan mengenal pasti faktor-faktor yang dapat menyumbang 

kepada kejayaan pelaksanaan BDA. Dalam hal ini, kajian ini menyiasat kesan sumber 

organisasi, bakat dan teknologi sebagai faktor-faktor yang mempengaruhi kepada 

kejayaan pelaksanaan BDA. Kajian ini menggunakan teori RBV dan ISSM. Kajian 

kesusasteraan secara sistematik dilakukan untuk mengenalpasti faktor-faktor yang 

mempengaruhi pelaksanaan BDA dan menyiasat jurang kajian. Kajian ini 

mencadangkan satu model pelaksanaan analitis data raya yang dinamakan model BDI. 

Soal selidik dibangunkan melalui sintesis dan analisa kajian lepas. Model kajian dan 

rekabentuk soal selidik disah oleh pakar. Data berkaitan pendapat pakar dianalisis 

menggunakan kaedah analisis I-CVI dan Kappa. Kajian rintis dilaksana menggunakan 

soal selidik bagi mengukur kebolehpercayaan dan kesahan item-item. Data kajian 

rintis dianalisis menggunakan Rasch Measurement Model. Seterusnya, tinjauan 

sebenar dilaksana melalui kaedah kaji selidik dengan mentadbir instrumen kepada 140 

pengamal data raya dari agensi terpilih Sektor Awam Malaysia. Perisian SPSS 

digunakan untuk analisis deskriptif, manakala PLS-SEM digunakan untuk analisis 

statistik bagi menguji sebelas hipotesis secara empirikal. Hasil analisis mendapati 

bahawa faktor 'komitmen sumber', 'kemahiran analitis' dan 'kemahiran pengurusan' 

tidak signifikan pada pelaksanaan BDA, manakala faktor-faktor lain yang 

mempengaruhi seperti 'strategi data raya', 'budaya analitis', 'infrastruktur data', 

'pemprosesan maklumat' dan 'kualiti maklumat' adalah signifikan secara statistik. 

Kesan penyederhanaan 'sokongan pengurusan atasan' ke atas hubungan antara budaya 

analitis dan pelaksanaan BDA juga didapati lebih kuat bagi ‘sokongan pengurusan 

atasan’ pada tahap rendah. Pakar mengesah model akhir BDI menggunakan perisian 

prototaip. Ujian kebolehgunaan oleh pengguna data raya dijalankan untuk menilai 

kebolehlaksanaan dan kebolehgunaan prototaip di lapangan. Berdasarkan penilaian 
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pakar dan pengujian kebolehgunaan, prototaip ini dapat membantu pembuat 

keputusan memahami penentu utama dan menangani masalah kekurangan sumber 

yang perlu dipertimbangkan semasa pelaksanaan BDA. Ia juga dipercayai bahawa 

pembuatan keputusan organisasi dan perancangan strategik dapat ditingkatkan pada 

masa depan dengan adanya maklumat berkaitan faktor-faktor kekuatan dan 

kekurangan sumber yang mempengaruhi kejayaan pelaksanaan BDA. 
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1 

CHAPTER 1 

1 INTRODUCTION 

1.1 Research Background 

Big data analytics (BDA) has a pivotal role in organizations to support accurate 

decision-making and to boost economic performance (Cao & Duan, 2014; Kamioka 

& Tapanainen, 2014). At present, BDA has been broadly implemented in 

organizations to support several activities, such as data visualisation analysis, 

managerial decision making, and organizational performance measurement. These 

BDA applications facilitate organizations to acquire, store, process, transform and 

analyse massive amounts and various types of data, which eventually deliver 

meaningful information that allows them to discover new insights for decision-

making, apart from gaining competitive advantage of the firm (Thirathon et al., 2017). 

The BDA implementation refers to the process of managing BDA resources, inclusive 

of technologies, people, and analytic processes (Koronios et al., 2014). The goal is to 

transform big data into valuable and meaningful information (Watson, 2014) through 

the use of analytic applications in gaining insights for effective decision-making and 

enhancing organizational performance (Akter et al., 2016a; Wamba et al., 2015). The 

analytic outcomes, which have been applied by business leaders and decision makers, 

have improved the quality of decision-making and captured business opportunities 

that facilitate better planning in management and operational activities (Wang et al., 

2017). The BDA implementation contributes to strategic long-term planning to 

support business growth and value creation, which can enhance organizational 

performance (Popovič et al., 2016; Wang et al., 2017). 

To date, organizations have invested in BDA to accomplish many analytical tasks, 

wherein BDA can be classified into various domains-specific, including supply chain 

management (Chen et al., 2015; Waller & Fawcett, 2013), manufacturing (Cao & 

Duan, 2014; Dutta & Bose, 2015; Popovič et al., 2016), retail (Wamba et al., 2017), 

financial (Huang et al., 2018), and healthcare (Wang & Byrd, 2017; Zainudin & 

Shamsuddin, 2016). As the application of big data has been successfully implemented 

across industrial organizations, the public sectors also seek the implementation of big 

data to effectively improve service delivery (Gamage, 2016).  

Upon reckoning the impact of BDA applications, governments worldwide have begun 

investing heavily in big data initiatives, as big data have been applied effectively by a 

range of public sector entities in developed nations, including the USA, Australia, 

Japan, France, and Mexico, as well as developing nations, such as India, Malaysia, 

Bahrain, Chile, Brazil, and Kenya (Gamage, 2016). Gartner carried out a survey and 

revealed that analytics was ranked second in technologies that is crucial for investment 

to meet the mission of the public sector (Gamage, 2016). Meanwhile, heavy 

investment in BDA increases the impact of information technology (IT) on the 



© C
OPYRIG

HT U
PM

 

2 

competitive capability of organizations, which has shifted the focus and attention on 

the need for effective big data implementation (Garmaki et al., 2016). 

Big data is a new frontier for the public sector in the context of Malaysia. Daily 

operations in the public sector accumulate massive, rapid, and various types of datasets 

from a range of database sources. The advent of information in digital format has 

created vast opportunities, advantages, and potential value to public sector entities, as 

well as several governmental bodies, in terms of functional areas, such as health, 

defence, public safety, social services, transportation, disaster management, and tax 

(Gamage, 2016). Unlike the private domain, the implementation of big data across 

public sector entities mainly addresses several major national challenges associated 

with citizens, economy, employment opportunities, natural disasters, and terrorism 

(Anna & Nikolay, 2015). In this regard, many organizations, particularly the public 

sectors, have benefited from BDA implementation in a number of ways, such as cost 

reduction, enhanced service delivery, increased transparency, and improved decision 

making (Anna & Nikolay, 2015). With the status as a developing nation, Malaysia 

upholds that BDA initiatives can transform the delivery of public sector services. In 

steering the direction and strategic planning of successful BDA implementation, a 

BDA framework was built in light of the national and public sectors (Abdullah et al., 

2017a). 

Despite successful BDA implementation, there are few challenges that organizations 

have faced in relation to unfit capabilities, resources, and commitment of BDA 

technologies, such as insufficient analytics infrastructures (Janssen et al., 2017). These 

challenges have resulted in extended time for analyses, poor data quality, and lack of 

complete information (Kwon et al., 2014; Ji-fan Ren et al., 2016), which eventually 

affects the output presentation and incomplete analytic reports (LaValle et al., 2011). 

Poor data quality has led to low data utilisation efficiency and has even caused grave 

decision-making errors (Halaweh & El Massry, 2015; Cai & Zhu, 2015). Hence, big 

data users have been disappointed with the outcomes of the analytics due to 

incomplete analytic reports that somewhat affect the organizational decision and 

performance in an adverse manner (Abbas & Aggarwal, 2010). Furthermore, big data 

users have become concerned regarding the incompetent skills to critically analyse 

complex and unstructured data (Gamage, 2016; Gupta & George, 2016). Due to lack 

of analytical skills and experiences, they have failed to provide relevant analytic 

presentations and prepared incomplete reports for decision making (Kwon et al., 2014; 

Ji-fan Ren et al., 2016; Wamba et al., 2017). These issues exert a negative impact on 

corporate image and reputation, thus affecting the quality of decision-making and 

future business prospects. As a result, a number of organizations have begun to realise 

that the deployment of BDA does not entirely bring positive impact in decision-

making  for both private and public domains (Abbas & Aggarwal, 2010). 

There is also a concern in relation to the increasing of operational budgets for future 

planning and financial investment in maximising the value of BDA implementation, 

which has drawn great challenges to decision makers. In ensuring the success of BDA 

implementation, McAfee and his  colleague (McAfee & Brynjolfsson, 2012) have put 
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forward five management challenges and capabilities that are critical in big data 

environment, namely, leadership, talent management, technology infrastructure, 

decision-making, and company culture. Indeed, it is useful for the organization to 

further investigate the factors affecting successful BDA implementation in addressing 

new issues and uprising challenges (LaValle et al., 2011). 

1.2 Problem Statement 

In the Malaysian Public Sector, although earlier BDA initiatives have been 

successfully implemented in 2015, the successful rate by the government 

organizations has been growing very slow even after almost five years operations 

(Gamage, 2016). A number of issues have been highlighted in BDA implementation 

especially in the Malaysian organizations: the understanding of big data definition 

related to its V’s characteristic, the role of information technology in BDA 

implementation, and the dispersion of data and the relevancy of BDA (Abdullah et al., 

2017a). Even though the government organizations are keen to implement BDA, the 

various constraints of government as compared to private sector in terms of expert, 

financial and technological resources, could lead to complex and expensive BDA 

project that might affect their operations (Gupta & George, 2016; Halaweh & El 

Massry, 2015). Generally, the implementation of big data is not merely a technical 

issue, but linked with people and organizational resources issues (Huang et al., 2018), 

as some public sector entities have failed to succeed in BDA implementation. In fact, 

there were a few disaster stories in BDA implementation projects including 

insufficient resources in term of technology, employees, operational and financial, due 

to the lack of solid management tools for monitoring and evaluation on the success of 

BDA implementation process (Abbasi et al., 2016). This highlights the importance for 

big data users to know the pre-requisite factors since the implementation of BDA 

projects involves high level of implementation risks and investment to the 

organizations. Understanding the strengths and shortcomings of BDA affecting factors 

enhance the ability of the organizations to plan and develop their application strategy.  

BDA implementation success has evolved, and the contributing factors are still under 

discussion. Several conceptual models derived from prior studies, which investigated 

the influence of big data capabilities on organizational performance, have been 

developed in light of the industrial stance (Akter et al., 2016).  Current practical big 

data models have been largely based on the experience of income based companies 

which are rather different from that in public sectors (Akter et al., 2016; Huang et al., 

2018; Jeble et al., 2018).  Gupta and colleague (Gupta & George, 2016) determined 

the BDA capabilities for organizational performance: a cluster of data, basic resources 

and technology, managerial skills, technical skills, data-driven culture and the 

intensity of organizations learning. Their model, however, lacks of important factors 

such as organizational resources, information procession and information quality. Ji-

fan et al. (2016) determined that information and data quality were among the few 

factors for achieving a great firm performance. In a similar study conducted in the 

United Kingdom (Cao & Duan, 2014), it was found out that information processing 

capability was among the important factors in achieving competitive advantage. On 

the contrary, Joshi and his colleague (Joshi & Biswas, 2018) recently determined that 
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the top management support and organizational commitment were among the 

important factors for achieving the success of big data adoption. Therefore, the prior 

studies, which were grouped with specific themes, did not measure the overall 

resources relationship between factors affecting successful BDA implementation. 

BDA organization requires multidimensional factors to ensure success in its 

implementation.  Thus, a specific BDA implementation model focusing on 

government organization is essential to establish the solution for this theoretical 

bridge. 

Based on the above reasons, a pressing need presently is to conduct studies on BDA 

implementation in the Malaysian Public Sector, on the affecting factors that contribute 

to the successful of BDA implementation so that the findings can improve the success 

rate of BDA implementation in the government organizations, as well as to address 

the uprising issues. 

1.3 Research Questions 

The research questions of this study are designed to guide the operational of this 

research, which include the following: 

(i) What are the factors affecting the success of BDA implementation? 

(ii) How does the integration of factors from organizational resources, technology 

resources and human resources able to affect successful BDA implementation?  

(iii) How does the BDA implementation model be functional and suitable for big 

data organizations in Malaysian Public Sector? 

 

 

1.4 Research Objectives 

The objectives of this present study are described as the following: 

(i) To investigate the factors affecting successful BDA implementation in the 

Malaysian Public Sector. 

(ii) To propose and evaluate a new approach of the BDA implementation model for 

Malaysian Public Sector. 

(iii) To validate the BDA implementation model using a prototype tool. 

 

 

1.5 Scope of Research 

The study focuses on investigating the factors that affect the successful of BDA 

implementation in the Malaysian Public Sector. This study analyses the primary data 

gathered from the government organizations that have involved in the First and 

Second Phases of the Malaysian Public Sector Big Data Analytics pilot studies listed 
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and monitored by Malaysian Administrative Modernisation and Management 

Planning Unit (MAMPU). The multi-group level of BDA team members in the 

government organizations in Klang Valley and Putrajaya, Malaysia, have been set as 

the respondents for the data collection. In the end, this study managed to gather data 

from a sample of 140 respondents. As the foundation to this study, resource-based 

view (RBV) and the updated DeLone & McLean Information Systems Success Model 

(ISSM) theories have been used as the supporting theories to support the research 

model. 

1.6 Significance of Research 

This section deliberates the significance of the study from theoretical and practical 

perspectives. 

1.6.1 Theoretical Contribution 

The main contribution of the study is that it provides a conceptual model for the big 

data analytics implementation by identifying the big data resource factors that affect 

the successfulness of BDA implementation in the Malaysian Public Sector. The 

relationships between the determinants, i.e. from organizational, talent and technology 

resources, contribute to the body of knowledge in big data environment. 

1.6.2 Practical Contribution 

The findings of this study will benefit both scholars and big data practitioners. The 

study also provides insights for organizational management, particularly top 

management, to maximise the BDA value for the organizational decision-making by 

evaluating the strengths and weaknesses of BDA resources that affecting its 

implementation. The findings from this study are useful in addressing the uprising 

BDA implementation issues and beneficial for future strategic investment decisions. 

1.7 Thesis Organization 

This thesis comprises of eight (8) chapters namely introduction, literature review, 

research methodology, model development, empirical study, prototype development 

and implementation of the proposed model, results and discussions, and finally, 

conclusions and future work. A brief description of each chapter is presented as 

follows: 
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Chapter 1: Introduction 

The first chapter presents the overview and background of the research including the 

problem statement, research objectives, research scope and significance of the study. 

Thesis organization of the study is the end of chapter one. 

Chapter 2: Literature Review 

This chapter details out the literature review undertaken for the purpose of the 

research. Discussions regarding determinants in BDA implementation followed by the 

theory of the study are included. Past literatures are reviewed and discussed together 

with the variables related to the BDA implementation model, and consequently, the 

research gaps are highlighted. 

Chapter 3: Research Methodology 

This chapter explains the research methodology and statistical techniques adopted and 

used in the study. This chapter established the positivism research approach, 

quantitative method and survey design that includes research design, the procedure of 

the sample, data collection methods and research instrument. This section presents in-

depth analysis of the expert opinion and the empirical evaluation of theoretical model. 

The research activity continues with a pilot study. Based on the data collected in the 

pilot study, the chapter discusses the validity and reliability of the survey instrument 

used before it can be used in the actual study. The research then continues with the 

development of the prototype, the implementation of the proposed model and the 

validation of the model by experts and BDA users. 

Chapter 4: Model Development 

This section discusses the development of the hypothesized model and the eleven 

research hypothesis. 

Chapter 5: Empirical Study  

This section presents the assessment of measurement and structural model using the 

Partial Least Square of Structural Equation Modelling (PLS-SEM) approach. This 

chapter presents detailed discussion on the findings of this study that include the 

significance of the relationship among the proposed constructs. 

Chapter 6: Prototype Development and Implementation of the Proposed Model 

This chapter illustrates the prototype design of the detailed steps involved in the 

development process, which include the prototype design, system architecture, 

module development, software requirement, and the prototype user interface design. 

It also presents the findings of the implementation framework for validating the 
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proposed model alongside evaluating the BDA implementation in the field of study. 

The implementation framework consists of the integration of the determinant from the 

revised model in Chapter 5, and then it continues with the evaluation process of the 

factors affecting the successful BDA implementation, which encompasses task 

assignment, assessment, AHP analysis, and finally the presentation of the assessment 

results. 

Chapter 7: Results and Discussions 

This chapter describes the results and findings of the implementation framework based 

on the verification and validation of the proposed model by the experts, followed by 

the evaluation involved during the testing of the prototype using the system usability 

scaling. This chapter concludes the discussion of the overall research.  

Chapter 8: Conclusions and Future Work 

This chapter presents the conclusion, theoretical and practical contribution of this 

research. It also presents the limitations and future directions of the study. 
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