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The exponential accumulation of digital information in the form of business or
public data has brought with it great challenges about how to extract more value
from data. Individuals and organizations can no longer rely on human review
and extraction of useful data or ideas from huge volumes of digital data because
it is time-consuming to identify useful ideas within a large amount of textual
information. The idea is an important component in the information retrieval
and plays a key role in Idea Mining (IM) from unstructured text. An idea has
been defined as a pair of problem and solution (or a pair of mean and end) within
the same context. IM is introduced as an automatic process of mining new and
innovative ideas from unstructured text by using text-mining tools. Nowadays,
many companies have invested in Text Mining (TM) technology to discover hidden
valuable information from unstructured text, which is very important for decision-
making.

Though there is no doubt about great ideas hidden within the huge public and
business data, technically speaking, the major challenge is the idea characteriza-
tion and reasoning. The traditional formation of ideas relies on identifying an
individual idea either as a pair of the unknown solution to a known problem or
known solution to an unknown problem. Then the idea mining identifier of this
model makes a textual comparison between a new text (i.e., input query) and
the collection documents. The output of the comparison should be in the form of
unknown words and known words. known words refer to the terms that appear
in both new text and collection documents. While the unknown words refer to
the terms that only appear in the new text and has no matches in the document
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collection. Identification of ideas is then made according to the balancing between
known and unknown words.

However, this existing approach models the problem as an information retrieval
problem, which relies on retrieving part of a text that potentially contains the
pair of the unknown solution to a known problem (or known solution to the un-
known problem). In other words, this existing approach of idea characterization is
syntactical, and it lacks characterization of semantic relationships between terms
in the new text and collection documents. We believe that considering the se-
mantic dimension of examined words would contribute to improving the degree of
balancing between known and unknown words. This is accomplished by the pro-
posed balancing model that relies on characterizing the text as a triple of known,
SynWord, and unknown terms.

The main aim of this research is to propose an idea mining model using a syn-
tactic approach to extract the overlapping relations between terms that are not
appearing in the matching process. It works by comparing part of the abstract
with other text as a context text to find pairs of similar texts from the abstract
and the context text. The (known, unknown, and SynWord) model is proposed
to consider the semantic balancing between candidate text and description text.
SynWord words in the proposed model refer to the terms that only existed in
the query and not syntactically detected in the documents being searched, but
there is a semantic relation between these words with the terms in the target
documents. The processing of the standard idea mining framework is modified
according to the new proposed balancing model. In contrast to the previous re-
search, characterizing the SynWord attribute would help to characterize more
candidate ideas effectively. The mean average precision is used in idea mining
measurements and has achieved an overall MAP of (0.967) for identifying the
idea which is comparatively better than the other approaches.

Furthermore, this research seeks to identify the pairs of text with similar and
redundant content at higher ranks. Thus, this thesis attempts to improve the
performance of the model by incorporating dissimilarity measure in the idea min-
ing measurement to discriminate the redundancy in the text. The effectiveness of
the measure is evaluated and the result is promising, showing that the proposed
model can be more effective.

In addition, this research assumes that the text position within the abstract has a
potential to be an effective feature for mining ideas. Therefore, this study investi-
gates the impact of text position on the effectiveness of the idea mining method.
In particular, modeling the text position measure is proposed by modifying the
existing approaches to incorporate the weighting position method in the idea min-
ing measurements. The proposed model enables calculating the importance of the
position of the candidate idea based on the derived rules. Based on the observed
results, applying rules in SynWord model achieved a MAP score of (0.967) which
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showed that the conclusion section in the abstract has a higher chance to contain
the idea as compared to the introduction and body sections.
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Pengumpulan data eksponen dalam maklumat digital yang berbentuk data per-
niagaan atau data awam telah membawa kepada cabaran yang besar tentang
bagaimana cara untuk mengekstrak nilai yang lebih di dalam sesebuah data. In-
dividu dan organisasi tidak lagi bergantung kepada semakan dan pengekstrakan
data atau idea berguna daripada jumlah data digital yang besar kerana ianya
mengambil masa yang agak lama untuk mengenal pasti idea-idea tersebut dalam
jumlah maklumat teks yang banyak. Idea ini merupakan komponen yang penting
dalam capaian maklumat dan memainkan peranan utama dalam Idea Perlombon-
gan (IM) daripada teks yang tidak tersusun. Sesebuah idea ditakrifkan sebagai
masalah dan penyelesaian (atau makna dan had) dalam konteks yang sama. IM
telah diperkenalkan sebagai proses automatik bagi melancarkan idea-idea yang
baru dan inovatif dari teks yang tidak berstruktur dengan menggunakan alat pe-
nambangan teks. Pada masa kini, banyak syarikat telah melabur dalam teknologi
Perlombongan Teks (TM) untuk menemui maklumat berharga yang tersembunyi
daripada teks yang tidak berstruktur di mana ianya sangat penting dalam pem-
buatan keputusan.

Walaupun semestinya tiada keraguan tentang idea-idea hebat yang tersembunyi
dalam data awam dan data perniagaan yang besar ini, secara teknikalnya, cabaran
utama adalah pencirian idea dan pemikiran. Pembentukan idea tradisional
bergantung kepada pengenalpastian idea individu sama ada sebagai penyelesa-
ian yang tidak diketahui kepada masalah yang diketahui atau penyelesaian yang
diketahui kepada masalah yang tidak diketahui. Seterusnya pengecaman idea per-
lombongan dalam model ini membuatkan perbandingan tekstual antara teks yang
baru (iaitu, permintaan input) dan pengumpulan dokumen. Hasil perbandin-
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gan mestilah dalam bentuk perkataan yang tidak diketahui dan perkataan yang
diketahui. Perkataan yang diketahui merujuk kepada terma-terma yang muncul
dalam kedua-dua teks dan koleksi dokumen yang baru manakala perkataan yang
tidak diketahui merujuk kepada istilah yang hanya muncul dalam teks baru dan
tidak mempunyai padanan dalam pengumpulan dokumen. Pengenalpastian idea
kemudian dibuat mengikut keseimbangan antara perkataan yang diketahui dan
tidak diketahui.

Walau bagaimanapun, pendekatan yang sedia ada ini telah memodelkan masalah
sebagai masalah pengambilan maklumat yang bergantung kepada pengambilan
sebahagian teks yang berpotensi mengandungi pasangan penyelesaian yang tidak
diketahui dengan masalah yang diketahui (atau penyelesaian yang diketahui kepa-
da masalah yang tidak diketahui). Dalam erti kata yang lain, pendekatan yang
sedia ada mengenai pencirian idea ini adalah sintaksis, dan ianya tidak mem-
punyai ciri-ciri hubungan semantik antara istilah dalam teks baru dan dokumen
pengumpulan. Kami percaya dengan mengambil kira dimensi semantik dalam
perkataan yang telah diperiksa akan menyumbang kepada peningkatan tahap
pengimbangan antara perkataan yang diketahui dan tidak diketahui. Hal ini da-
pat dicapai dengan model keseimbangan yang telah dicadangkan dimana ianya
bergantung kepada ciri teks iaitu diketahui, SynWord, dan istilah yang tidak dike-
tahui.

Tujuan utama penyelidikan ini adalah untuk mencadangkan model perlombongan
idea dengan menggunakan pendekatan sintaksis untuk mengekstrak pertindihan
hubungan antara syarat yang tidak terdapat dalam proses yang sepadan. Ia
berfungsi dengan membandingkan sebahagian daripada abstrak dengan teks lain
sebagai teks konteks untuk mencari pasangan teks yang sepadan dari abstrak dan
teks konteks. Model (yang diketahui, tidak diketahui, dan SynWord) dicadangkan
untuk mempertimbangkan keseimbangan semantik di antara teks calon dan teks
penerangan. Perkataan SynWord dalam model yang dicadangkan merujuk kepa-
da istilah yang hanya wujud dalam pertanyaan dan tidak secara sintetik dikesan
dalam dokumen yang dicari, tetapi terdapat hubungan semantik antara perkataan
ini dengan istilah dalam dokumen sasaran. Proses rangka kerja perlombongan
idea yang menepati piawaian diubah suai mengikut model keseimbangan yang
baru. Berbeza dengan penyelidikan terdahulu, ciri-ciri SynWord akan membantu
mencirikan lebih banyak idea lain. Purata ketepatan purata (MAP) telah digu-
nakan dalam ukuran perlombongan idea dan mencapai MAP keseluruhan (0.967)
untuk mengenal pasti idea yang lebih baik daripada pendekatan lain.

Selain itu, kajian ini bertujuan untuk mengenal pasti teks yang mengandungi
kandungan yang sama dan berlebihan di peringkat yang lebih tinggi. Oleh itu,
tesis ini dibuat untuk meningkatkan prestasi model dengan memasukkan ukuran
ketidaksetaraan dalam ukuran perlombongan idea untuk membezakan kelebihan
dalam teks. Keberkesanan langkah ini dinilai dan hasilnya menunjukkan bahawa
model yang dicadangkan lebih efektif.
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Di samping itu, kajian ini mengandaikan bahawa kedudukan teks dalam abstrak
mempunyai potensi untuk menjadi ciri yang berkesan bagi idea perlombongan.
Oleh sebab itu, kajian ini akan menyelidik kesan kedudukan teks dalam menguji
keberkesanan kaedah perlombongan idea. Secara khususnya, model ukuran
kedudukan teks telah dicadangkan dengan mengubahsuai pendekatan sedia ada
untuk memasukkan kaedah kedudukan pemberat dalam ukuran perlombongan
idea. Model yang dicadangkan ini membolehkan mengira kepentingan kedudukan
idea berdasarkan syarat yang diperolehi. Berdasarkan hasil yang diperhatikan,
peraturan yang digunakan dalam model SynWord mencapai skor MAP (0.967).
Keputusan menunjukkan bahawa bahagian kesimpulan mempunyai peluang yang
lebih tinggi untuk kandungan idea berbanding dengan pengenalan dan bahagian
tubuh dalam abstrak.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Innovation has become the key to the success of many organizations or nations in
order to be competitive in the real world. It is driven by the capability of its mem-
ber or citizen to generate an interesting idea and making it work. Brainstorming
has been used as an effective idea generation technique for decades (Kudrowitz
and Wallace, 2013). However, it is both expensive and challenging creative pro-
cess to discover interesting ideas in order to solve a problem or to assist in decision
making. In the process, textual resources such as scientific publications and the
Web have been utilized as the source for the idea (Thorleuchter et al., 2010c;
Thorleuchter and Van den Poel, 2013b).

Idea mining (IM) is an interesting field in the areas of information retrieval (IR)
due to the growing need to automatically extract information from text. It is
introduced as an automatic mining of new and innovative ideas from unstruc-
tured text by using text-mining tools (Hotho et al., 2005). Nowadays, many
companies have invested in text mining (TM) technology to discover hidden data
from unstructured text. The goal of the text mining is to filter out meaningless
terms, process the significant information, and extract the concept of terms latent
within text or document using techniques from IR (Manning et al., 2008a), infor-
mation extraction (IE) as well as natural language processing (NLP) (Aggarwal
and Zhai, 2012). Moreover, text mining techniques can also assist researchers to
do the analytical process, such as feature selection, text classification, summariza-
tion, clustering, the topic identification, and information mapping (Tseng et al.,
2007).

Mining latent ideas from texts that might be able to solve existing problem are
very important for decision-making. However, it is time-consuming to identify
potential ideas from the huge textual information while only a few of them might
be relevant to a current decision problem. The implication of the term’s meaning
and it’s relation to other terms which represent the idea should be determined to
improve the identification of new ideas. Efficient methods are required for mining
and extracting ideas from documents and corpus. The main aim of this thesis is
to propose an idea mining model using a syntactic lexicon approach to extract
the overlapping relations between terms that are not appearing in the matching
process.

The idea mining identifier compares a textual pattern from a new text to all
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textual patterns from the given context information. It uses several parameters for
the classification decision. This existing approach is taken over from psychology
and cognitive science and follows how users create ideas. In order to realize
the processing, methods from text mining and text classification (tokenization,
term filtering methods, Euclidean distance measure, alpha cut method, etc.) are
used and combined with a new proposed measure for mining ideas. The different
measures that are proposed for the mining of the idea in contrast to the previous
work will effectively characterize the idea based on the relationships between the
selected terms.

The aim of idea mining (IM) is to identify and retrieve data from natural language
text. Idea mining model is much more manageable that extracts the information
from the text and presents them to the user instead of returning a link to a docu-
ment. Idea mining is introduced by (Thorleuchter et al., 2010c) as an automatic
process of mining ideas from the new text provided by the user and evaluate them
concerning their ability to solve the problems described in the document collec-
tions. Therefore, specific idea mining measures model (known/unknown) terms
as to be well balanced based on their co-occurrence in text pattern. The balanc-
ing measure of known and unknown terms is considered to be the backbone of
extracting new idea field and idea mining is highly depending on the comparison
between these terms. As shown in Figure 1.1, the overlapping between terms in
idea text and context text.

Figure 1.1 : The venn diagram of the overlapping of terms in idea text
and context text

In this thesis, mining idea model using a syntactic lexicon approach to extract the

2
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overlapping relations between terms is proposed. The new model will consider the
semantic balancing between terms in both query and documents to characterize
more attributes that would help to compose more candidate ideas effectively.
On the other hand, new idea mining measurements will be used to measure the
position of the idea from the text as an added value to improve the performance
of idea mining process in data-intensive domains.

1.2 Research Motivation

Today, a huge amount of textual information is accessible which covered different
topics, and it could be a valuable source for decision makers because it consists
of many interesting ideas, which possibly are relevant to solve a current decision
problem. However, it is time-consuming to identify these ideas within a large
number of user’s contents within the text for the human experts. This is because
the expert has to scan all the relevant texts for the occurrence of interesting ideas.

This research aims to help users extract relevant information which is formed
as an idea from large data collections. These ideas probably are valuable for
producers as well as for researchers and developers. This is because they can lead
to a new product development process or new research contribution. Another
interesting motivation is to investigate the feasibility of employing text position
as an additional feature for idea identification, which is not considered in the
related works.

1.3 Problem Statement

Mining idea research is still in primary development; it still needs to develop new
models to represent individual ideas that have features that make the mining
process very effective and efficient. Features used in existing idea models are very
limited, and it does not cater for mining ideas very accurately.

The traditional formulation of ideas is based on studies in psychology (Rohpohl,
1996), it depends on identifying an individual idea either as a pair of mean and
purpose (Thorleuchter, 2008), problem and solution (Liu et al., 2015b), request
and known terms (Dinh et al., 2015) or as events and their relations (Wang and
Ohsawa, 2013). The existing idea mining identifier makes a textual comparison
between input query and the collection documents to produce a text in the form of
unknown words and known words (Thorleuchter et al., 2010c). Similar research in
(Thorleuchter and Van den Poel, 2013b) proposed an idea web mining approach of
finding dissimilarity of text terms between a problem description and a problem
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solution idea. Identification of ideas is then made according to the balancing
between known and unknown words.

Furthermore, these existing approaches model the problem as an information
retrieval problem, which rely on retrieving part of a text that potentially contains
the pair of unknown solution to a known problem (or known solution to unknown
problem).

The research in (Thorleuchter and Van den Poel, 2015) combined the idea indi-
cation (weak signal analysis) with idea mining to filter the ideas using semantic
clustering (LSI). However, this work is limited to recognize the low information
content that neglected further text that could represent ideas. In other words,
these existing approaches of idea characterization are syntactical, and they lack
characterization of semantic relationships between terms in the new text and col-
lection documents.

A study on idea discovery through data synthesis proposed a dynamic process of
idea discovery to turn data into scenario maps by clustering the eliciting human
insights (Wang and Ohsawa, 2013). Whereas Liu et al. (2015b) tended to extract
noun-phrases within the titles and abstracts of the publications and claiming that
the noun-phrases are sufficient to represent candidate ideas using n-grams model.
Christensen et al. (2017) proposed a classification method to automatically detect
text as an idea or none idea in online communities using machine learning and
text mining techniques.

Typically, all approaches above are based on the classical Bag-of-Words model
where each term is an independent feature. We believe that one of the problems
with the existing models lie in the text pattern where the redundant text is most
likely to emerge. The existing model retrieved a redundant text from context text
where these redundancy affect the selection of the most appropriate candidate
idea. Redundant text pattern would compromise the effectiveness of the ranking
due to the repetition of the text patterns.

Furthermore, the model is considered noisy, and it would not lead to extracting
enough ideas because it ignores the relationships between words in the extrac-
tion process of the text pattern set, which would be restricted to using limited
text pattern set. Based on the literature, no attempt was made to exploit the
overlapping relations between terms in the idea matching process.

In addition, one of the greater challenges of idea extraction is the huge number
of context text, and the scientific paper’s domain is one of the data-rich domains.
The scientific papers have systematic structure, and that allows some parts to
contain the idea. The existing of the idea can be resided in certain part within
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the structure. However, most of the studies did not simultaneously examine the
effect of the idea position within the text. The research problems are addressed
as follows:

• The idea mining model is considered noisy, since the measurement depends
on known and unknown words. Some of the known words are semantically
related to some of the unknown words, however, the semantic relationships
between (known & unknown) words were not considered (Thorleuchter et al.,
2010c; Thorleuchter and Van den Poel, 2013b).

• The existing models depend on the related pair of text patterns by apply-
ing the Euclidean distance measure, as such, the redundant text is most
likely to emerge on the top of the ranking results. However, the redundant
text patterns would compromise the effectiveness of the ranking due to the
redundancy of the selected pairs (Thorleuchter et al., 2010c,d).

• Based on the prior study, scientific papers have systematic structure and
the idea could be located in certain position of texts (Alksher et al., 2018).
The positions of the text patterns within the original text has not been
considered as a feature in the existing models (Thorleuchter et al., 2010c).
The characteristic terms values that represented by the sub measure mc is
introduced in existing models but has not been considered (Thorleuchter
and Van den Poel, 2013b).

1.4 Research Objectives

The primary goal of this research work is to propose a new approach for improving
the automatic idea mining from the text. The following objectives are set to
accomplish this.

1. To incorporate lexical relation among known and unknown terms by propos-
ing a novel idea measurement in idea mining.

2. To propose the dissimilarity model between idea text and context text for
eliminating the effect of redundancy.

3. To incorporate the position of the text for idea identification to improve the
effectiveness of idea mining measurement.
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1.5 Research Scope

Nowadays, the scientific publication is attested an abundance, which would be a
challenge for searchers to follow up on what is published. In this research, scientific
corpus such as retrieval of scientific research papers, particularly abstracts are
used. It is reasonable to focus on the abstract for identifying the idea from the
text since it has always been an important part of science research and written
systematically based on a certain structure that makes it easier for a human to
identify the idea. The abstract is usually self-contained, and the most important
information discussed in the paper are summarized in it. In reality, the majority
of readers consider the abstract as the important part of the paper to be viewed
when they search for potential idea (Andrade, 2011). Researchers publish their
ideas and results by publishing their works, as well as consult the literature to
keep them aware of what is going on in their field (Lawrence et al., 1999). The
most attention in this research is to characterize the feature of the idea within
abstracts since it performs extraction process at a finer level.

In this study, the maximum length of non-stopword to create the text pattern is
sit to 8. For this, the text patterns should not be too small so that they contain
all terms representing a new idea. Also, text patterns should not be too large so
that only terms occur in the text patterns that are related to the new idea.

The limitation of this model is to focus on the English language because analyzing
English texts with text mining methods is standard. Furthermore, The definition
of the potential ideas are derived from the technique philosophy (Rohpohl, 1996)
as consists of several terms that are not previously known by discovering the
relationship between them and can be identified using text mining and text clas-
sification methods.

1.6 Significance of Study

The significant gain of this research is reflected in promoting assistance to establish
a system that is useful in the following:

• Easily extracts embedded ideas from scientific publications.

• Automated extraction technique of identifying ideas and overcome the in-
consistencies in the manual evaluation.

• Model the idea characteristic by considering the semantic balancing between
query and document.
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• Model the content of the idea semantically helps to mine the idea by for-
mulating the textual pattern.

• Determine the implication of the term’s meaning, and it’s relation to other
terms semantically to improve the measurements and identify new ideas
with better performance.

• Detect relevant ideas among the large amount of textual information which
helps strategic planners to consider future impacts on their strategic decision
by time.

1.7 Research Contribution

The contributions of the proposed research are obvious as follows:

• Proposed an enhanced idea mining model that defines new attributes for
lexically-active idea mining process.

• The construction of formally built dataset for idea mining from research
publications.

• The development of a new mathematical model to improve the balancing
complexity of the idea mining process.

• The development of idea positioning approach to improving the performance
of IM process.

1.8 Thesis Organization

This thesis is divided into seven chapters as depicted in Figure 1.2. The detailed
description of each chapter is presented as follows:
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Figure 1.2 : Organization of the thesis

Chapter 1 introduced the introduction, motivation, problem statement, ob-
jectives, contribution to the research and concluded in the organization of the
thesis.
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Chapter 2 highlights the research motivation by giving an overview of related
research and try to position this work therein. The important concepts and ter-
minology in information retrieval that complete the understanding of idea mining
and how others have approached it are reviewed in this chapter.

Chapter 3 provides the overall methodology with a detailed framework for the
description of the proposed automated idea mining system.

Chapter 4 tackles the problem of characterizing the idea through defining new
attributes by exploring a lexicon approach based on semantic relationships be-
tween words.

Chapter 5 highlights the mathematical model used to combine all the param-
eters of the idea mining measurements. This chapter focuses on the effects of the
similarity attribute computed with the multi-balancing measure as to be included
in the set of idea mining measurements. The cosine similarity is presented as
an efficient attribute that will make use of the model parameters to improve the
performance of the proposed model.

Chapter 6 focuses on the feasibility of employing position as an additional
feature for idea identification to improve the performance of idea mining process.

Chapter 7 concludes the overall research work and followed by directions for
future work.

1.9 Summary

This research is an integration of information retrieval and information extraction
and highly contributes to identify the useful ideas based on lexical context. This
chapter presents the essence of the thesis; issues faced the motivation for this
work and the main contributions. In the next chapters, more details will be given
to the techniques, models and the experimental analysis.
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