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In recent times, with the rapid development of cloud computing has affected to 

energy consumption which gives negative impact towards the environment through 

production of carbon dioxide. A decentralized Locust-inspired scheduling algorithm 

(LACE) is one way to minimize the level of energy consumption in cloud 

datacenters. LACE algorithm is used to schedule and optimize Virtual Machine 

(VMs) allocation across the servers according to behaviour obtained from locust 

nature. LACE migrate the VM from under loaded server to other overloaded server 

in order to decrease the total number of running server. The running servers can be 

shut down and save the energy used. In the benchmark paper, the result of 

implementation of LACE algorithm in 400, 600, 800 and 1000 servers were plotted 

at different graphs. No comparison between the results has been made into one 

graph. Moreover, the implementation of LACE algorithm in datacenter consisting of 

400, 600, 800 and 1000 servers only were created. It does not consider the LACE 

algorithm implemented in huge number of server in one Cloud datacenter. So, the 

objective for this paper is to evaluate the results in the benchmark paper and to 

evaluate the implementation of LACE algorithm in a huge number of servers within 
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one cloud datacenter. LACE algorithm is executed in 1000, 2000, 3000 and 4000 

servers to see the performance in Cloud datacenter. Cloudsim is used as Discrete 

Event Simulation tool and Java as coding language to evaluate LACE algorithm. The 

performance metrics are measured is energy consumption. The result show that if the 

request is high, the amount of energy consumption decrease because more number of 

migrations occur and more running servers used can be shut down. At low request, 

there is no any significance effect the level of energy consumption between the 

distinct number of servers since less number of migration occur.   
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Pada kebelakangan ini, dengan perkembangan pesat pengkomputeran awan telah 

memberi kesan kepada penggunaan tenaga yang memberikan impak negatif terhadap 

alam sekitar melalui pengeluaran karbon dioksida. Algoritma penjadualan 

terinspirasi belalang (LACE) adalah salah satu cara untuk meminimumkan tahap 

penggunaan tenaga di datacenters awan. Algoritma LACE digunakan untuk 

menjadualkan dan mengoptimumkan Peruntukan Mesin Maya (VM) di seluruh 

pelayan mengikut tingkah laku yang diperolehi daripada sifat belalang. LACE 

memindahkan VM dari bawah pelayan yang dimuat ke pelayan yang terlalu banyak 

untuk mengurangkan jumlah pelayan yang sedang berjalan. Pelayan yang sedang 

berjalan boleh ditutup dan menyimpan tenaga yang digunakan. Dalam kertas 

penanda aras, hasil pelaksanaan algoritma LACE dalam 400, 600, 800 dan 1000 

pelayan telah diplotkan pada grafik yang berbeza. Tiada perbandingan antara hasil 

yang dibuat menjadi satu graf. Selain itu, pelaksanaan algoritma LACE di datacenter 

yang terdiri daripada 400, 600, 800 dan 1000 server hanya dibuat. Ia tidak 

menganggap algoritma LACE dilaksanakan dalam jumlah besar pelayan dalam satu 
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pusat data Awan. Oleh itu, matlamat untuk kertas ini adalah untuk menilai hasil 

dalam kertas penanda aras dan untuk menilai pelaksanaan algoritma LACE dalam 

sebilangan besar pelayan dalam satu pusat data awan. Algoritma LACE dijalankan 

pada 1000, 2000, 3000 dan 4000 pelayan untuk melihat prestasi di pusat data Awan. 

Cloudsim digunakan sebagai alat Simulasi Acara Diskret dan Java sebagai bahasa 

pengekodan untuk menilai algoritma LACE. Metrik prestasi diukur adalah 

penggunaan tenaga. Hasilnya menunjukkan bahawa jika permintaan itu tinggi, 

jumlah penggunaan tenaga berkurangan kerana lebih banyak jumlah migrasi berlaku 

dan lebih banyak pelayan berjalan yang digunakan boleh ditutup. Atas permintaan 

yang rendah, tidak terdapat sebarang kesan penting terhadap tahap penggunaan 

tenaga di antara bilangan pelayan yang berbeza kerana bilangan penghijrahan yang 

kurang. 
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CHAPTER ONE 

INTRODUCTION 

 

This chapter consists of the background of study, problem statement, project 

objectives and project scope. It provides the description and current issue happen in 

Cloud computing. It also provides the objective and scopes for this project.   

 

1.1 Background Of Study 

 

Cloud computing is a large distribution of computing paradigm driven by scale 

economies in which a pool of virtualized, scalable dynamically, managed the power 

of computing, services, platforms, and storage are delivered on the request to the 

customer via the Internet (Calheiros, Ranjan, Beloglazov, & Rose, 2011). Cloud 

computing trends are expanding as cloud services become a part of our industry. This 

is because Cloud computing is a reliable service delivered through a next-generation 

data center that erected on the computing and storage virtualization technology. The 

storage is not set up on the local computer but it operates on centralized facilities 

managed by third-party services (Bakshi, n.d.). The application and data from the 

Cloud are easily accessible and always available to users anytime and anywhere in 

the world. Cloud appears to be an access point for all consumer computing needs. 

 

The growth of cloud computing may lead to some negative impact on our 

environment. High energy consumption is one of the major issues in cloud 

computing. In the cloud, data centers typically use as many energy as 25000 

households (Joy, Chandrasekaran, & Binu, 2016). Recently, the datacenters use 

about 2% of the world's energy output, which produces more than 43 million tons of 

CO2 a year (Arroba, Moya, Ayala, & Buyya, 2015). Moreover, the factor of VM 
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allocation across servers may affect energy utilization. Due to that, cloud 

applications consume large amounts of energy which has resulted in a negative 

impact on the environment due to the emission of carbon dioxide. Therefore, green 

cloud computing is required to protect the environment by reducing energy 

consumption (Kurdi, Alismail, & Hassan, 2018). 

 

Locust-inspired scheduling algorithm is to reduce the amount of energy consumption 

in Cloud datacenter (LACE). In LACE, the scheduling policy is distributed among 

heterogeneous server which each server is responsible for allocation and migration of 

VM. Every running server should work for the maximum VMs number. Then, VM is 

transferred to another server then the idle servers can be turned off to save up the 

energy when the VMs number executed on the server drop to a certain threshold. 

This algorithm is performed based on the behavior of locust phase changes in nature.  

 

The locust behaviour can change flexibly between two opposite phases which are a 

solitary phase and gregarious phase based on the certain condition. The solitary 

phase is the normal phase where locusts live by their own and eat grass when hungry. 

When the number of locusts grows up to its fullness, the phase will change to the 

gregarious phase. The gregarious phase is the phase where each locust becomes 

gluttonous and eat excessively on the grass and sometimes also on weaker locust. 

Then, the locust returns to the solitary phase when the locust population becomes 

less. Both phases happen when the locust finding their food to eat. The solitary phase 

is act as a mapping phase while the gregarious phase is consolidation or migration 

phase in locust nature. These phases can be applied to LACE algorithm which 
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emulates the locust behavior to consolidate VMs into the server then the server turns 

off to become the idle server. 

 

The existing LACE algorithm is implemented in 400, 600, 800 and 1000 servers 

only. In the benchmark paper, the result of energy consumption for 400, 600, 800 

and 100 servers are plotted in distinct graphs. Moreover, it does not consider the 

implementation in huge number of servers. In this work, the results from different 

number of servers are plotted within one graph to evaluate and compare the energy 

efficiency. Besides that, LACE algorithm is implemented in huge number of servers 

in one Cloud datacenter. The LACE algorithm is executed in 1000, 2000, 3000 and 

4000 servers to see the performance in Cloud datacenter. The extensive 

implementation use same number of workloads which 500 to 3700 and same 

parameter settings. This is to evaluate the level of energy consumption between huge 

number of servers in the same environment. 

 

1.2 Problem Statement  

 

The existing LACE algorithm is implemented in 400, 600, 800 and 1000 servers 

within one Cloud datacenter (Kurdi et al., 2018). The number of VMs represent the 

load are 500, 900, 1300, 1700, 2100, 2500, 2900, 3300 and 3700. The results only 

show the performances of LACE algorithm in 400, 600, 800 and 1000 servers to 

determine the level of energy consumption. The main problem is no evaluation or 

comparison between the results of LACE algorithm in datacenter has been made. The 

benchmark paper only considers to show the results in distinct graphs. Moreover, 

no extensive implementation has been made to evaluate the performance of LACE 

algorithm in huge number of servers within one Cloud datacenter in the benchmark 



© C
OPYRIG

HT U
PM

4 

 

paper. The implementation of LACE algorithm need to be executed using same 

number of VMs in huge number of servers such as 1000, 2000, 3000 and 4000. The 

evaluation need to be made to ensure whether the implementation of LACE in huge 

number of servers can decrease the consumption of energy or not. 

 

1.3 Research Objectives 

 

The objectives that can be found in this proposed paper are 

 To compare the results of implementation LACE algorithm in 400, 600, 800 

and 1000 servers within a Cloud datacenter.  

 To evaluate the implementation of LACE algorithm in a huge number of 

servers within one cloud datacenter. 

 

1.4 Research Scope 

 

The scopes that can be found in this proposed paper are 

• Green cloud research area that focuses on dynamic VM allocation in servers 

within one cloud datacenter. 
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