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ABSTRACT 
 

Abstract of this thesis is presented to the Senate of Universiti Putra Malaysia, in 

fulfillment of the requirement for the degree of Master of Computer Science 

 

AN EFFICIENT VM SCHEDULING ALGORITHM TO 

MINIMIZE THE MAKESPAN AND MAXIMIZE THE PROFIT 

 

By: 

AWS FADHIL IBRAHIM 

2019 

Supervisor: MR. AHMAD ALAUDDIN ARIFFIN 

Faculty: Computer Science and Information Technology 

 

Virtual Machines (VMs) in Cloud systems are scheduled to host based on the usage of 

instant resource, namely hosts that are equipped with the highest RAM that is 

available. This is done without taking their long-term and overall utilization into 

account. The main issue of VM scheduling is that, it lowers the performance of a 

system. It is used to schedule tasks for better utilization of resources by allocating 

certain tasks to particular resources at a particular time. VM scheduling in cloud means 

to select the most suitable and outstanding resource attainable for execution of tasks 

or to appoint computer machined to task in such a method that the fulfillment time is 
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reduced as workable.  In this study, we focus on improving the scheduling 

performance of VM, namely on the cost and makespan. The process of VM scheduling 

includes three main processes. The first process is VM cluster formation based on the 

characteristics such as CPU, Memory and bandwidth. The second process is hyper 

analytical task scheduling algorithm, and based on the scheduled task, the policy based 

profit maximization algorithm was proposed in final process. The comparison of the 

performance of proposed work is analyzed through some empirical results. The 

findings have demonstrated that the proposed work has decreased the task scheduling 

makespan significantly and gives high profit compared with the other scheduling 

algorithms. 
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ABSTRAK 
 

 

Virtual Machines (VMs) di dalam sistem cloud dijadualkan untuk menjadi host 

berdasarkan penggunaan sumber segera, dilengkapi dengan RAM tersedia yang 

tertinggi. Ini dilakukan tanpa mengambil kira penggunaan jangka panjang dan 

keseluruhan. Isu utama penjadualan VM adalah ia menurunkan prestasi sistem. Ia 

digunakan untuk menjadualkan tugas-tugas untuk penggunaan sumber yang lebih 

cekap dengan memperuntukkan tugas-tugas tertentu kepada sumber-sumber terpilih 

pada masa tertentu. Penjadualan VM dalam cloud bermaksud memilih sumber yang 

paling cekap dan sesuai untuk menjalankan tugas, atau untuk memperuntukkan tugas 

pada mesin komputer, untuk mengurangkan masa yang diambil untuk penyelesaian 

tugas tersebut. Algoritma penjadualan tugas yang efisien diperlukan untuk 

meningkatkan prestasi sistem. Dalam kajian ini, kami menumpukan perhatian untuk 

meningkatkan prestasi penjadualan VM, terutamanya ke atas kos dan makespan. 

Proses penjadualan VM terdiri daripada tiga proses utama. Proses pertama adalah 

pembentukan kluster VM berdasarkan ciri-ciri seperti CPU, memori dan jalur lebar. 

Proses kedua adalah algoritma penjadualan tugas hyper analytical, dan berdasarkan 

tugas yang dijadualkan, algoritma profit maximization telah dicadangkan dalam 

proses terakhir. Perbandingan prestasi kerja yang dicadangkan dianalisis melalui 

beberapa hasil empirik. Hasil penemuan telah menunjukkan bahawa kaedah yang 

dicadangkan telah menurunkan penjadualan tugas makespan dan memberikan 

keuntungan yang tinggi berbanding dengan algoritma penjadualan yang lain. 
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       CHAPTER 1 

INTRODUCTION 
 

1.1 Overview 

 

While cloud computing is not considered as a recent technology, it however, 

as a concept, symbolizes the collaboration between a number of computers together 

with services, through a network which enables the users to experience a more 

powerful service. Numerous recent technologies and studies have been done to realize 

this concept. 

Cloud computing, as defined by the National Institute for Standard Technology 

(NIST) [1], is a pay-per-use model which assists a shared computing resources pool 

on the access of an available, on-demand, and fitting network, which can be 

provisioned swiftly, and released with minimal interaction of service provider and 

management effort. 

There are three service model types offered by cloud computing, namely 

Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a 

Service (SaaS). Iaas enables the provisioning of computing resources, namely 

computation resources, network, and storage as services. The services offered through 

Iaas model by cloud computing are identical to supplying users with hardware 

resources, for example, Amazon EC2 and Amazon S3. In this computing type, the 

most vital concept is virtualization. Virtual machines on limited hardware are created 

through utilization of virtualization technology to gain higher service user number. 

Virtualization technology enables users to have their own personal hardware which is 
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able to independently function while not hampering with other users. In addition, 

hardware virtualization also grants users in requiring numerous environments of 

hardware. On the other hand, the PaaS model enables the delivery of solution stacks 

and/or computing platforms by cloud providers, which usually consist of operating 

system, database, web server, and programming language execution [2]. The third 

model, SaaS, enables software application to be delivered as services which is utilized 

on a SaaS vendor managed infrastructure [3]. There are four ways of clouds 

deployment [1], which are: 

Private cloud: This type of cloud infrastructure is designated for an 

organization exclusively. This might possibly be overseen by the organization or a 

third party, and can be accessed either on or off the premise. 

Community cloud: Instead of working solely for an organization, this cloud 

infrastructure works by enabling a number of organizations or a community with a 

common set of areas of concerns, such as security requirements, mission, compliance 

considerations, and policy, to share it. This cloud infrastructure may be overseen by 

the organizations or a third party, and can be accessed either on or off the premise.  

Public cloud: This cloud infrastructure is owned by the organization that 

markets cloud services, and provides the service to a large industry group or general 

public.  

Hybrid cloud: This cloud infrastructure consists of a combination between two 

or more clouds that can include public, community, or private. The clouds remain as 

unique bodies, but are linked to one another through proprietary or standardized 

technology which facilitates the portability of data and application, including cloud 

bursting, which assists in load-balancing between clouds.  
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Cloud facilitates the computational resources provisioning by on-demand 

models through virtual machines (VMs), which are set up in a geographically 

distributed provider data centers. Based on the Pay-Per-Use model, the users share the 

customer side computational resources. The system performance is significantly 

impacted by the resource distribution and proper scheduling [4]. 

 Tasks or processes are scheduled based on a set of given requirements and 

algorithm used, acting as a balancing scenario. Scheduling is divided into two types, 

which are static and dynamic. The first type, static, schedules the tasks in known 

environment, which means that there is already a set of information gathered on it, 

namely the tasks complete structure, mapping of resources before execution, and also 

the task execution time estimation. On the other hand, in the second type of scheduling, 

dynamic, relies on both the tasks submitted to cloud atmosphere, and also the current 

conditions of computer machines and systems, before scheduling them. 

Most services in cloud computing is provided by virtualization technique, as a 

majority of cloud providers comply with the user requests by utilizing virtual machines 

(VM). Thus, the VM scheduling efficiency is a crucial task in cloud computing [5]. 

VM scheduling helps in determining on how each resources of physical machines are 

allotted to launch a VM instance [6]. Based on the requirement fulfilled with the 

resources requested, namely RAM, Bandwidth, and memory, VM requests are 

scheduled to the Physical Machines (PM) from a specific Data Center (DC).   

In the recent years, cloud computing has evolved in an improved approach to 

execute the tasks submitted, especially on the flexibility, responsiveness, and 

scalability. On cloud computing, a majority of task scheduling problems and jobs are 

mainly either NP-complete or NP-hard. In the recent cloud computing systems, a 
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majority of rule-based scheduling algorithms, namely deterministic and and exhaustive 

algorithms are widely utilized as they are easy, and straightforward to implement. 

However, the rule-based algorithms are not inadequate to be used for any multifaceted 

or important scheduling troubles, due to the inconsistent results. Thus, this opens an 

opportunity for scheduling algorithms improvement for schemes of cloud computing, 

which in return, has attracted researchers of different areas, mainly on the application 

of modern heuristics. Two or more heuristics are combined in a more comprehensive 

variants of heuristics, to become a solitary heuristic algorithm, which enables a better 

scheduling power. The proposed algorithm, hyper heuristics-based algorithm, 

however, differs from the hybrid heuristic-based scheduling algorithms, which can 

only function through one or two heuristics. Hyper heuristics-based algorithm works 

by combining various heuristic algorithms together. The proposed algorithm is 

particularly essential in leveraging heuristic algorithm strengths, namely Invasive 

Weed Optimization, Artificial Bee Colony, Ant Colony Optimization, and Particle 

Swarm Optimization. 

 

 The current study mainly aims to contribute on group available PMs into 

number of clusters before the allocation. Besides that, this study also aims to provide 

the efficient VM scheduling algorithm that could minimize the make-span of the task, 

and finally find the maximum profit for providers based on the policy. 

 

1.2 Problem Definition 
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 Cloud computing has paradigm that schedules the VM with minimum make-

span and maximum profit, and it is considered as an optimization problem. We need 

to firstly consider both make-span and resource utilization in order to define the VM 

scheduling problem. Make-span is the amount of time needed by the resource to carry 

out the allocation of all VMs. Utilization of VM is defined as how well the resources 

are used in the cloud to maximize the profit for providers. The efficient scheduling 

algorithm should schedule the VM with minimum make-span and maximum profit. In 

this work, the VM scheduling is considered as a problem optimizer, and it is solved 

through multiple optimization technique. 

 How to schedule the virtual machine in cloud to provide improved solution in 

terms of make-span and the profit? 

  To solve the problem, an efficient VM scheduling algorithm is needed to 

provide a better VM scheduling in cloud to reduce the make-span. This study 

introduces novel policy based service model, which aims at maximizing the profit of 

cloud providers.  

 The VM scheduling problem can be defined as follows:  

  Find an optimal solution to schedule a given set of VMs 

 NVMVMVMVM ,,, 21   to a given set of physical machines 

 MPMPMPMPM ,,, 21   

 There are M heterogeneous physical machines for dispatching the VM 

requests.  
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 A VM request set  rq RRRVM ,,, 21Re  is the set of input requests. The VM 

request represents  BMCRi ,,  where C is the number of cores, M is the memory 

and B is the Bandwidth of VM. 

1.3 Objective 

 

 This study mainly aims to develop an efficient scheduling algorithm, that 

effectively minimize the scheduling time i.e., make-span and maximize the profit for 

cloud providers. 

 

1.4 Project Scope 

 

 The proposed VM scheduling works on single cloud environment not for multi 

or distributed environment. 

 

1.5 Motivation 

 

As the hardware resources in the cloud computing system are limited, this 

could contribute to a lower level of performance. Another issue that needs to be 

addressed is how to allocate and boost utilization in cloud computing. While  various 

scheduling algorithms have been introduced [19,21], only a number of them fit the 

cloud, as a majority of them demand a comprehensive prior information of tasks, and 

do not suit dynamic network environments. This is due to the fact that service providers 

can only provide the virtual machines and hardware, while users are the ones that 
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determine the types of tasks executed. The definite workload of a VM generally cannot 

be assessed by the systems before the operation begins, thus, VM scheduling has to be 

carried out using limited information. Besides that, the VMs’ configuration can either 

be fixed in an IaaS system or stays the same. While these types of systems are 

definitely simpler in both implementation and maintenance, they however, are not able 

to fully comply with the demands of the users. In addition, numerous studies that have 

implemented single scheduling and fixed data sets in evaluating their methods’ 

performance, and the major drawback of this practice is that, it will not be able to 

ensure that the system can function efficiently for a prolonged time frame. Thus, to 

solve the issue of VM scheduling in cloud computing, this study proposes a hyper 

heuristic-based scheduling algorithm. 

 

1.6 Organization of Thesis   

 

 The thesis work is composed of five chapters including the Introduction as 

chapter 1.  It explains overview of cloud computing, problem definition, objective and 

scope.  

Chapter 2 describes the related work; this section covers the existing scheduling 

algorithms. 

Chapter 3 presents the methodology of the project, focusing on overview, and 

evaluation metrics of proposed algorithm and implementation details.  

Chapter 4 is concerned with the evaluation for this project, and includes the details 

of the parameters and simulation results.  

Finally, Chapter 5 provides the conclusion and future work. 
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