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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfilment 
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Semantic Question Answering (SQA) accepts natural language question (NL) from 

users and presents the exact answer retrieved from the linked data. It requires three 

disambiguations which are NL question disambiguation, linked data environment 

disambiguation and multi-types of word disambiguation. Firstly, the NL 

disambiguation involves the disambiguation of three meta-mapping aspects which 

are the variation of question pattern, question complexity and linguistic 

terminologies of NL questions posed by users. Secondly, the linked data 

disambiguation involves the disambiguation of another four meta-mapping aspects 

which are the variation of datatype, resource heterogeneity, knowledge-based (KB) 

concept terminology and the variation of structure in the linked data. Thirdly, the 

word disambiguation involves the disambiguation between the linguistic 

terminology and the KB concept terminology. These three disambiguations are 

needed to be addressed simultaneously because through empirical study that had 

been carried out, this research has found that the Simple Protocol and RDF Query 

Language (SPARQL) components are determined by these seven meta-mapping 

aspects.  

Most existing researches modify the question, manually; select only certain patterns 

of NL questions or select only simple questions from the dataset. Moreover, certain 

processes are semi-automated as some SQAs rely heavily on pre-determined lexicon 

knowledge for word disambiguation or manually annotate mapping for the SPARQL 

query constructions. However, the manual or semi-automated process is unable to 

cater for new question patterns posed by users or to adapt the contents in the linked 

data that is ever-changing and incrementally growing. 
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These motivate this research to firstly design the Adaptive-based Natural Language 

Disambiguation (ANLD) model which is integrated with the Linguistic-based 

SPARQL Translation Model (LBSTM), selective (Part of Speech Tagging) POS tag 

extraction technique, composition of syntactic representation technique and model 

matching technique to disambiguate NL questions. Next, this research designs the 

Adaptive-based Linked Data Structure Disambiguation (ALID) model that is 

executed if the output of the ANLD model is not able to retrieve answer from the 

linked data. ALID uses component-based approach and feedback loop approach to 

disambiguate linked data environment and to disambiguate the word ambiguity.  

Precision, recall and f-measure are used as performance metrics to evaluate the 

accuracy of the SPARQL queries which are the outputs of this research. The 

accuracy is evaluated by comparing the constructed SPARQL queries with the 

golden standard results provided by the dataset. These results illustrate that the 

adaptive models are able to perform the three SQA disambiguation abilities 

simultaneously without manual modification. These achievements empower 

autonomous processing of translating NL questions to the SPARQL queries that 

involves users with unpredictable style of question writings against the linked data 

that is incrementally growing in terms of size and complexity.   
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‘Semantic question answering’ (SQA) menerima soalan dalam bentuk ayat daripada 

pengguna dan mempamerkan jawapan yang diambil daripada linked data. SQA 

memerlukan tiga kemahiran disambiguasi iaitu disambiguasi soalan pengguna, 

disambiguasi persekitaran ‘linked data’, dan disambiguasi terminologi. Pertama, 

disambiguasi soalan pengguna meliputi tiga aspek meta-mapping iaitu kepelbagaian 

struktur ayat yang dibina oleh pengguna, kompleksiti soalan dan pemilihan 

terminologi oleh pengguna di dalam soalan. Kedua, disambiguasi persekitaran 

‘linked data’ yang meliputi empat aspek meta-mapping iaitu kepelbagaian 

‘datatype’, kepelbagaian sumber maklumat, terminologi yang disimpan di dalam 

konsep ‘knowledge-based’ (KB) dan kepelbagaian struktur susunan jawapan yang 

terdapat di dalam ‘linked data’. Ketiga, disambiguasi di antara terminologi pengguna 

dan terminologi di dalam KB. Ketiga-tiga disambiguasi ini perlu selesaikan secara 

serentak kerana menerusi kajian empirikal yang telah dijalankan, penyelidikan ini 

mendapati komponen Simple Protocol and RDF Query Language (SPARQL) 

ditentukan melalui tujuh aspek meta-mapping ini. 

Kebanyakan hasil penyelidikan yang sedia ada menyelesaikan masalah ini dengan 

mengubah-suai struktur ayat yang dibina oleh pengguna secara manual: dengan 

hanya memilih struktur ayat yang tertentu atau dengan hanya memilih struktur ayat 

yang ringkas sahaja. Selain itu, proses-proses tertentu adalah berbentuk separa 

automatik kerana sesetengah SQA terlalu  bergantung pada pengetahuan leksikon 

yang telah ditentukan untuk disambiguasi perkataan atau pemetaan ‘annotate’ secara 

manual untuk pembinaan pertanyaan bercirikan SPARQL. Walau bagaimanapun, 

proses manual atau separa-automatik ini tidak dapat memenuhi pola pertanyaan baru 

yang ditimbulkan oleh pengguna atau tidak dapat mengadaptasi kandungan dalam 

‘linked data’ yang sentiasa berubah dan sentiasa bertambah secara berperingkat. 
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Perkara-perkara ini memberi motivasi kepada penyelidikan ini untuk mereka-bentuk 

‘Adaptive-based Natural Language Disambiguation (ANLD) model’ yang 

diintegrasikan dengan ‘Linguistic-based SPARQL Translation Model’ (LBSTM), 

‘selective (Part of Speech Tagging) POS tag extraction technique’, ‘composition of 

syntactic representation technique’ dan ‘model matching technique’ untuk 

mengdisambiguasikan soalan pengguna. Seterusnya, penyelidikan ini mereka-bentuk 

‘Adaptive-based Linked Data Structure Disambiguation (ALID) model’ yang 

diaktifkan sekiranya output kepada ANLD model tidak berjaya mencapai data dari 

‘linked data’. ALID menggunakan ‘component-based approach’ dan ‘feedback loop 

approach’ untuk mengdisambiguasikan persekitaran ‘linked data’ dan disambiguasi 

terminologi. 

 ‘Precision’, ‘recall’ dan ‘f-measure’ adalah penanda arasan prestasi yang digunakan 

untuk menilai ketepatan output penyelidikan ini iaitu SPARQL query. Ketepatan 

output ini boleh dinilai berdasarkan perbandingan SPARQL query yang terbina 

dengan keputusan ‘golden standard’ yang dibekalkan oleh ‘dataset’. Keputusan 

tentang ketepatan output ini menunjukkan bahawa solusi kajian ini mampu 

melaksanakan ketiga-tiga kemahiran disambiguasi SQA secara serentak dan tanpa 

memerlukan pengubahsuaian secara manual. Pencapaian ini memberi kebolehan 

pemprosesan autonomi untuk menterjemahkan soalan bahasa semulajadi kepada 

SPARQL query yang melibatkan pengguna menggunakan gaya penulisan soalan 

yang tidak diketahui. Persekitaran meliputi struktur pembinaan ayat yang tidak dapat 

dijangkakan dan persekitaran ‘linked data’ yang semakin berkembang dari segi saiz 

dan kompleksiti. 
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QT Query Triple 

Resources Multiple knowledge bases 

SCNLP Stanford CoreNLP 

ALID Adaptive Linked Data Disambiguation Model 

SPARQL Simple Protocol and RDF Query Language  

SQA Semantic Question Answering 

ANLD Adaptive based Natural Language Disambiguation 

Model  

URI Uniform Resource Identifier 
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CHAPTER 1 

1 INTRODUCTION 

1.1 Research Motivation 

Linked data uses Resource Description Framework (RDF) that describes the relation 

between two data (Wood et al., 2014). The RDF data models consist of basic units 

known as a RDF triple patterns which consists of subject, predicate, and object. The 

subject and the object are the two data where the relation is described by the 

predicate. The data in the RDF format can be retrieved using Simple Protocol and 

the RDF Query Language (SPARQL) query. Uniform Resource Identifier (URI) 

provides a unique name for each RDF triple (DuCharme et al., 1997). 

Semantic question answering (SQA) is the means to retrieve answer (Shekarpour et 

al., 2015) or formulate answers based on a natural language (NL) question (Hakimov 

et al., 2013) from the linked data. The NL question that is posed by users is 

translated to SPARQL query before executed to the linked data (Lopez et al., 2010). 

The answers are presented to the users in the NL or any other required forms. 

According to (Kaufmann & Bernstein, 2007), users prefer an SQA system that 

accepts an NL question to one that uses keywords, phrases, and a graphical interface. 

Furthermore, keyword-based has lower potential to automatically resolve word 

ambiguity (Gracia & Jorge, 2009) because as stated by Park et al., (2014) the 

keyword-based queries are lack a clear specification of the relations among words; 

which leads to users’ inconvenience because they must perform additional tasks to 

convey the correct context for their question. This statement is supported by (Yahya 

et al., 2013), who found that SQA systems promote users’ convenience by 

discovering relevant information in the linked data.  

Based on review of literature that have been carried out (Hakimov et al., 2015; 

Shekarpour et al., 2015; Lopez et al., 2012; Kim & Cohen, 2013; Yahya et al., 

2013A; Park et al., 2014; Yahya et al., 2013B; Lopez et al., 2007; Damljanovic et 

al., 2011; Hakimov et al., 2012; Habernal & Konopík, 2013; Hakimov et al., 2013; 

Vandic et al., 2012; Luo et al., 2014; Dong et al., 2017; Zafar et al., 2018; Khashabi 

et al., 2018; Dubey et al., 2018; Abdi et al., 2018; Gardner et al.,  2018), this 

research concludes that the problems in SQA are the three disambiguations of the 

SQA: (1) disambiguate NL questions posed by users, (2) disambiguate linked 

environment such as aggregating data from across heterogeneous resources and 

heterogeneous domain to construct the SPARQL queries, and (3) disambiguate word 

ambiguity (Lopez et al., 2012; Shekarpour et al., 2015). The range of approaches 

have been developed and showed significant advances in handling NL questions 

while querying the linked data. Earlier literature shows that only simple NL question 

can be processed and rewritten into correct SPARQL query by involving the users to 

perform word disambiguation by choosing suitable concept and property names in 
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the linked data (Damljanovic et al., 2011; Unger & Cimiano, 2011). This burdens the 

users and may construct wrong SPARQL queries especially when the users are not 

familiar with the structure of the linked data. Recently, there are very scarce existing 

word disambiguation studies for complex NL questions processing in the SQA. The 

result of an in depth study in the existing SQA system shows that the focus of 

researches in the SQA can be divided into two groups. 

The first group of researcher is focusing on the problem in disambiguating the NL 

question formulations. However, this group does not focus on disambiguating linked 

data environment as they excludes all of the NL questions that involve complex 

linked data structure (i.e., SPARQL query with ORDER BY and FILTER) and also 

does not disambiguate word ambiguity (Hakimov et al., 2015; Dong et al., 2017; 

Abdi et al., 2018; Palangi et al., 2018). In the SQA context, the gap is that each user 

has their own style in writing the NL questions. Different style (ambiguity) in the 

NL question formulations which is unknown during the SQA development time may 

require the same answer from the linked data or may require a completely different 

answer from the linked data. The disambiguation of the NL question formulation can 

be divided into three meta-mapping aspects, namely: pattern variation in NL 

questions, complex NL questions (refer Table 2.5: The criteria of the complex NL 

question), and linguistic terminology which is the terms being used by user in 

formulating the NL question. An adaptive mechanism in natural language processing 

techniques is required as it has the capability to adapt an unknown NL question 

structure by using the disambiguation solution of the most similar question pattern 

that was previously learned (Refer Section 3.2.2). Other than that, new NL questions 

with variety of question patterns often interact with the SQA where these inputs shall 

be made used to bring SQA intelligence closer to reality. The SQA that learns new 

NL question patterns throughout their lifetimes and use such knowledge is beneficial 

for future decision making process. 

The second group of researcher is focusing on disambiguating linked data 

environment and word disambiguation (Shekarpour et al., 2015; Yahya et al., 

2013A; Park et al., 2014; Zafar et al., 2018; Khashabi et al., 2018; Dubey et al., 

2018). However, this group does not focus on NL question disambiguation and the 

complex NL questions are disregarded in their evaluation. Moreover, there are also 

unknown NL question patterns which are unable to be processed in their evaluations. 

In summary, there are three major disambiguation abilities of the SQA that are 

responsible for users’ easy reliance to query the linked data. In like manner 

Kaufmann & Bernstein, (2007) stated that word disambiguation, the complexity of 

the SPARQL query construction and the lack of the SQA systems that are built for 

heterogeneous domains are the major limitations in the SQA system. However, there 

is no other researcher that works in combining the three disambiguations. These 

three disambiguations are needed to be combined because through empirical study 

that had been carried out, this research has found that the SPARQL components are 

determined by seven meta-mapping aspects. The seven meta-mapping aspects (MA) 

are: (MA1) pattern variation in NL question; (MA2) complex NL question; (MA3) 
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linguistic terminologies; (MA4) data type variation (object/data properties); (MA5) 

heterogeneous resource referencing; (MA6) KB concept terminologies; (MA7) 

structure variation in the linked data. Meta-mapping aspects (1)-(3) are derived from 

the NL questions which are unknown during development time. These three meta-

mapping aspects are disambiguated in Chapter 4. Meanwhile, meta-mapping aspects 

(4)-(7) derived from the linked data environment which is also unknown during 

development time. These four meta-mapping aspects are disambiguated in Chapter 

5. Meta-mapping aspects (3) and (6) are linguistic terminologies and the KB concept 

terminologies. These two terminologies may require word disambiguation. 

The seven meta-mapping aspects (MA) can exponentially form thousands of 

different merging meta-mapping scenarios because each user who has his/her own 

style of formulating NL questions and there are ever changing linked data 

environment to be considered in order to construct a SPARQL query.  

Meta Mapping Scenarios =∑(𝑀𝐴1
𝑎 ×𝑀𝐴2

𝑏 ×𝑀𝐴3
𝑐 ×𝑀𝐴4

𝑑 ×𝑀𝐴5
𝑒 ×𝑀𝐴6

𝑓
× 𝑀𝐴7

𝑔
) 

Each meta-mapping scenario shares the same SPARQL template. Thus, it is 

impossible to store thousands of rules or SPARQL templates to cater all meta-

mapping scenarios which lead to the need for adaptive model to adapt SPARQL 

query based on the NL question and the linked data environment. This realisation 

motivates this research to incorporate this adaptive model into the design. 

1.2 Research Problems 

This section elaborates the research problems of this research. There are two 

problems of this research. 

The first problem of this research is the unknown structure of NL questions poses by 

users which involves variation of patterns, multi-criteria of complexity and variation 

of linguistic terminologies. These three meta-mapping aspects need to be addressed 

simultaneously as the meta-mapping scenario determines the SPARQL component. 

There is a lack of SQA method that processes the variation of NL question patterns 

without manual modification, handling multiple criteria of complex NL questions 

(Shekarpour et al., 2015; Yahya et al., 2013A; Park et al., 2014) and addressing the 

selection of linguistic terminologies which distinguish different intentions of the 

users. For example, words can distinguish declarative sentences from interrogative 

sentences; the constructor selects such as “Show, Give or List” in the NL questions 

which indicates that the answer of this NL question returns as a list of results instead 

of one result (Ferre, 2012). Therefore, it is vital to analyse each linguistic 

terminology in an NL question before constructing the SPARQL query for answer 

retrieval. 
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The second problem of this research is the unknown of linked data environment 

which involves variation of datatype of the KB concept, the multiplicity resource 

referencing, the KB concept terminologies, and the variation linked data structure. 

These four meta-mapping aspects need to be addressed simultaneously as the meta-

mapping scenario determines the SPARQL component. The multi-types of word 

ambiguity are also found in NL questions. The existing approaches are semi-

automated as some SQA manually annotate mapping for SPARQL query 

construction (Makris et al., 2010). There also need to disambiguate multi types of 

word ambiguities which are related to linguistic terminologies and KB concept 

terminologies. Based on the interdisciplinary literature review, there are thirteen 

types of ambiguities that can occur in the SQA. The majority of the SQA that has 

been reviewed focused on resolving synonym ambiguity (Kim & Cohen, 2013; 

Yahya et al., 2013A; Vandic et al., 2012; Lopez et al., 2012; Lopez et al., 2010; 

Celikyilmaz, 2006; Hakimov et al., 2013; Yauri et al., 2013). Four SQA systems 

perform multiple types of word disambiguation. (Lopez et al., 2010) performs word 

disambiguation for synonym ambiguity, hypernym ambiguity and meronyms 

ambiguity using Semantic web (owl.sameAs). The remaining three SQAs perform 

word disambiguation for two types of ambiguity respectively. Unger & Cimiano 

(2011) perform word disambiguation for homonym ambiguity and synonym 

ambiguity using a method called Sortal Restriction and ontological reasoning. Kim 

& Baldwin (2013) perform word disambiguation for synonym and sentence 

segmentation using analogy-based interpretation. Yahya et al., (2013A) performs 

word disambiguation for synonym and sentence segmentation ambiguity using 

integer linear program. For example, one of the most recent researches in SQA 

(Hakimov et al., 2015) uses 54 lexical knowledges to manually disambiguate the 

conceptual ambiguity. Meanwhile, Shekarpour et al., (2015) reported on the failure 

to handle queries that require query expansions or query cleaning tasks. 

1.3 Research Objectives 

This section elaborates the research objectives of this research based on the above 

mentioned research problems. Two research objectives of this research are defined. 

1.  To propose an adaptive model to resolve the unknown structure of NL questions 

poses by users that requires simultaneous disambiguation for variations of question 

patterns, multi-criteria of NL question complexities and variations of linguistic 

terminologies (Chapter 4). 

2.  To propose an adaptive model to resolve unknown linked data environment that 

requires simultaneous disambiguation for the variations of datatype, resource 

heterogeneity, placement of subject-predicate-object in the triple pattern, the links 

between related KB concept and multiplicities of the RDF triple patterns. This 

adaptive model is also proposed to disambiguate multi types of word ambiguity 

(Chapter 5). 
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1.4 Research Scope 

The formulated SQA conceptual framework is being integrated with an existing 

adaptive model to handle dynamic software requirements. The following describes 

the research scope for each of the SQA abilities. 

The first SQA’s ability is to understand variation forms of the NL questions posed 

by different users. In general, there are several types of sentences, for example 

declarative, imperative, interrogative, and exclamatory (Hooper, 1980). However, 

the SQA focuses only on imperative sentences and interrogative sentences because 

they are used by a user to ask questions. Both types of sentence can vary in length 

and complexity.  

The second SQA’s ability is to construct the SPARQL query in an uncertain linked 

data environment. In terms of structure variation in the linked data, this research 

handles homogeneous or heterogeneous resource referencing, single or multiple 

triple pattern(s), the placement of subject, predicate and object in each triple patterns. 

However, sensing the requirement to construct multiple triple patterns due to users' 

terminology that requires definition is not the scope of the research. For example, 

“Taikonout” by definition is “Astronaut from China”. By using the word 

“Taikonout”, adaptive model does not sense any un-used terminology given by the 

users. Thus, the adaptive model to construct the second triple patterns of an 

SPARQL query is not executed. 

The third SQA’s ability is to disambiguate word ambiguities. This research handles 

eight ambiguity types including new types of ambiguities, namely: homonym 

ambiguity, lexicon expansion ambiguity, lexicon reduction ambiguity, upper or 

lower case ambiguity, singular or plural ambiguity, semantic similarity/synonym 

ambiguity, space within noun phrase ambiguity, the underscored within noun phrase 

ambiguity. However, disambiguation is only to a certain extend, using semantic 

similarity matching between users' terminology and the linked data concept. The 

ambiguities due to definition and morphology are not within this research scope. 

There are also a few ambiguity types reported in literature but they are not tested 

using adaptive model because these types of ambiguity do not exist in Question 

Answering over Linked Data (QALD) datasets: QALD-2, QALD-3, and QALD-4 

test dataset. 

Furthermore, there are other scenarios of superlative adjective and comparative 

adjective which are not within the scope of this research. This scenario occurs when 

there is a zero-matched between users' terminology and the KB concept. Thus, an 

SQA is required to retrieve answer based on the noun of the NL question for 

example “city”. There is a need for an SQA to apply the SPARQL condition, 

ORDER BY, to sort the results, based on the size of the city, before selecting the 

result which is, also, not within the scope of this research. 
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On the other hand, superlative adjective and comparative adjective are able to be 

processed by this research if the adjective words exist in the linked data. For 

example, “Who was the first to climb Mount Everest?” and “How many inhabitants 

does the largest city in Canada have?” The word “first” and “largest”, are superlative 

adjective and this research is able to construct the SPARQL query using these 

complex words because the system able to retrieve KB concepts “firstAscentPerson” 

and the “largestCity” in the linked data. 

1.5 Research Contributions 

There are four contributions from this research which are: 

The first contribution of this research is an Adaptive-based Natural Language 

Disambiguation (ANLD) Model that is integrated with the Linguistic-Based 

SPARQL Translation Model (LBSTM) for NL question disambiguation. 

The second contribution of this research is an Adaptive-based Linked Data 

Disambiguation (ALID) Model that disambiguates the linked data environment that 

is ever-changing and growing. The ALID model provides the ability for an SQA to 

keep the initial SPARQL query and alter it, at the very least. This is performed by 

sensing specific SPARQL component/element that contradicts with the current 

linked data environment and alters that particular component/element using adaptive 

parameter control and component-based approach (refer Section 2.4.2). The LBSTM 

learns the new meta-mapping scenarios along with the new SPARQL templates for 

future use. Therefore, the same meta-mapping scenario in the future can be resolved 

by the ANLD model which is integrated with the LBSTM.  

The third contribution is the ALID model that able to disambiguate the multi-types 

of word ambiguities without relying heavily on the lexicon knowledge. 

The fourth contribution of this research is the Component-based Evaluation 

Mechanism (CEM). The CEM is capable to become a mean for other SQA 

researchers to identify the exact SPARQL component/element to be fixed. The CEM 

is also an evaluation mechanism in addition to the existing SQA evaluation 

framework that serves to eliminate bias result towards the SQA system which is 

capable to construct most of the SPARQL query parts accurately. 
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1.6 Organization of the Thesis 

This section elaborates the remainder of the thesis. 

The next chapter is divided into 2 major parts. The first part provides literature 

reviews regarding the existing SQA processes and the SQA conceptual framework 

which is proposed based on the literature. The complexity of the NL questions posed 

by users is thus, described. Then, the existing work on the word ambiguities in 

English and the identification of ambiguity types from multidisciplinary literature 

are summarized. Once the word ambiguity types are identified, the word ambiguity 

scenarios and the word ambiguity types that have been resolved in the SQA system 

are identified, too. Next, a review of the advanced disambiguation solutions for the 

SQA systems is presented, and finally, the second part provides literature review on 

adaptive and evolutionary, and in depth study on adaptive model and adaptive 

approaches (Chapter 2). 

The research methodology is described in Chapter 3 while Chapter 4 discusses the 

formulation of the Adaptive-based Natural Language Disambiguation (ANLD) 

model and results of evaluation on the ANLD model are discussed. Chapter 5 

elaborates the new Component-based Evaluation Mechanism (CEM) to identify 

SPARQL components that are constructed by ANLD model that requires further 

enhancement. Then, the Adaptive-based LInked data Structure Disambiguation 

(ALID) model is formulated and results of evaluation on the ALID model, which is 

too, are discussed. Finally, Chapter 6 presents the conclusion and potential avenues 

for future researches. 
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