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Journal of Science & Technology

About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.

Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  

JST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.  

The Journal is available world-wide.

Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.

History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 

After almost 28 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.

Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 

Abstracting and indexing of Pertanika
The journal is indexed in SCOPUS (Elsevier), Clarivate-Emerging Sources Citation Index [ESCI (Web of 
Science)], BIOSIS, National Agricultural Science (NAL), Google Scholar, MyCite and ISC.

Future vision
We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
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Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.

Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 

Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 

Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.

Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.

Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.

The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
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Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:

1. The Journal’s Chief Executive Editor (CEE) and the Editorial Board Members (EBMs) examine 
the paper to determine whether it is appropriate for the journal and should be reviewed. If 
not appropriate, the manuscript is rejected outright and the author is informed. 

2. The CEE sends the article-identifying information having been removed, to three reviewers 
who are specialists in the subject matter represented by the article. The CEE requests them to 
complete the review in three weeks.  

Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions.  
Reviewers often include suggestions for strengthening of the manuscript. Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
field.

3. The CEE, in consultation with the Editor-in-Chief (EiC), examines the reviews and decides 
whether to reject the manuscript, invites the author(s) to revise and resubmit the manuscript. 
The CEE may seek additional reviews. Final acceptance or rejection rests with the CEE and EiC, 
who reserve the right to refuse any material for publication. In rare instances, the manuscript 
is accepted with almost no revision. Almost without exception, reviewers’ comments (to the 
author) are forwarded to the author. If a revision is indicated, the editor provides guidelines 
for attending to the reviewers’ suggestions and perhaps additional advice about revising the 
manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
a rebuttal if there is a need especially when the author disagrees with certain comments 
provided by reviewer(s).

5. The CEE sends the revised paper out for re-review.  Typically, at least one of the original 
reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the CEE in consultation with the EiC and 
EBMs examine their comments and decide whether the paper is ready to be published, needs 
another round of revisions, or should be rejected. 

7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear online in approximately three months. 

The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher. Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the article appears in the pages of the Journal and is 
posted online. 
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Foreword

Welcome to the First Issue of 2020 for the Journal of Science and Technology (JST)! 

JST is an open-access journal for studies in Science and Technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university for the 
benefit of the world-wide science community.

This issue contains 23 articles; one review article and the rest are regular articles. The 
authors of these articles come from different countries namely Malaysia, India, Indonesia, 
Iraq, Phillipines, Pakistan and Iran. 

Adam Linoby and co-researchers from Universiti Teknologi MARA have investigated the 
acute effects of iso-caloric high intensity and moderate-intensity continuous exercise as 
well as high-intensity exercise on subsequent energy intake, appetite score and blood 
glucose for the obese adult population. They concluded that moderate intensity exercise 
and high-intensity exercise played an essential role in negative energy balance by induced 
suppression of appetite and calories intake. Details on this study are presented on page 
279.

Huda Adil Sabbar and colleagues from Iraq investigated the removal efficiency of 
malachite green dye ions by using a bulk liquid membrane, which contained salicyclic 
acid as carrier, sodium hydroxide as extractant and acetic acid as acceptor. The efficiency 
of the system was dependent upon the principal parameters, such as the acceptor phase 
pH, dye concentration and carrier concentration. They revealed that a relatively high 
percentage of removal of malachite green dye (98.4%) were achieved at pH 6 with 20 
mg/L of dye concentration and 12mg/L of carrier concentration. Further details on the 
study can be found on page 353.

A regular article titled “Comparative study on inhibitors comprising aromatic and 
non-aromatic solvents towards flow assurance of crude oil” was published by S M 
Anisuzzaman, Duduku Krishnaiah and Sharmini Nair Prathaban from Universiti Malaysia 
Sabah. Their results showed that the most optimum ratio of inhibitor that gave the 
highest reduction in viscosity of the crude oil was 30% of ethylene vinyl acetate, 30% of 
methylcyclohexane and finally 40% ratio of solvent which was either toluene or butanol. 
Detailed information on this study can be found on page 369.



We anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in reaching new milestones in your own research. Please 
recommend the journal to your colleagues and students to make this endeavour 
meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review 
process involving a minimum of two reviewers comprising internal as well as external 
referees. This was to ensure that the quality of the papers justified the high ranking 
of the journal, which is renowned as a heavily-cited journal not only by authors and 
researchers in Malaysia but by those in other countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, 
reviewers, Editor-in-Chief and Editorial Board Members of JST, who have made this issue 
possible. JST is currently accepting manuscripts for upcoming issues based on original 
qualitative or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Prof. Dato’ Dr. Abu Bakar Salleh
executive_editor.pertanika@upm.edu.my
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Analysis of Velocity Profiles in Rectangular Straight Open 
Channel Flow

Abinash Sahoo1*, Sandeep Samantaray1 and Rosysmita Bikram Singh2

1Department of Civil Engineering, National Institute of Technology Silchar, Assam 788010, India
2Department of Civil Engineering, Veer Surendra Sai University of Technology Burla, Odisha 768018, India

ABSTRACT

This study aims at analysing the velocity profiles in a straight rectangular channel having 
a constant width and depth throughout the channel length. Experiment was conducted 
for five altered depths using the straight rectangular flume in hydraulic flow laboratory 
available at VSS University of Technology, Odisha, India. Furthermore, the distributions of 
stream wise velocity at the different flow depth were computed numerically using hydraulic 
software ANSYS FLUENT 18.1. The results of numerical simulation showed sensibly 
good agreement with experimental data, which was ±10% for both across and along the 
channel of rectangular flume. The Reynolds number in this study lay between10,853 to 
79,000. In case of channel flow, the velocity varied both in longitudinal and transverse 
direction. The isovel lines joining points of equal velocity normally curved upward due to 
the effect of turbulence. Peak velocity was found below the free surface of water. The law of 
logarithmic and power law was applied to study velocity distribution in terms of turbulent 
flow condition. The model could be validated by considering the various parameters of 
flow measurement such as the resultant velocity and the velocity at both horizontal and 
vertical direction. The inclusive idea of this study was to comprehend flow characteristic 
over a plane bed through experimental and numerical simulation methods.

Keywords: ANSYS, logarithmic law, power law, rectangular flume, velocity distribution, velocity profile

INTRODUCTION

The distribution of longitudinal component 
of velocity in a given cross-section is a 
significant parameter in the study of an open 
channel flow to find out various properties 
of flow. Diverse and complex behaviour 
of fluid flow which occurs at a particular 
period generates intricate structures that 
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have to be modelled or solved partially based on time and length scale. Hence a study of 
a consistent mathematical model of velocity distribution is frequently needed. Study of 
velocity distribution pattern indicates there is a rise in velocity consistently with vertical 
distance from bed of the channel. At lower depths of flow, magnitude of velocity is least 
at the bed because of no slip condition while velocity is found to be highest at some point 
below the free surface. When there is an increase in depth, the sequences of greater velocity 
occurs at free surface of the wall.

Bonakdari et al. (2014) developed a 3D Computational Fluid Dynamics (CFD) model 
using ANSYS software to examine flow patterns and the k-ε turbulence closure model 
was applied to resolve turbulence equations. Wake function is unable to detect the action 
of secondary currents and thus is not applicable to 3D flows, as it helps in predicting an 
increasing velocity with distance from the bed. Coles (1956) found that k-ε model took into 
account two equations for isotropic turbulence. Hence, model is inadequate to speculate 
the secondary currents and velocity-dip-phenomenon related to it. Nezu and Rodi (1986) 
and Cardoso et al. (1989) applied the classical log law to determine velocity profile for 
vertical flow in an open channel at a section ξ<0.2{ξ = y/h, is ratio between distance from 
bed(y) to flow depth (h)}. Castro-Orgaz, and Dey (2011) proposed theory of power-law for 
velocity profile for flow under turbulent boundary layer. Naik et al. (2018) used ANSYS-
Fluent software to simulate the model in two phases numerically in a converging compound 
channel. Welahettige et al. (2017) used ANSYS Fluent R16.2 for CFD simulations and 
outcomes were validated with experimental results done in an open Venturichannel. Naot 
et al. (1993) applied Log-wake and power law to narrate flows in two-dimensional open-
channel. Kang and Choi (2006) gave additional advanced RANS equations based on 
anisotropic turbulence models and should be used for prediction of velocity-dip-phenomena. 
Sarma et al. (2000) described velocity distribution taking into consideration velocity dip 
for flow in open channel. They used binary version of velocity distribution, where inner 
section follows logarithmic law and outer section follows parabolic law. Afzal et al. (2007) 
used Velocity profile power law to cover the influence of friction in fully developing zone 
for turbulent pipe and open channel flows. Wilkerson and McGahan (2005) expanded two 
models which help in predicting depth-averaged velocity distributions. Guo and Julien 
(2006) derived modified-log-wake law to predict velocity-dip-phenomenon for flow in 
open channel. Absi (2011) modified this law and proposed another law for velocity profile 
called the full dip-modified-log-wake law and law was semi analytical.

The purpose of this study is to compute magnitude of velocity at various points 
longitudinally and laterally of the rectangular flume, which assists to draw the velocity 
flow profiles that help in studying the velocity distribution and its characteristics. The 
resulting velocity profiles are validated with the universal laws. The results found from 
this computational approach are hence contrasted with the experimental data for better 
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efficiency. The computational way is considerably being used globally due to competency 
and flow complexity, which helps in resolving and modelling instinctively in accordance 
to what the model requires. 

METHODS

Theoretical Consideration

Study from literature suggested that in an open channel the magnitude of velocity is 
maximum at some point below top surface of water. For narrow channels where the aspect 
ratio Ar<5, the occurrence of maximum velocity is below free surface of water. By assuming 
“shear stress is constant”, P-vK (Prandtl-von Karman) law is considered as general form of 
velocity distribution, applied near channel bed. The von Karman constant is modified and 
it can be applied in outer region of flow. P-vK law overlaps with log law at about 20% of 
flow depth and can be used for full flow depth. Log law is strictly applicable to the region 
below 20% of flow depth that may be attributed to the law of the wall (log-law) which is 
often applied to the entire depth. Log law is effective for inner region near the bed, but it 
will be deviated from the laboratory data on the outer layer:

u
u∗

=  
1
k [Ln

y
y0

�   (1)

Where, u = mean velocity in main flow direction
u* =shear velocity
y = upright distance from bed
y0= distance where velocity is hypothetically zero
K denotes the von-Karman constant. For outer region of flow i.e. ξ > 0.2, there is a 

variance of log law from experimental data. So, for two-dimensional flows, this variance 
was adjusted by summing Coles wake function as

u
u∗

=  1
k

[ln y
y0

+  2Πsin2 π
2
y
h

]   (2)

Where h = flow depth
𝛱  = Coles’ wake strength. The expression is called the log wake law, notation П express 

the Coles parameter, denoting the wake function strength. General form of parabolic law 
given by:

u−umax
u∗

= 6.3(1− η
ηdip

 )2   (3)

Where η· = dimensionless distance from bed
η d i p  = dimensionless distance of maximum velocity. 
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On basis of the intersection point, the parabolic law is valid to the free surface which 
ranges from 0.2 to 0.3 for flows in sediment-laden. Later, Coles proposed the limitations 
of the law and validity region for parabolic law. For a narrow channel where the aspect 
ratio Ar<5, peak velocity occurs below free surface of water, resulting in phenomenon of 
velocity-dip-, which involves a variance from log-wake law. Using the laws proposed by 
Coles, velocity profile was validated in this present study.

Experimental Setup

Experiments were conducted utilizing the flume present in the Hydraulics Lab of VSSUT, 
Burla as shown in Figure 1. The experiments were performed in a straight simple rectangular 
flume described below in Figure 2 made of iron whose length is 2.5 m, width 0.3 m, and 
0.3 m deep. The water supply was from a storage sump which was lifted by a number of 
parallel pumps to an overhead tank. From the overhead tank water was carried to the flume 
and discharge was controlled through a valve. The head gate was lifted fully to allow the 
water to enter the flume. Baffle walls were provided in series before the head gate so as to 
decrease the turbulence effect of the incoming water. The Point gauge was first checked 
for its smooth moving over the flume and its least count was noted. The tail-gate was 
responsible to maintain the uniformity of flow which was accumulated in a metal tank, 

Figure 1. Experimental setup in the Lab

Open sump
WATER 

CIRCULATION

Motor Pump

Volumetric Tank

Straight Flume

Overhead Tank
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where the volumetric measurement could be taken. Further it can be redirected to the sump 
and from sump to overhead tank, with a help of a pump installed in the laboratory, thus 
setting a complete re-circulating water supply system to the flume. To attain a steady and 
uniform flow conditions every single experimental run of the flume was done by keeping 
the water surface gradient parallel to the bed slope. 

The flow velocity in the experiment were measured at 9 mid-verticals (x = 0.25, 0.5, 
0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 2.25 m) alongside the flow developing region and 6 mid-
horizontals (y = 0.03, 0.06, 0.09, 0.12, 0.15 and 0.18 m) across the flow developing zone 
across half width of the flow section revealed in Figure 2. This was for a single water flow 
depth. In this way, the same procedure was repeated for multiple flow depths starting from 
bed of the channel (0.06, 0.1, 0.14, 0.18, 0.22 m). 

Figure 2. Plan view of the experimental flume
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Table 1
Details of the experimental conditions

Test 
No.

Flow Discharge, Q 
(cm3/s)

Height, h 
(m)

Aspect Ratio, 
b/h

Froude number 
(Fr)

Reynolds number 
(Re)

1 19.55 0.06 5 0.29 10,853
2 27.2 0.1 3 0.323 21,573
3 38.25 0.14 2.14 0.384 36,404
4 51 0.18 1.66 0.451 54,606
5 67.15 0.22 1.36 0.537 79,000

Table 1 indicates the different heights from channel bed where the velocity 
measurements have been conducted with different aspect ratio. Fr -Froude number = 𝑉 𝑔ℎ⁄
, where V-average velocity, Re -Reynolds number = VR ν⁄  where R-hydraulic radius.
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Depth of flow in rectangular channel was measured through piezometer which was 
static on the traveling bridge and manually functioned. We can note the height of water 
entering into the tank and with the help of a stopwatch we can calculate the time. Dividing 
height by time we obtained the velocity and then multiplying it with the base area of the 
tank we obtained the average discharge. The velocity of the flow was measured at various 
points using a Pitot tube connected to a manometer. While noting velocity readings using 
Pitot tube, Pitot was positioned facing towards the flow direction. After this setup it was 
again turned across flow direction. Along the longitudinal section of rectangular flume pitot 
was moved at 0.25 m intervals in horizontal direction and 0.2h, 0.4h, 0.6h, 0.8h (h-flow 
depth) just below free surface of the respective flow depth in vertical direction. Similarly, 
along lateral section of the flume pitot was moved at 0.03m intervals in horizontal direction 
and 0.2h, 0.4h, 0.6h, 0.8h below free surface in vertical direction as depicted in Figure 
3. As the cross-section of channel was square in shape, velocity was measured from near 
side wall till mid interval of the channel because the magnitude of velocity remained same 
on the other half of the interval. The Pitot tube was firmed to primary scale which had 
least count of 0.1 mm with the Vernier scale. To the right limb of the Pitot the pipe was 
attached to the right limb of the manometer and the left limb of the pitot to the left limb. 
The velocity hence was calculated by formula: 

𝑉 = 2𝑔∆𝐻   (4)

where g -force of gravity, ΔH -water elevation difference in the manometer. 

Figure 3. Detail plan (a) and cross-section (b) of experimental grid where velocity measured
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NUMERICAL MODEL SETUP

A flow through the open channel is dependent on the various features such as bed properties, 
shear resistance and friction. k-ε model is highly adopted model in CFD to simulate 
characteristics of flow in turbulent flow condition. Larocque et al. (2013) proposed k-ε 
model which emphasised on mechanisms that impacted on turbulent kinetic energy. This 
kind of generality is lacking in the mixing length model. Assumptions made for the model 
is ‘the average rate of distortions is alike in all directions’. It is a semi-empirical model 
which depends on model transport equations for turbulent-kinetic energy ‘k’ and dissipation 
rate ‘ε’. Simulation of flow model can be solved in an efficient manner with the help of 
ANSYS (Fluent). The cross-section of the rectangular flume used for the experimental 
purpose is drawn with the help of ANSYS software and is divided into different sections 
with plates placed both in horizontal and vertical directions as revealed in Figure 4 for 
numerical analysis. The fluid flow equation is governed by momentum equation and 
continuity equation. This method is fit for structured as well as unstructured mesh. 

Figure 4. Cross-sectional plates along and across the flow direction

Boundary Conditions

Near wall and channel bed the components of velocity become zero due to effect of no slip 
condition. For the free surface, the boundary conditions are symmetric that is no scalar flux 
takes place across the boundary. The truncation error that arises by stepwise approximation 
can be controlled by providing a very fine Cartesian mesh. Nodes are required for the area 
near the wall and the wake regions. For this case study under consideration the flow domain 
was discretized by the use of structured grid and body-fitted coordinates. The meshing 
details of flume are indicated in Figure 5. Least size of the grid after meshing is 0.2527 
mm and maximum size of the grid is found be 50.55 mm. The maximum face size of the 
flume is kept 25.27 mm. Grid size may vary depending on different model setup.
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Application of Numerical Analysis

In present study, the coupling among velocity field and pressure field is complemented 
by PISO technique, which is pressure implicit splitting operator available in Fluent as 
proposed by (Issa, 1986). Figure 6, 7 and 8 show the velocity distribution in stream-wise, 
vertical, lateral direction and the resultant velocity distribution at 0.25, 1.25 and 2.25 m 
from the head gate for no load conditions as simulated in ANSYS. In the present work, it is 
observed that the results obtained from ANSYS were matching well with the experimental 
data and magnitude of maximum velocity and velocity distribution were virtually equal to 
the results derived experimentally. 

Figure 5. Meshing of the Flume in 3-D ANSYS

u

R

v

w

Figure 6. Contours for stream wise velocity (u), vertical velocity (v), lateral velocity (w), resultant velocity 
(R) at 0.25m from head
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u

R
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w

Figure 7. Contours for stream wise (u), velocity vertical velocity (v), lateral velocity (w), resultant velocity 
(R) at 1.5m from head

Figure 8. Contours for stream wise (u), velocity vertical velocity (v), lateral velocity (w), resultant velocity 
(R) at 2.25m from head
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RESULTS AND ANALYSIS
Plot of stage vs discharge is represented with the data obtained from the experimental 
observations performed in the laboratory as shown below in Figure 10. In the Horizontal 
axis the value represents the discharge in cm3/sec and the Stage of the flow in m is indicated 
in vertical axis in m (i.e. the height of flow). 

The stream wise, vertical and lateral velocity components obtained from the 
experimental set up are revealed in Table 2. The results (the resultant velocity) generated 
from the experimental set up and the numerical analysis is indicated in Table 3. The overall 

Figure 9. Stream-wise velocity in lateral direction at (a) 0.03m, (b) 0.09m, (c) 0.15m from side wall

Figure 9 shows the velocity distribution contours across the flow cross-section at 0.03, 
0.09, 0.15 m from the side walls simulated in ANSYS in no load condition. 

(a)

(b)

(c)
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flow patterns of experimental runs for the rectangular flume are summarized in the graphs. 
In this paper the results for the test 5 i.e. at depth 0.22 m is shown. In similar way the results 
of all the other different depths were found out and put for validation. 

Figure 10. Plot of stage vs discharge

Table 2
Variation of stream wise velocity Vu, vertical velocity Vv, lateral velocity Vw

Stream wise velocity Vertical velocity Lateral velocity
Height Numerical Experimental Numerical Numerical

0.01 0.000915 0.00086 -0.00021 -0.50673
0.03625 0.001122 0.001043 -0.0003 -0.5469
0.0625 0.001305 0.001226 -0.00036 -0.60262
0.115 0.001405 0.001321 -0.0004 -0.63509

0.14125 0.00148 0.001391 0.000105 -0.67234
0.1675 0.001553 0.001459 0.00016 -0.72495
0.19375 0.001494 0.001394 0.000252 -0.72651

0.22 0.001391 0.001294 0.00028 -0.72718

Table 3
Variation of resultant velocity (Vr)

Height Numerical Height Numerical
0.005 0.1 0.05 0.585
0.015 0.2 0.0625 0.602618
0.022 0.281 0.08875 0.624936
0.027 0.37 0.115 0.666846
0.03 0.41 0.14125 0.711448
0.033 0.46 0.1675 0.730029
0.035 0.523 0.19375 0.712568
0.039 0.558 0.22 0.696472
0.044 0.57
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Graphs were plotted using the data extracted from ANSYS by placing plates at 
different intervals for purpose of velocity profile analysis. The numerical data obtained 
were compared to experimental data. Figure 11 shows the comparison of stream-wise 
velocity profile between experimental and numerical results. From the present study, it 
can be seen that magnitude of velocity is maximum at some point below free surface as in 
case of narrow channels which is true for both the experimental and numerical simulation. 
Variations of vertical velocity profile obtained from the numerical simulation are shown in 
Figure 12. It is seen that magnitude of velocity gives negative values to nearly mid height 
with respect to depth of flow and then changes to positive values of velocity (Song and Cox, 
1993; Pittaluga & Imran, 2014). Figure 13 represents the variation of velocity in lateral 
direction. The flow characteristics give all negative magnitude of velocity. 
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Figure 11. Variation of stream wise velocity comparison for numerical and experimental result at (a) 0.25 m, 
(b) 1.5m, (c) 2.25m from head gate
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Figure 13. Variation of Lateral velocity for numerical 
result at (a) 0.25 m, (b) 1.5m, (c) 2.25m from head gate

(a)

(b)

(c)

Figure 12. Variation of vertical velocity for numerical 
result at (a) 0.25 m, (b) 1.5m, (c) 2.25m from head gate
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The variation of resultant velocity profile found out by numerical simulation concerning 
universal laws (Log and Power Law) is shown in Figure 14. It is observed that the 
characteristics of flow profile below 0.2h (h-depth of flow) obeys Log law and above 0.2h 
follows the Power law (Sarma et al., 1983; Castro-orgaz & Dey, 2011).  The R2 values 
from the resulting trend line show that the magnitude of velocity obtained best fit to the 
universal laws. The equation of the two lines is given by ‘y’ which can be clearly indicated 
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y = 0.0207ln(x) + 0.0499
R² = 0.9518

y = 1.3156x5.9404

R² = 0.8811
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Figure 14. Resultant velocity concerning to Log Law and Power Law at (a) 0.25m, (b) 1.25m, (c) 2.25m from 
head gate

as the inner region follows a logarithmic path and the outer region follows an exponential 
path. Figure 15 represents the comparison of stream-wise velocity between experimental 
and numerical results at 0.03, 0.09 and 0.15m from side wall across the flow cross-section. 
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Figure 15. Stream wise velocity comparison for numerical and experimental result at (a) 0.03m, (b) 0.09m, 
(c) 0.15m from side wall
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Analysis

The velocity profile can be broken into two regions such as the inner region, below 0.2h and 
the outer region, above 0.2h (where h=depth of flow). Velocity profile can be demonstrated 
by the law of logarithmic distribution and with the help of a power law distribution up to 
the point of maximum velocity. As per universal velocity profile laws, the region below 
0.2h always follows logarithmic law and the region above 0.2h follows power law. The 
experimental data and the numerical data extracted show that the velocity profile drawn 
here fits well with the universal velocity profile laws. 

CONCLUSION

In present scenario, the experimental and numerical investigation for prediction of velocity 
for flow over plain bed is shown. In the primary stage of the present study, a 3D turbulence 
model for flow over plain bed was simulated utilising k-ϵ closure model. With the help 
experimental and numerical results, deviation in values for velocity of flow was presented 
using contour mapping. The main distinguishing point between the velocity distribution 
in laminar and turbulent flow conditions is that in case of flow to be laminar, the peak 
velocity occurs at top surface of water while for most turbulent flow situations, the peak 
velocity is found to be at some point below the water surface which is in case of an open 
channel cross-section.

• It is examined that the peak velocity is not found at the water surface; rather it 
occurs at some point below the top surface of water because of effect of turbulence 
in the rectangular flume used for experiment during the fluid flow (Cardoso et al., 
1989).

• The velocity dip is visible from theexperimental results but in ANSYS inadequacy 
of numerical modelling is observed which is often reasonable as the source of 
computation are not worth to produce such better results. 

• Additionally, at point when there is effect of sidewall, a lateral velocity component 
(w) is harmonized close from sidewall of the channel to centre of channel and a 
down flow (v) occurs from top water surface. The components of secondary flow 
give the magnitude of maximum velocity below the top water surface. This is 
observed for high depth of flow. 

• Inner region of the flow depth is considered from bed of the channel to 0.2 of the 
height of flow which follows the Logarithmic law, whereas from above 0.2 of 
the flow height up to the top water surface is the outer region which follows the 
power law. 

• From the Figure 9 it can be found out that the numerical results are showing error 
within 10% with respect to the experimental results. The best results are obtained 
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for highest flow depth. For lowest flow depth, maximum deviation is observed 
because of effect of boundary layer on the flow parameters. 

• As it is observed from Figure 13, variation of velocity in vertical and lateral 
direction, the numerical results could only be found out using ANSYS, because 
of the use of Pitot tube which is usually a 1-D instrument and only measures the 
stream-wise velocity. 
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ABSTRACT

The physical characteristics of lipids are important determining factors for appropriate 
food applications. The objective of this research is to study the physical characteristics, 
especially thermal (melting and crystallization) behavior, smoke point and solid fat content 
(SFC), of structured lipids (SLs) produced by interesterification of coconut and palm 
oils catalyzed by two commercial lipases (Thermomyces lanuginosa imobil/TLIM and 
Novozyme 435). The results showed that SLs produced by 5 hours of interesterification 
had physical characteristics differing from the original blended lipids. SLs obtained by 

both enzyme systems exhibited a higher and 
wider range of melting temperature (higher 
enthalpy value, ∆H), lower and wider range 
of crystallization temperature (higher ∆H), 
lower smoke point, and lower SFC at 0°C 
and 10°C than those of their blended lipid 
counterpart. Furthermore, TLIM lipase 
produced SLs with a higher and wider range 
of melting temperature, lower and wider 
range of crystallization temperature, lower 
smoke point and SFC at 0°C and 10°C 
compared to those produced by Novozyme 
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435. The SLs produced have the potential to be used as an ingredient in refrigerated 
foodstuffs and more plastic than the original oil.

Keywords: Coconut oil, crystallization, enzymatic interesterification, palm oil, physical properties 

INTRODUCTION
Coconut and palm are two important oil plants found in the tropical region. Both plants 
have become the source of leading vegetable oils for food and nonfood applications due to 
their unique qualities and properties. Coconut oil is rich in medium chain fatty acids and 
is suitable as a raw material for food, medical, or other functional products (McCarty & 
DiNicolantonio, 2016). Palm oil, especially from its olein fraction, has a high content of 
unsaturated fatty acids, such as oleic and linoleic acid, the specific functional properties of 
which are to increase high density lipoprotein (Mba et al., 2015). The use of these vegetable 
oils is increasing along with the development of the food processing industry. Furthermore, 
lipids application in food processing technology is also developing very rapidly. However, 
direct application of native lipids are not always suitable due to their limited properties. 
Therefore, there is a need to modify native lipids by synthesizing structured lipids (SLs) 
with specific properties (Rohm, 2018).

The enzymatic interesterification technique can be used to modify physicochemical 
properties of lipid substrates to produce a new type of lipid suitable for special food product 
applications. Enzymatic interesterification results in redistribution of fatty acids within the 
glycerol backbone, at which the position of fatty acids are interchanged (Norizzah et al., 
2015; Smith, 2015). Consequently, interesterification of lipids may produce SLs having 
physical properties different from those of the original lipids due to rearrangement and/
or redistribution of their fatty acids on the glycerol backbone (Farmani, 2015). However, 
this rearrangement does not change the degree of unsaturation or isomer configuration of 
the fatty acids (Pande & Akoh, 2013; Mba et al., 2015). SLs with different characteristics 
are expected to increase the added value of native lipids.

The use of lipase allows the reaction to have a specific affinity to produce a specific 
structured triacylglycerol (TAG). This allows the control of thermal properties and 
other physical characteristics of the SLs products.  Many researchers have attempted to 
synthesize SLs by using lipases (Bornscheuer, 2014; Smith, 2015; Wirkowska-Wojdyła 
et al., 2016). The obtained SLs exhibit different physical properties compared to those of 
the original native lipids. Such physical properties include thermal properties (i.e., melting 
and crystallization behavior), smoke point, and solid fat content (SFC) (Danthine et al., 
2014; Li et al., 2010; Sharma & Lokesh, 2012). Those physical properties are very unique 
and have a profound effect on certain plasticity behaviors of lipids, which are important 
for food product applications. 
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Thermal characteristics, an important aspect of oil and fat physical properties, can 
cause changes in the solid-liquid and liquid-solid phases, such as melting and crystallization 
behaviors. The thermal properties are determined based on the enthalpy profile during 
the crystallization and melting processes, and these properties can be analyzed by DSC 
(Saberi et al., 2011; Menczel & Prime, 2014; Srivastava et al., 2017; Oliveira et al., 
2017). Changing of crystallization conditions will affect the crystal type, crystal size, and 
crystal amount, which will influence the product’s character (i.e. texture, consistency) 
(Zhang et al., 2013; Tan & Man, 2002; Azis et al., 2011). Meanwhile, smoke point is a 
vital analytical measurement for any lipid used for high temperature applications, such 
as the frying process in which a higher smoke point is desirable. Therefore, smoke point 
is an important consideration when selecting oil for this application. Another important 
physical property of oil is the SFC profile, which provides a complete melting profile of 
the lipid at various temperatures (Gunstone, 2011). The SFC profile provides information 
not only on the functional properties of lipids but also on controlling the crystal structure 
and polymorphism of a certain product, such as plasticity in bakery products (Xu et al., 
2017; Mayamol et al., 2009). The SFC of lipids indicates product characteristics such as 
general appearance, simplicity of packing, organoleptic properties, and convenience of 
spreading. SFC can also be used to study fat compatibility by determining its changes 
in the percentage of solid phase against different fat proportions (Karabulut et al., 2004; 
Cheong et al., 2009). Time domain nuclear magnetic resonance (TD-NMR) is a tool used 
to determine SFC for the production and processing of fats and oils. Hindered diffusion is 
characterized by motion of molecules within the droplets phase of the emulsions (Cobo 
et al., 2017).

Through the interesterification process in a mixture of coconut oil and palm oil, it is 
expected that SLs can be produced with superior specific characteristics, both chemical and 
physical. In this study, the physical characteristics of SLs from a mixture of coconut oil and 
palm oil were examined. SLs were catalyzed by two commercial immobilized lipases with 
different specificity. Thermomyces lanuginosa imobil /TLIM is an sn-1 and sn-3 specific 
lipase and Novozyme 435 which is a nonspecific lipase. The physical characteristics were 
then analyzed, specifically thermal (melting and crystallization) behavior, smoke point 
and SFC.

MATERIALS AND METHODS

The main materials were coconut oil obtained from PT. Barco, olein fraction of palm oil 
with 60 iodine value obtained from PT. Salim Ivomas Pratama Tbk, immobilized lipases 
Thermomyces lanuginosa imobil (TLIM) and Novozyme 435 (Novozyme A/S, Bagsvaerd, 
Denmark), 4A molecular sieves, and chemical materials obtained for analysis purposes. 
The equipment used were an orbital shaker, differential scanning calorimetry (DSC-60 
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Shimadzu), and TD-NMR mqone, Bruker. The research was conducted in Southeast Asian 
Food and Agricultural Science and Technology (SEAFAST) Center, Bogor Agricultural 
University, Indonesia; and Indonesian Oil Palm Research Institute (IOPRI) Medan, IPB, 
Sumatera, Indonesia.

Synthesis of SLs from Coconut and Palm Oils
SLs were synthesized using the enzymatic esterification method referred to by Yang et al. 
(2014) by mixing 10 g of coconut and 10 g of palm oils into a 50 mL Erlenmeyer flask in 
a free solvent system. The mixture was then combined with 6% (w/w) enzymes (TLIM 
lipase or Novozyme 435 lipase) and left to react for 5 hours using a rotary shaker (200 
rpm, 55°C). At the end of the reaction time, the immobilized enzyme was removed from 
the mixture by vacuum filtration using Whatman ® Grade 4. 

Blending of Coconut and Palm Oils
Blending the coconut and palm oils was conducted by mixing coconut and palm oils in a 
ratio of 1:1 (w/w) to a total of 500 ml of oil, which was then homogenized using a magnetic 
stirrer for 15 minutes. The blended oil (without interesterification) was used as a reference 
to determine the effectiveness of interesterification, catalyzed by two types of lipases, in 
synthesizing SLs by comparing their respective physicochemical characteristics.

Analysis of Thermal Behavior 
The thermal behavior of the oils was determined by using DSC as described by Saberi et 
al. (2011). As much as 10 mg of sample was added to an aluminum DSC sample pan. The 
exothermic curve was obtained by maintaining the sample at 80°C for 10 minutes, and 
continued with cooling until the temperature reached -50°C at a cooling rate of 5°C/minute. 
To obtain an endothermic curve, the sample was maintained at -50°C for 10 minutes, then 
gradually heated to 80°C at a rate of 5°C/minute. The crystallization process is indicated 
by peaks at the beginning of the cooling process stage, whereas the melting process is 
indicated by peaks produced at the end of the heating process stage.

Analysis of Smoke Point
The smoke point was determined by heating the oil sample using a Cleveland open-cup 
apparatus. The temperature at which smoke began to appear was taken as the smoke point 
(AOCS, 2011).

Analysis of Solid Fat Content (SFC) 
The SFC was determined using NMR by the standard method of AOCS (Official method Cd 
16b-93, AOCS, 1989). The melted oil sample was inserted into 12 tubes for SFC analysis 
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with a sample height of 4±1 cm. Samples in sealed tubes were heated inside a water bath 
at 100°C for 15 minutes, then later moved to a 60°C water bath for 5 minutes. Six pairs of 
sample tubes were immersed in a water bath at 0, 10, 20, 30, 40, or 50°C for 30 minutes. 
The SFC of each sample at each temperature was measured by inserting the holder to the 
TD-NMR unit by using the Non Stab AOAC method.

RESULTS AND DISCUSSIONS
Lipase-catalyzed interesterification of coconut and palm oils produced SLs as a result of 
acyl exchange among the TAGs, with observed changes in physical characteristics, such 
as thermal (melting and crystallization) behavior, smoke point, and SFC.

Thermal Properties
The thermal properties were determined based on thermograms obtained by DSC analysis. 
Except DSC, other methods that can be used for thermal analysis are thermal gravimetric 
analysis and differential thermal analysis. DSC is a thermal analysis technique that has 
been applied in the characterization of thermal behaviors in lipids, especially melting 
and crystallization curves, and determining the melting temperature, crystallization 
temperature, and enthalpy value (ΔH). Furthermore, DSC also gives rapid, reproducible 
results without sample preparation and does not use dangerous solvents (Menczel & Prime, 
2014; Chiavaro et al., 2008; Wetten et al., 2015). DSC can be used to determine cooling 
transition temperatures as well as monitor the extent of crystallization and various thermal 
parameters of the chemical reaction simultaneously (Tan & Man 2002; Musa & Wong 
2013; Menczel & Prime, 2014; Lai et al., 2000; Indartono et al., 2011; Siregar et al., 2011). 
Figure 1 shows the thermograms of the blended oil and SLs produced from interesterification, 
whereas temperature and ∆H values are shown in Table 1.  

Table 1
Thermal characteristics of blended oil and SLs from coconut and palm oils

Thermal characteristics
Temperature (ºC)

ΔH  (J/g)
onset peak offset

Melting B 11.28 16.17 20.55 -36.29
N5 10.57 16.56 21.86 -66.43
T5 10.54 17.50 28.30 -68.39

Crystallization B -7.83 -10.59 -13.87 4.71
N5 -3.65 -9.00 -12.83 8.04

 T5 -4.88 -15.35 -27.85 8.32
Note: B = Blended oil, N5 = SL obtained using Novozym 435 for 5 hours, T5 = SL obtained using TLIM 

for 5 hours
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Figure 1. Thermograms of blended oil and SLs from coconut and palm oils

The obtained data was in the form of continuous thermogram representing melting 
and crystallization phenomena. According to research from Becker et al. (2015) the used 
of DSC can determined thermal behavior such as melting and recrystallization point, 
polymorphism, melting/recrystallizing fractions. The thermograms of the melting process 
of all samples show a negative curve, indicating that the process is endothermic (Chong 
et al., 2007). The thermograms of the crystallization process have a simpler shape than 
those of the melting process, attributed to the chemical composition of the oil, not by the 
crystallization status (Tan & Man, 2000). The crystallization process is marked by the 
beginning of fat crystal formation, related to the rearrangement of the molecule due to the 
presence of highly saturated TAG. The ending of crystallization is usually reflected by an 
aggregation and compaction of the molecule. 

Melting point affects the plasticity and simplicity of the melting of fats at human body 
temperature. The TAG of oil that will first experience transformation into a solid during 
the cooling process is the one with the longest chain fatty acid (Timms, 2005). Several 
researchers have attempted to improve the melting properties of fats by the formation of 
SLs so that the melting profile is more suitable for a specific product application (Fauzi 
et al., 2013; Zhu et al., 2012). 

Table 1 and Figure 1 show that SLs obtained using interesterification catalyzed 
by both enzymes exhibit a higher and wider range of melting temperature than that of 
blended oils. This result is in agreement with Oliveira et al. (2017), in which the chemical 
interesterification of palm stearin and patawa oil produced a lipid with an increased melting 
point. The melting point of fats is highly dependent on the properties of the materials, 
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especially the types of fatty acids comprising the fat (i.e., chain length and double bonds) 
(Marikkar et al., 2013; Knothe & Dunn, 2009). The difference in melting points results from 
the difference in the number of hydrogen bonds in the carboxyl group and the hydrophobic 
interactions along the hydrocarbon chain of each product. 

SLs obtained by TLIM lipase-catalyzed interesterification have a higher melting peak 
and a longer melting process than those catalyzed by Novozyme 435 lipase. The increase in 
melting point is caused by the formation of high melting point TAGs and the occurrence of 
TAG hydrolysis during enzymatic interesterification. The formation of a new TAG species 
consisting of high melting fatty acids influences the melting point of the TAG itself, thus 
a high melting point TAG is produced. The TAG also changes to monoacylglycerol and 
diacylglycerol (Mardani et al., 2015). 

Another important thermal property analyzed for SLs is the crystallization profile. 
The rates of crystal growth and nucleation determine parameters that are directly related 
to the consistency and characteristics of textures, such as crystal distribution, shape, and 
size (Saberi et al., 2011; Ribeiro, 2015). A crystallization profile starts with the formation 
of the fat crystal, which occurs upon the rearrangement of the molecule due to the presence 
of high saturated TAG and ends with aggregation and compaction of the fat molecule (Tan 
& Man, 2002). The crystallization peak was calculated based on the DSC crystallization 
curve. The results in Table 1 indicate that, in general, interesterification of coconut and palm 
oils produced SLs with a lower and wider range of crystallization temperature than that of 
their blended oils. SLs obtained by TLIM lipase interesterification had a lower and wider 
range of crystallization temperature compared to those catalyzed by Novozyme 435. The 
greater the range of onset and offset temperatures, the wider the range of crystallization 
temperature. Crystallization temperature may affect the kinetic and physical properties of 
the crystallization system significantly. Crystallization at lower temperatures is the driving 
force for the nucleation process and supports the formation of less stable polymorphs 
(Tran & Rousseau, 2016). Polymorphism characteristics of the end texture for food as 
complex systems can be determined by thermal treatment. Such characteristics consist of 
spreadability, microstructure, mouthfeel, and rheology (Rønholt et al., 2012; Rønholt et 
al., 2014). 

The enthalpy value (ΔH) of melting can also be determined from the DSC thermogram, 
as presented in Table 1. ΔH of melting indicates the amount of energy absorbed by the 
sample when melting occurs, whereas ΔH of crystallization is the amount of energy released 
by the sample when crystallization occurs (Tan & Man, 2002). The controlled heating rate 
of the number of active nuclei and the time for growth affect the rate of crystallization. The 
crystallization enthalpy is a relative measure of the number of nuclei before the heating 
scan. Interactions between component TAGs and molecular structures is observable by 
kinetic crystallization. Increasing crystallization temperature causes the ΔH value to 
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decrease significantly (Tran & Rousseau 2016). SLs obtained using both enzymes show 
higher enthalpy values for both melting and crystallization processes, than those of their 
native blended lipids. 

Smoke Point

During lipid heating in a smoke point analysis, the temperature is monitored and the smoke 
point is determined as the temperature of the lipid where a steady evolution of smoke 
emerges from the lipid in the cup (Eyres, 2015; Gunstone, 2011). This point indicates 
that the oil begins to break down to glycerol and free fatty acids, marking the beginning 
of both flavor and nutritional degradation. The smoke points of the SLs produced in this 
study are presented in Figure 2.  

SLs produced by both enzymes had lower smoke points compared to their native blended 
lipids. The lower smoke point of the SLs obtained by lipase-catalyzed interesterification 
might be attributed to the exchange of fatty acid in the oil, which had a higher vapor 
pressure than TAG in blended oil (Willis & Marangoni, 2002).
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Figure 2. Smoke point of blended oil and SLs from coconut and palm oils

Solid Fat Content (SFC)

Lipid consistency can be determined by SFC, which indicates the amount of solid TAG in 
the lipid at a certain temperature. The SFC profile of blended coconut and palm oils and 
the obtained SLs can be seen in Figure 3.  

Note: B = Blended oil, N5 = SL obtained using Novozyme 435 for 5 hours, T5 = SL obtained using TLIM 
for 5 hours
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Figure 3. SFC of blended oil and SLs from coconut and palm oils

Note: B = Blended oil, N5 = SL obtained using Novozyme 435 for 5 hours, T5 = SL obtained using 
TLIM for 5 h

Figure 3 shows that the higher temperature produced lower SFC, because fat crystals 
would melt when the temperature rose to the fat melting point (Xu et al., 2017; Mayamol, 
et al. 2009). The SLs obtained by both enzymes had a lower SFC than the blended oil at 0ºC 
and 10ºC. The SLs catalyzed by TLIM lipase had a lower SFC at 0ºC and 10ºC, resulting 
in a more sloping curve compared to those catalyzed by Novozyme 435. SFC affects the 
hardness, melting rate, and flavor release in the mouth. A high SFC tends to give a waxy 
mouth feeling when the product is consumed. To ensure good melting properties and product 
temperature stability need a steep SFC profile is desired (Rousseau & Marangoni, 2002). 
Sloping SFC profiles (low SFC values at low temperatures) indicated more plastic lipids, 
suitable for spread product. The SFC test results are in line with the melting point test results 
using DSC. From the thermal and SFC characters, make lipids have plastic properties. 

Based on the study of their physical properties, the SLs produced herein have higher 
melting temperature, lower crystallization temperature, lower smoke point, and lower SFC 
at 0ºC and 10ºC. Thus, it can be concluded that the structured lipids produced herein have 
the potential to be used as ingredients in refrigerated foodstuffs. 

 
CONCLUSIONS

SLs obtained from interesterification of coconut and palm oils catalyzed by two lipases 
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exhibit different physical characteristics compared to their native oils. The SLs produced 
have a higher melting temperature and wider range of melting temperature, lower 
crystallization temperature and wider range of crystallization temperature, and higher 
enthalpy values for both melting and crystallization. The SLs also showed a decrease in 
smoke point and a lower SFC in the lower temperature region compared to their blended 
lipid counterpart. Based on the physical properties identified, the SLs produced have the 
potential to be used as an ingredient in refrigerated foodstuffs and more plastic than the 
original oil. 
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ABSTRACT

Mix uniformity is a critical quality control point in food manufacturing. Process 
analytical technology (PAT) provides new technological opportunities for fulfilling and 
perhaps replacing conventional sampling methods by proposing spectroscopic analyzers 
for measuring blend homogeneity. Many spectroscopic analyzers have been used in 
powder blending processes. Light-induced fluorescence (LIF) is the most rapid and 
consistent underutilized PAT. An experiment was conducted to evaluate the effects of DL-
methionine concentration, moisture content (MC) and bulk density (BD) on LIF responses. 
Fluorescent responses to powder mixtures comprising 0.05–0.50% w/w fluorescent active 
pharmaceutical ingredient (API) were reported. Approximate density ranges of 6.5–20% 
w/w for MCs and 0.55–0.65 g/ml for animal food were also evaluated. Results indicated 
that DL-methionine concentration and MC were statistically significant factors affecting 
the LIF response, but the effect of BD was not statistically significant. DL-methionine 

concentration from 0.05% to 0.50% caused 
a linear increase of LIF signals with y = 
41.04x + 715.8, R² = 0.990 fitted to the 
data. Increasing MC from 6.5% to 20% w/w 
caused decreasing LIF although y = -45.50x 
+ 1037 could not explain LIF variation 
versus MC because of low coefficient of 
determination (R² = 0.851).

Keywords: ANVOA, LIF, moisture analyzer, PAT



Mohammad Poozesh, Hamidreza Ghasemzadeh, Shamsollah Ablollahpour and Mitra Amoli Diva

34 Pertanika J. Sci. & Technol. 28 (1): 33 - 48 (2020)

INTRODUCTION

Today, process analytical technology (PAT) is increasingly being applied to better understand 
and control and monitor pharmaceutical units operation. Robust, reliable, accurate and fast, 
techniques that do not require sample preparation are essential for the in-line monitoring 
of blending. The Food and Drug Administration (FDA) has defined PAT as a system for 
controlling, analyzing and designing manufacturing by timely measuring the performance 
attributes and critical quality of in-process and raw materials and processes to ensure the 
quality of final product (U.S. Food and Drug Administration, 2014). Chanda et al. (2014) 
used an active pharmaceutical ingredients (API) process work-flow from the raw-material 
identification to the finished API to provide representative examples such as how and why 
the pharmaceutical industry used PAT tools in API development. Nutrient uniformity is 
crucial for proper nutrition when animals such as nursery pigs and baby chickens are on 
low daily intake of food (Ensminger et al., 1990; Clark et al., 2007). According to Beumer 
(1991), mix uniformity is a critical quality control point in food manufacturing. New 
technologies have the opportunity to fulfill and potentially replace conventional sampling 
methods by more consistent and rapid techniques of blend homogeneity measurement. 
Bakeev (2010) updated the application and implementation of spectroscopic process 
analyzers. Many spectroscopic analyzers have been utilized in powder blending process.

Near-infrared (NIR) spectroscopy has been widely accepted as a PAT tool for 
quantifying and identifying API and formulation excipients in the noninvasive monitoring 
of powder blends (Wargo and Drennen, 1996). NIR uses a complex reflectance spectrum 
specific to the analyzed substance and records the results of analyzing extensive data to 
reduce the spectra to a representative pattern for the mixture. This method can provide 
a foundation for the convergence and monitoring of the expected aggregate spectra and 
establish blend homogeneity. Given that the reflectance NIR is not usually a strong signal, 
except for water, the sensitivity of this method is limited for highly potent drug formulations 
in which drug contents are below 1% w/w in the mixture (Lai et al., 2001).

Raman spectroscopy has also been found to be a useful technique as a PAT tool in API 
and dosage form manufacturing and development, and for identifying pseudo-polymorphic, 
polymorphic and amorphous API forms (Jestel, 2010). Raman spectroscopy has also been 
applied to monitoring API crystallization, gel manufacturing processes, emulsion and wet 
granulation (Islam et al., 2004; Strachan et al., 2007).

Other PAT analyzers include process nuclear magnetic resonance spectroscopy 
(Edwards & Giammatteo, 2010), microwave resonance sensors (Corredor et al., 2011), 
acoustic emission (Tok et al., 2008), laser-induced breakdown spectroscopy (Madamba 
et al., 2007), acoustic resonance spectroscopy (Medendorp et al., 2006), far-infrared 
spectroscopy (Zeitler et al., 2007) and ultraviolet (UV) visible spectroscopy (Liauw et 
al., 2010).
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LIF is an underutilized PAT. In 2000, eight out of the top ten worldwide pharmaceutical 
products were reported to have fluorescent properties. Over sixty percent of the top 200 
selling medicines were also found to have structural-associated fluorescent properties (Lai 
& Cooney, 2004). GlaxoSmithKline (GSK) found 50% out of more than 27 new medical 
compounds tested to have fluorescent properties (Ishan et al., 2015).

Numerous advantages of fluorescence over absorption spectroscopy include NIR and 
UV. The Stokes shift characterizes the fluorescence excitation and emission spectra and 
causes differences in the peak wavelength of emission and excitation. The fluorescent 
intensity equation used for low fluorophore concentrations offers another advantage:

kCPbCPI oof == γφε (1)
in which k represents the proportionality constant, C the fluorophore concentration, 

b the optical path length,φ the molar absorption at the fluorophore excitation wavelength,
φ the fluorophore quantum efficiency,the P0 fluorescent collection efficiency, P0 the 
incident irradiance or power per unit area and If the fluorescent intensity (Dickens, 2010; 
Brittain, 2006; Harris, 2010). According to Equation 1, a limited increase in the incident 
excitation irradiance proportionally increases the fluorescence intensity, which provides 
an advantage for LIF process analysis and higher detection flexibility. In absorption 
spectroscopy techniques, including UV and NIR, increasing the incident irradiance does 
not affect absorbance given that absorbance is a function of the (P0)/(I) ratio, in which I 
denotes the intensity of light emerging from the sample and absorbance equals log (P0)/
(I). Fluorescence is influenced by the matrix and environmental conditions, including 
temperature, pH, moisture, the presence of metal ions and viscosity. pH can influence the 
charge and resonance of fluorophore and change the fluorescence intensity. An increase 
in temperature increases the kinetic energy of molecules and the potential for collision 
deactivation through intermolecular energy transfer and thereby usually decreases the 
fluorescence intensity.

PAT studies have rarely been conducted on LIF so far, and the few key ones are 
presented as follows: LIF responses were used for the real-time monitoring of mini-scale 
dry powder blending. Lai et al. (2001) reported that an increase in powder bulk densities 
proportionally increased LIF signals at a single bulk powder concentration and an 
approximate density range of 0.45–0.80 g/cm3. Lai and Cooney (2004) developed a portable 
system using LIF as an analytical tool for on-line monitoring of various manufacturing 
process applications. Their LIF system was verified in several laboratory scale process 
applications specifically in noninvasive real-time observations of blend kinetics in tumbler 
blenders. They showed the actual blend characteristic behavior of powder mixtures such as 
homogeneity end point and blend stability and consistent blend homogeneity end point. A 
correlation between LIF signal and drug powder concentration was established with limits 
of detection below 0.02% w/w for the API, Triamterene. Dickens et al. (2011) described a 
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compact and portable LED array-based fluorescence sensor for rapid real-time monitoring. 
For the sensor configured for reflectance detection, the response sensitivity ranged from 
100 to 60,000 and an estimated tryptophan detection limit was ~0.001% (w/w) in lactose. 
They discussed excitation parameter effects on the emission signal behavior, fundamental 
response functions, and standard analytical merits (sensitivity and detection limits) to 
highlight and benchmark the unique capabilities of their new sensor technology.

Brittain (2006) and Harris (2010) provided a nonlinear series expansion that described 
the measured fluorescent intensity as a function fluorophore concentration:

]!/...!3/2/[ 32 nCCCCkPI n
of −+−=    (2)

where If is the measured fluorescent intensity, k is the proportionality constant, P0 is 
the incident irradiance, and C is the concentration of the fluorophore. At low fluorophore 
concentrations, the higher-order terms can be dropped leaving the linear form of the 
equation (Eq. 1).

Karumanchi et al. (2011) reported curvilinear relationships between increasing 
fluorescent powder concentrations and LIF signals.

The present study was conducted to evaluate the impact of API concentration, moisture 
content (MC) and bulk density (BD) of animal food powder on LIF responses. Obtaining 
knowledge about these effects is crucial for the development of LIF as a PAT.

MATERIALS AND METHODS

Materials

The chicken feed powder was prepared in Kian chicken farm of Qom province in Iran with 
mean particle size of 700 μm. The inactive powder made from meal-based corn-soybean 
diet was fist formulated for layer chickens (Corn 54.57%, Soybean Meal 27.73%, Calcium 
Carbonate 9.95%, Bran 2.61%, Wheat Flour 3.43%, Soybean Oil 1.40% and Salt 0.31%). 
Then, inactive diet was mixed using a vertical mixer (a 5-ton capacity) for the optimum 
blending time (20min). The inactive sample had no API so that no confounding effects on 
fluorescent signals. The feed grade MetAINO® (DL-methionine 99%; a necessary amino-
acid in chicken diet manufactured by Evonik Antwerpen N.V. of Belgium having mean 
particle size 600 μm and Density 0.7 g/mL) was the API used in all the experiments. 

LIF Sensor

According to Figure 1, LIF sensors use an LED light as the excitation source of light. LED 
beams were directed into a fiber-optic cable linked to a photo-sensor module including the 
detector photomultiplier tube and the lens. A dichroic mirror in the photo-sensor module 
reflected laser beams at ninety degrees to the sample. This lowered the scattered light 
reaching the detector and enhanced the signal to noise ratio. The fluorescent signal emitted 
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from the sample was collimated with the lens and passed through the dichroic mirror and 
an emission filter to the detector. The signals were converted to voltage and then recorded 
by a multi-meter interfaced through a hyper-terminal and RS-232 to a computer. 

Figure 1. LIF Sensor; LED beam via optic fiber is directed to dichroic mirror. It enhances the beam and then 
reflects it 90° to the sample. Fluorescent API within sample is excited and emits fluorescent signal. Then, emitted 
light-induced fluorescence is collimated, filtered and converted to voltage and finally recorded to a computer.

Source: Lai et al. (2001)

An Avalight-LED® compact (Avantes Co., Netherlands) purchased for fluorescence 
applications produces pulsed or continuous spectral outputs at different wavelengths and 
with a spectral range of 530/590/780 (nm, an FWHM of 30 nm and an optical power 
of 25µW associated with a 600-µm-fiber in the light source. Illumination in the probe 
was twelve 200-µm UV/VIS fibers, wavelength range was 200-800 (nm) UV/VIS and 
detection was through a 600-µm fiber. The AvaSpec-ULS3648 high-resolution spectrometer 
wavelength range was 200-1000 nm, its resolution 0.05-20nm, stray light 0.04-0.1%, signal 
to noise ratio 350:1 and sensitivity 160000 counts/µW per ms of integration time.

Calibration of the LIF Sensor

AvaSpec spectrometer has a standard wavelength calibration as well as coefficients for 
calculating wavelength based on the pixel number. These data were installed on the 
AvaSpec’s EEPROM. Given the absence of moving elements inside the spectrometers, it 
did not require wavelength recalibration under normal conditions. Spectrometers could 
be recalibrated by the use of the auto-calibration software routine in AvaSoft-Full when a 
wavelength shift was measured in terms of the original wavelength calibration.
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Preparing the Concentrations of Test Blends 

The inactive blends of powder were prepared using the procedure discussed in materials. 
These blends were independently used in the experiments. The mass of 0.05–0.50% w/w 
API samples were obtained in two steps. First, inert powder diet was used to dilute a 10.00 
%-w/w fluorescent API achieving various equivalent concentrations of API. The inactive 
powder with a known weight was charged into a commercial mini-blender (Pars Khazar 
Co., Iran), and a pre-weighted amount (10.00% w/w) of diluted DL-methionine was layered 
on the top of the inactive powder to provide a total weight of 10 g of the mixture (Table 1). 
In order to provide a uniform material blending action for all the samples (0.05%, 0.10%, 
0.15%, 0.20%, 0.25%, 0.30%, 0.40%, and 0.50% w/w), the mini-blender was rotated at 
1000 rpm for five seconds 3 times.

Preparing the Test Blends for the MC Experiments

Moisturizing of samples was carried out in spectroscopy laboratory at the same time with 
moisture analyzing and LIF spectroscopy. First, samples were left in oven for 4 hours at 
108°C. Four 5g samples with 6.57, 10.37, 12.39 and 21.52 % w/w MC were prepared 
through handy weighting and titration in laboratory conditions (35°C, 33% RH). Then, 
5g of each moist sample was placed in moisture analyzer (MX-50 model by A&D Co., 
JAPAN), and simultaneously, another 5g was placed under LIF Aventus probe. Samples 
cooling within desiccator (from 108°C to 35°C) and transferring into moisture analyzer and 
LIF setup was done quickly to minimize any change in their moisture content. Analyzer 
determined powder moisture content after about 5 minutes but LIF signals was obtained 
very fast (about 1 minute).

Table 1
API and inactive diet for 0.05–0.50% w/w concentrations 

% API
(%w/w)

inactive diet 
(mg)

10% API
(mg)

API Consentration
(w/w)

0.05 9950 50 0.0005

0.10 9900 100 0.001

0.15 9850 150 0.0015

0.20 9800 200 0.002

0.25 9750 250 0.0025

0.30 9700 300 0.003

0.40 9600 400 0.004

0.50 9500 500 0.005

API concentrations were composed in two steps. First, inactive powder was mixed with 10% of API. 
Then, various weighted amounts of two materials were mixed that sum of two columns (10% API + 
inactive diet) of all samples will be 10000 g.
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Preparing the Test Blends for BD Studies

Uniformly mixing the test API throughout the batch was important for determining the 
effect of material density on LIF responses. In order to break up the agglomerates potentially 
formed during the storage while avoiding the change in the nature of the material, an amount 
of the powder adequate for completing the test was passed through a sieve with 1.0 mm 
apertures. Fifty (50) g of the test sample (m) weighing with a 0.01 g accuracy was gradually 
introduced into a 100-ml (readable to 1 ml) dry graduated cylinder without compacting. The 
powder was then leveled carefully while avoiding compacting, and the unsettled apparent 
volume (V0) was measured as the nearest graduated unit. BD was calculated in g/ml using 
the formula m/V0. These measurements were performed 3 times for each sample.

LIF Tests

The sensor uses Avalight-LED as the excitation light source (Figure 2). DL-methionine 
generated a specific emission peak at 492 nm when was excited at 405 nm. The fluorescent 
counts were tested in powder mixtures including 0.05%–0.50% w/w of API. A BD range 
of approximately 0.55–0.65 g/mL and an MC of approximately 6.5%–20% w/w were also 
evaluated.

RESULTS AND DISCUSSION

The Impact of API Concentrations on LIF Responses

LED light excitation with wavelength 405 nm created a fluorescent emission wavelength 

Figure 2. The LIF Test; Avalight-LED® compact 
produces pulsed or continuous spectral outputs, when 
a sample is excited at 405 nm, generating a specific 
emission peak at 492 nm. 

with a peak in 492 nm. The difference 
in the wavelength of the excitation and 
emission peak maxima (87nm) is named 
as Stokes shift. This shift allows for a low 
detection limit to increase sensitivity while 
decreasing the background noise.

Figure 3 shows the impact of API 
concentrations on LIF responses. LIF peak 
was in 492 nm for all concentrations with 
10% w/w moisture content and 0.65 g/mL 
bulk density. The lowest line peak (blue) 
was created with least API (0.05 %w/w) 
and it increased in the more concentrations 
in the first and second replication (r1, 
r2). The third test of LIF test (r3) showed 
inconsistent peaks for 0.3 and 4.0 % w/w 
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of API. This seems to be an experimental error. Therefore, it is derived that increasing API 
concentration increased LIF counts.

Figure 3. LIF peak was in 492 nm for all concentrations with 10% w/w moisture content and 0.65 g/mL 
bulk density in all three replications (r1, r2, r3).
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Figure 3. (Continued)

DL-methionine concentration from 0.05%–0.50% caused a linear increase of LIF 
signals (Figure 4). The model y = 41.04x + 715.8 was fitted to the data with R² = 0.990 where 
y was LIF counts and x was DL-methionine concentration weight to weight percentage. 
Methionine was the fluorophore (x) and it was straightly correlated with LIF counts (y).  
Whatever methionine concentration was increased consequently fluorescence intensity 
would be increased. Analysis of variance (ANOVA) was performed for LIF counts with 
eight API concentration and three replications plotted in Table 2.

y = 41.045x + 715.87
R² = 0.9906
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Figure 4. Linear variations in LIF with increasing API; increasing API caused a linear increase of fluorescence.
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Results show that at least one pair of group means was not statistically equivalent with 
99% confidence. This was the same for between groups (Treatment) and within groups 
(Replication). Treatment group differences were supported by the Duncan’s significant 
difference test (P<0.01). It compared all the mean pairs of the concentration groups. The 
Duncan test made up a more conservative alternative to ANOVA. All means were not 
statistically equivalent with 99% confidence as shown in Table 3. LIF signals in 0.15% 
and 0.20% w/w API were in one group. It means these were statistically equivalent.

Effect of BD on LIF Response

When corn-soybean meal-based diet was milled (in the range of 0.561- 0.649 g/mL), the 
volume of the materials was increased. Therefore, BD was decreased with having constant 

Table 2

ANOVA for LIF counts by API concentrations with replication

ANOVA Some of 
Squares

Df Mean Squares Fc Significant

R 9089933 2 4544966 31.969 0.00**

LIF 8275918 7 1182274 8.316 0.00**

Error 1990374 14 142169
Total 19356226 23
** P<0.01 means the groups aren’t statistically equivalent with a 99% confidence. In other words, at least 
difference of one pair of replications is significant. Also, the difference of fluorescence produced by API 
in various concentrations is significant.

Table 3
 Duncan Compare means of LIF signals in API concentrations

SD Mean DL-methionine (w/w)
294 840e 0.05%
374 1112de 0.10%
636 1406cde 0.15%
670 1546cde 0.20%
712 1751bcd 0.25%
1010 1964bc 0.30%
1279 2430ab 0.40%
1137 2679a 0.50%
The group that has “a” index with 95% of confidence is different with other group (without “a” index). 
Therefore, mean LIF emitted by group 0.40% and 0.50% API have significant difference with group 
0.25%, 0.20%, 0.15%, 0.10% and 0.05% API and so on and so forth.
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mass. Decreasing density means API decreasing. Fluorescent experiments on bulk densities 
0.561, 0.609 and 0.649 g/mL showed that LIF counts of 0.561 and 0.649 g/mL were more 
than 0.609 g/mL (Figure 5).

In all three replication LIF signals of powder with BD of 0.609 g/mL were least as shown 
in Figure 5. Therefore, in range of 0.561-0.649 g/mL BD had no increasing or decreasing 
trend. BD was analyzed through a three-replication randomized complete block design. 
Results showed that statistically there was no significant deference between BD groups. 
Whereas Lai et al. (2001) observed a proportional increase (y = 9.29x + 16.86, R2=0.975) of 
LIF signal with increasing BD from 0.45-0.82 g/cc. However, Ishan et al. (2015) studying API 
in Lactose Monohydrate observed different results. Linear variation was observed in material 
densities of 0.6-1.4 g/cm3 at 0.25%, 0.50%, 1.00%, 2.00% and 2.50% w/w concentrations 
of API which contradicted the present findings shown in Figure 5.
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Figure 5. LIF signals in three bulk densities; the experiments was performed in three replications (r1, r2, r3) 
that LIF falling of BD 0.609 g/mL was the same for all. 

Effects of MCs on LIF Responses

Results showed that increasing MC caused decreasing of LIF signals. In all three 
replications MC from 6.57% w/w increasing to 20.83% w/w decreased LIF signals as 
shown in Figure 6. When moisture content was increased, really water content as a polar 
solvent was increased. Water using electrostatic interactions such as hydrogen bonding
and influencing on electron shells was caused various deactivation phenomena such as 
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non-radiative deactivation. It caused reduction of fluorophore quantum efficiency ( φ ) 
mentioned in Equation 1.
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Figure 6. LIF signals in four MCs; in three replications (r1, r2, r3) LIF decreases with MC increasing. The rising 
LIF of MC 10.37 in third replication (r3) might be an outlier data.

There was an error signal in third replication that LIF in 10.37% w/w MC was more 
than 6.57% w/w. One-way ANOVA analyze was done for acceptance or rejection hypothesis 
of LIF signals equality on the various MCs (Table 4).

Table 4

ANOVA for LIF counts by MC

ANOVA Some of 
Squares

Df Mean Squares Fc Significant

LIF 797414 3 265805 0.980 0.000**

Error 35452 8 4432
Total 832866 11
** If PValue<0.01 this means the groups are not statistically equivalent with 99% confidence

MC means were not statistically equivalent with 99% confidence as shown in Table 5.
The Duncan test supported results with significant difference (p<0.01) comparing all 

group mean pairs. It was not any pair means statistically equivalent with 99% confidence 
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as shown in Table 5. Shah and Stagner (2015) used a Karl Fischer water titrator to make 
water measurements of granulations stored at 4.16, 4.51, 4.88, 5.89 and 6.53 % w/w MC. 
They found that increasing Lactose monohydrate MC caused a non-linear decrease in 
LIF responses. As shown in Figure 7, even though infrared moisture analyzer and handy 
titration used in this work but total trend of LIF signal variation with increasing MC was 
similar to their observation. Results of infrared moisture analyzer and handy titration 
used in this work were similar to Shah and Stagner (2015) who used a Karl Fischer water 
titrator to make water measurements. Total trend of LIF signal variation with increasing 
MC was the same.

Table 5
Duncan’s multiple range test of LIF signals in MCs

SD Mean MC (w/w)
75 791d 6.57%
105 633c 10.37%
13 302b 12.39%
30 142a 20.83
All groups with individual “a,b,c,d” indexes are different from the others.

y = -45.501x + 1037.6
R² = 0.8511
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Figure 7. LIF variations with increasing MC; 85% of the moisture contents variations from 6.57% w/w 
increasing to 20.83% w/w can be explained by the linear model.
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CONCLUSION

Nutrient uniformity is crucial for proper nutrition when animals are on low daily intake 
of food. An LED light excitation with wavelength 405 nm on corn-soybean meal-based 
diet created a fluorescent emission wavelength with a peak in 492 nm. LIF response 
increasingly affected by increasing API concentration from 0.05% to 0.50%. DL-methionine 
concentration caused a linear increase of LIF that fitted to y = 41.04x + 715.8 with R² = 
0.990. This means that 99% of the experimental variation can be explained by the linear 
model and the relationship between LIF and API is statistically significant. Analyze of 
variance (ANOVA) showed that group means are not statistically equivalent with 99% 
confidence and also supported by the Duncan test. LIF counts of 0.561 and 0.649 g/mL 
were more than 0.609 g/mL BD. There was no increasing or decreasing trends in a range 
of 0.561-0.649 g/ml BD. ANOVA tests indicated that statistically there wasn’t significant 
deference between BD groups. MCs in all three replications from 6.57% w/w increasing to 
20.83% w/w decreased LIF Signals. One-way ANOVA analyze was done for acceptance or 
rejection hypothesis of LIF signals equality on the various MCs. The equality hypothesis 
(H0) was rejected and MC means were not statistically equivalent with 99% confidence. 
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ABSTRACT

The present paper deals with the novel approach for clustering using the image feature of 
stabilization diagram for automated operational modal analysis in parametric model which 
is stochastic subspace identification (SSI)-COV. The evolution of automated operational 
modal analysis (OMA) is not an easy task, since traditional methods of modal analysis 
require a large amount of intervention by an expert user. The stabilization diagram and 
clustering tools are introduced to autonomously distinguish physical poles from noise 
(spurious) poles which can neglect any user interaction. However, the existing clustering 
algorithms require at least one user-defined parameter, the maximum within-cluster distance 
between representations of the same physical mode from different system orders and the 
supplementary adaptive approaches have to be employed to optimize the selection of cluster 
validation criteria which will lead to high demanding computational effort. The developed 

image clustering process is based on the 
input image of the stabilization diagram that 
has been generated and displayed separately 
into a certain interval frequency. and 
standardized image features in MATLAB 
was applied to extract the image features 
of each generated image of stabilisation 
diagrams. Then, the generated image feature 
extraction of stabilization diagrams was used 
to plot image clustering diagram and fixed 
defined threshold was set for the physical 
modes classification. The application of 
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image clustering has proven to provide a reliable output results which can effectively 
identify physical modes in stabilization diagrams using image feature extraction even for 
closely spaced modes without the need of any calibration or user-defined parameter at start 
up and any supplementary adaptive approach for cluster validation criteria.

Keywords: Automated OMA (AOMA), automatization, clustering, operational modal analysis, stabilization 

diagram 

INTRODUCTION

The advancement of automated operational modal analysis (OMA) has brought a recent 
trend in vibration-based monitoring and damage detection. Moreover, the mechanical and 
civil engineering appeal towards OMA is due to its ability to perform cost-effective and 
fast tests that depend solely on system responses. 

The identification of modal parameters using nonparametric model involved direct 
estimation from frequency response or power spectral densities specifically peaks picking 
from the complex mode indicator function (CMIF) (Shih et al., 1988) or the averaged 
normalized power spectral density (Peeters, 2000), that are plotted as a function of 
frequency. The process to automate the peak selection have been recently introduced which 
heavily relied on the use MAC index and peak picking method (Brincker et al., 2007; Pioldi 
et al., 2017; Pioldi & Rizzi, 2017; Rainieri et al., 2007; Rainieri & Fabbrocino, 2010). 
In the frequency domain, the estimation of modal parameters is always overestimated 
particularly modal damping ratio due to the power of the signal ‘leaking’ out to neighboring 
frequencies, well known as spectral leakage and cause modal peaks of the spectral density 
functions will become wider (Brandt, 2011). Since simulation studies have confirmed that 
the identification modal parameters derived from the state space model of the parametric 
method are much more accurate than the non-parametric estimates (Peeters & De Roeck, 
2001b; Reynders, 2009), most research effort has been spent in the automation of parametric 
techniques. Most research efforts have been heading towards automation engineering 
parametric techniques. Most research efforts have been directed towards parametric 
automation techniques.

In traditional modal identification using parametric method, the model order is often 
oversized in order to capture all physical modes in the frequency range of interest. Model 
oversizing is needed as models are often biased and do not include any noise modeling. The 
separation between physical and spurious modes involves a lot of interaction by a skilled 
analyst. Thus, a significant tool, such as a stabilization diagram, is needed to distinguish 
between physical and spurious modes. The selection of physical modes can be a complex 
task because it involved the setting of inconsistency thresholds for each modal parameter by 
the user (Piersol & Paez, 2010). The development of automated OMA procedures marked 
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a fundamental step toward the elimination of user intervention since traditional modal 
analysis requires a large amount of human intervention, particularly by an expert user.

Since a lot of human intervention is for monitoring purposes, early trials to automate 
modal identification focused on selection conditions and clustering tools to discriminate 
physical poles from others. The first attempts to automatically identify dynamic parameters 
were recorded during the last two decades based on the LSCF method performed using 
a number of deterministic and stochastic criteria and a fuzzy clustering approach. But it 
demanded high computational effort (Pappa et al., 1998; Peeters & De Roeck, 2001a; 
Vanlanduit et al., 2003). However, research efforts expanded after 2005, as demonstrated by 
the presence of numerous research papers over subsequent years. In recent years, research 
in automated OMA has become more systematic in term of analyses and arrangements 
(Andersen et al., 2007; Neu et al., 2017; Rainieri et al., 2011; Reynders et al., 2012).

A simple means for automated OMA was introduced by using the Stochastic Subspace 
Identification (SSI) technique and was utilized to perform structural health monitoring on 
the Z24 Bridge in Switzerland (Peeters & De Roeck, 2001a). This approach took advantage 
of the stabilization diagram on the choice of the poles that were at least five times stable 
and was able to trace the influences of varying environmental conditions on the modal 
parameters of Tamar bridge (Brownjohn & Carden, 2007). However, it had a drawback in 
terms of identifying physical poles. An enhancement of the SSI technique for automated 
OMA was introduced in subsequent years (Deraemaeker et al., 2008). Essentially, it was 
a tracking method because a number of modal parameters needed to be specified before 
beginning the procedure while using SSI and the stabilization diagram.

A fully automated OMA procedure by SSI was introduced in a similar period (Andersen 
et al., 2007). This multipatch subspace approach was applied to generate a clear stabilization 
diagram. Meanwhile, the selection for poles was implemented by the graph theory. It was 
a fast processing algorithm that was capable of being used as a monitoring routine, but 
additional enhancement was required to improve its robustness and reliability.

An improvised version of automated correlation-driven SSI, (COV-SSI) was 
accomplished several years later (Magalhaes et al., 2009). This algorithm was highly 
efficient in identifying closely spaced modes but was ineffective for weakly excited modes. 
The use of an advanced clustering algorithm permitted a reliable selection of physical modes 
with at least one user-defined parameter. However, several of these parameters needed 
to be specified at initial set up which could increase the time required for calibrations. 
A subsequent study proposed the use of an auto-generated parameter obtained from the 
real data using a fully automated with three-stage clustering approach. The three stages 
of the algorithm are related to the three stages in a manual analysis: setting stabilization 
thresholds for clearing out the diagram, detecting columns of stable modes, and selecting 
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a representative mode from each column (Reynders et al., 2012). However, this approach 
demands high computational time and effort.

An automated modal identification procedure using subspace identification techniques 
was proposed by tuning a few parameters and defining the clustering criterion for the 
random generation of the cluster seeds. This approach capable to deal with weakly excited 
and closely spaced modes (Ubertini et al., 2013). In 2015, a hybrid method for automated 
modal parameter identification (MPI) methods was introduced by combining analysis 
steps from different well-established OMA methods to simplify the interpretation of the 
stabilization diagrams, improving modal damping estimation and also neglecting the user-
predefined parameter but demanded high computational efforts because the additional 
method like the standardized Euclidean distance and the single linkage method were used 
to compute the distance between pairs of poles and to construct hierarchical cluster tree 
respectively (Rainieri & Fabbrocino, 2015).

In subsequence year, an automated operational modal analysis was presented to 
reduce the number of user interactions to a single set of consistency thresholds by using 
agglomerative hierarchical clustering and a certain distance threshold. In this case, the sum 
of normalized pole distance and MAC were used to calculate inter-cluster distance between 
two nearest clusters (Neu et al., 2016). Then in the next year, automated operational modal 
analysis using parametric (SSI-COV) method with the construction of tri-dimensional 
stabilization diagrams and clustering (hierarchical clustering) tools able to efficiently 
obtain set of values for parametric method input parameters (Marrongelli et al., 2017).
Then in the same year, a fully automated operational Modal analysis using parametric 
method (data-driven stochastic subspace identification (SSI) method) and multi-stage 
clustering was introduced to remove any user-provided thresholds and could be used for 
large system order ranges (Neu et al., 2017). The multi-stage clustering corresponds to 
hard validation criteria for remove certainly mathematical modes, k-means clustering to 
split modes into consistent and non-consistent sets, hierarchical clustering to divide the 
remaining modes into homogeneous sets and a threshold derived to remove mathematical 
modes. Additional steps were required in using hierarchical clustering. Besides that, Sun 
et al. (2017) introduced an automated operational modal analysis of a cable-stayed bridge 
by applying the proposed threshold for hierarchical clustering, two stages of k-means 
clustering were used to clear the stabilization diagram and identification of the final 
clusters and then density-based spatial clustering was applied to select the actual mode 
from each identified real cluster. In recent year, an automated procedure for covariance 
driven operational modal analysis (OMA) techniques was proposed to eliminate the need 
for a user interference for the selection of model order and size of the block-Hankel and 
block-Toeplitz matrices based on the reconstruction of the auto-correlation function from 
the cluster of complex poles (Bajrić et al., 2018). Then, the present study performed an 



A Novel Approach for Automated OMA Using Image Clustering

53Pertanika J. Sci. & Technol. 28 (1): 49 - 67 (2020)

autonomous modal parameter estimation with three-dimensional space optimization by 
using non-iterative correlation-based method and fuzzy c-means for the clustering and 
bootstrap sampling (Yaghoubi et al., 2018). In the same year, an automated operational 
modal analysis methodology based on an eigensystem realization algorithm (ERA) and a 
two-stage clustering strategy was proposed (Yang et al., 2018). The proposed study using 
fuzzy C-means (FCM) clustering to separate stable modes from unstable ones. Also, in the 
presented study, the automated operational modal analysis (OMA) using stochastic subspace 
identification method and a three-stage clustering algorithm was proposed to automatically 
estimate the modal parameters (Marwitz et al., 2018). The most recent study introduced 
a novel multiscreening algorithm for the automated modal parameter identification based 
on the searching and averaging processes between clusters, and automatically identify 
the system poles on the basis of the numbers of their repetition in the spectral density via 
k-means clustering algorithms (Afshar & Khodaygan, 2019).

The above-mentioned literature demonstrates the current clustering tools require at least 
one user-defined parameter, the maximum within-cluster distance between representations 
of the same physical mode from different system orders and the supplementary adaptive 
approaches have to be employed to optimize the selection of cluster validation criteria 
which will lead to high demanding computational effort (Neu et al., 2017; Rainieri & 
Fabbrocino, 2014; Reynders et al., 2012; Yaghoubi et al., 2018). Thus, this paper will focus 
on developing a new clustering algorithm using image feature extraction that effectively 
identifies physical modes and neglect any calibration or user-defined parameter at start 
up and the need of any supplementary adaptive approach for cluster validation criteria.

MATERIALS AND METHODS

This analysis concerning a set of data from real structure, the Heritage Court Tower (HCT) 
building for verifying the theoretical framework which is using automatic versions of SSI-
COV with the actual characteristics of realistic civil engineering structures. The structural 
dynamic testing on 15 stories of the Heritage Court Tower (HCT) building was carried 
out by researchers from the University of British Columbia (Bricker & Venture, 2015). 

This building generally is characterised by representations of the closely spaced 
modes for the first three modes with the expectations of torsional and lateral vibration 
mode couplings, especially in the east-west direction, and corrupted with “noise modes” 
or spurious modes that originated from drilling and human activities close to the sensors 
during data acquisition.

The input natural excitation was based on wind and human activity as the construction 
of the building was about to be completed. The measurements were captured over a long 
period of time in order to ensure the loading on the structure is stochastic enough and behave 
according to white noise excitation for all modes to be adequately excited. The adopted 
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parameters in the processing were: length of time series, t (327.7s); the adopted time step 
(0.025s); sampling frequency (40 Hz) and adopted frequency resolution (0.0031Hz).Then, 
the input data was decimated to a Nyquist frequency of 5Hz which only concerning the 
dominant modes with  representations of the three closely spaced modes from 1.2 to 1.5 Hz.

Automated Stochastic Subspace Identification (SSI)-COV

Automated OMA using Stochastic Subspace Identification (SSI)-COV comprises the 
subsequent steps as shown in Figure 1.

Figure 1. The following steps for automated OMA using parametric methods.

Stochastic Subspace Technique (SSI)

Stochastic Subspace Identification (SSI) has been a recognized approach since the previous 
decade, primarily because of its user-friendly execution (Bricker & Venture, 2015). This 
paper is only concerned with correlation-driven SSI (COV-SSI), one of SSI method. The 
COV-SSI analyze a stochastic state-space model from the response data of the structure 
(Rainieri & Fabbrocino, 2014) and working algorithm almost similar to Eigenvalue 
Realization Algorithm (ERA) (Peeters & De Roeck, 1999). The further details of its 
derivation are defined below. 

The initial step was to compute the output correlations as shown in Equation (1).  
indicates the correlation matrix at time lag i based on discrete data as follows:

(1)                                                                                                                                   

Where [Y(1:N-i)] is the data matrix Y with the last block rows i removed and [Y(i:N)]T
 is 

the transpose data matrix with the first block rows i removed. Hence each [Ri] matrix got 
dimensions l*l. The computed correlations at different time lags were then stored in the 
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block Toeplitz matrix. The size of Toeplitz matrix became n*n when estimating modal 
parameter with model order n. Thus, the subsequent Equation 3 should be correct for the 
number of block rows i:

The magnitude, x and maximum system order, n were set as 2 and 50 modes 
respectively. The next step was to calculate the singular value decomposition (SVD) of the 
block Toeplitz that could provide the unitary matrices [U] and [V]. The positive singular 
values were ranked in descendant order of the diagonal matrix [Σ] as fin Equation 4 (Wall 
et al., 2003).

To extract the dynamic response, the state matrix [A] needs to be obtained. 
This was done for each order from 1 to nmax. The observability matrix [0i] and 
the reversed controllability matrix [Ti] were found by the factorization of [T1|i].           
The result of SVD of [T1|i]computed in Equation 4 could be used to find [0i] and [Ti] by 
separating the SVD into two parts and using the identity matrix [I] as in Equation 8 and 9:

Now that [0i]and [Ti] had been obtained, the output influence matrix [C] and the state-
output covariance matrix [G] could be computed. Matrix [C] was attained from the first 
l rows of [0i]. Meanwhile, [G] was obtained from the last l columns of [Ti]. The normal 
Toeplitz matrix produces Equation 10:

Resolving the eigenvalue problem for [A] produces the diagonal matrix [M] and the 
eigenvectors  as in Equation 12:

                                                                                                                                                

The mode shapes of the system  were attained from  and [C]and the other modal 
parameters were attained from the eigenvalues µm, which were found in the diagonal matrix 
[M]. The values were in discrete time and need to be transformed to continuous time as 
in Equation 14:

λ_m=ln〖(μ_m)〗/(△t)                                    (8)                                

the complex λm comprised the continuous time eigenvalues of each mode for the current 
order which used to estimate the natural frequencies (ωn), damped modal frequencies 
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(ωd) and modal damping ratio ( ).The step of identifying the state matrix and the modal 
parameters were repeated for each order up until nmax before plotted in a stabilization 
diagram.

Stabilization Diagram

The stabilization diagram is a typical means to distinguish physical poles from noise 
(spurious) poles, and once the model parameters are obtained, it was achieved by identifying 
poles with an increasing model order. Since the system model was frequently oversized, 
the plot would comprise noise modes which arose from physical reasons. Theoretically, 
the stabilize physical modes can be identified by the vertical alignment of stable poles, 
while noise modes are scattered. This is based on the poles comparability with respect 
to the order of the given model with the obtained from a lower order model (Rainieri & 
Fabbrocino, 2014).

The natural frequencies and damping ratio of poles from two orders were compared 
using Equation 18 and 19 (Schanke, 2015):

Only poles that satisfy a stabilization criterion set by the user (x and y) were considered 
as stable. The following thresholds were set for variation between models of following 
orders: natural frequency variation < 1% (Magalhães, 2010) and modal damping ratio 
variation < 5%. These thresholds allow the clear dissimilarity of vertical alignments of 
stable modes. The stabilization diagram constructed from the first data sets obtained from 
the structural dynamic testing of HCT can be seen in Figure 2 and Figure 3.

Figure 2. Singular values of the spectral matrix with stabilization diagram for first data sets of the HCT building.
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Proposed Approach for Clustering. The procedure of using image clustering with respect 
to the similar physical pole of the stabilization diagrams is as follows:

Input Image 

The process of image clustering requires the input image of the stabilization diagram that 
has been cut down into a certain interval frequency accordingly. In this case, the stabilization 
diagram was generated and displayed separately into every frequency according to 0.01 
interval, (maximum frequency, 5Hz)/ 0.01 = 500 total images. Thus, every image represents 
the frequency of 0.01 Hz. The process of this procedure is shown in Figure 4 and Figure 
5. In order to make image feature extraction more efficient, all axes and legend in the plot 
of these images had to be removed.

Figure 3. Stabilization diagram for first data sets of the HCT building.

Figure 4. Flowchart process of generated input images from a stabilization diagram.with a 0.1 Hz interval 
frequency 



Muhammad Danial Abu Hasan, Zair Asrar Ahmad, Mohd Salman Leong and Lim Meng Hee

58 Pertanika J. Sci. & Technol. 28 (1): 49 - 67 (2020)

Image Feature Extraction 

Then, the standardized image features from MATLAB was applied in this study to extract 
the image features of each image of stabilization diagrams that were previously generated. 
These features specifically represent the characteristics of each parameter (natural 
frequencies, damping ratios) for different conditions, either stable or unstable. Table 1 
summarizes the features of the extracted images and their characteristic values. All the 
six standardized image features were used in this study in order to determine which image 
feature was the most appropriate to capture all the modes of interest particularly in term 
of computational mode appearance. 

Figure 5. Illustration of generated input images from a stabilization diagram.with a 0.1 Hz interval frequency 
for feature extraction 

Table 1
Image features and their characteristic values

No Feature Characteristic value
1 Features from FAST Corner Points
2 Minimum Eigenvalues Corner Points
3 Harris Stephens Corner Points
4 Speeded-Up Robust Features Blob
5 Binary Robust Invariant Scalable Keypoints Multiscale Corner
6 Maximally Stable External Regions Regions

Generally, the image feature will provide a certain value based on its image characteristic. 
If the image is blank, the value will become zero, otherwise if the pole appears, the value 
will increase. The increasing value of image feature extraction depends on the number of 
poles appeared in that particular image. It works well with stabilization diagram because 
the stabilize physical modes consists of the vertical alignment of stable poles, while noise 
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Figure 6. Flowchart process of image feature extraction 

modes are scattered. By generating the image of stabilization diagram according to 0.01 
interval frequency (cut down vertically), the poles can be clustered accordingly. Therefore, 
the generated input image based on interval frequency of stabilization diagram play a key 
role for the performance of the image feature extraction. Details explanation about the 
process of this procedure was shown in Figure 6.



Muhammad Danial Abu Hasan, Zair Asrar Ahmad, Mohd Salman Leong and Lim Meng Hee

60 Pertanika J. Sci. & Technol. 28 (1): 49 - 67 (2020)

Selection of Physical Modes

The selection of the physical modes of the system that was autonomously implemented 
involved the MATLAB command – find – and the threshold in order to discriminate the 
unwanted mode and the actual modes. The threshold is determined by the half of the 
maximum peak in the image clustering plot. The selection of peaks in the image clustering 
plot are determine by using MATLAB command – find –. The value of image features 
extraction below than this threshold in image clustering plot represents the unwanted or 
computational mode, otherwise consider as dominant mode or physical mode.

RESULTS AND DISCUSSION

Image-based vibration measurement has brought a great attention to civil engineering 
communities and is increasingly being used in the area of structural dynamics, particularly 
for modal analysis and damage identification (Javh et al., 2018; Olaszek, 1999; Park et al., 
2018; Peters & Ranson, 1982; Sarrafi et al., 2019). Optically-acquired data, usually from 
digital image correlation as an alternative method was introduced to reduce labor-intensive 
tasks during dynamic testing involving multiple number of accelerometers and handling 
the wiring and the connections (Chang et al., 2019; Sarrafi et al., 2019). Numerous image-
processing techniques are being used to identify the displacements from image sequences. 
Among the most commonly used technique are: Gradient-Based Optical Flow (Horn & 
Schunck, 1981; Javh et al., 2017; Lucas & Kanade, 1981), Gradient-Based Digital Image 
Correlation (DIC) (Peters & Ranson, 1982), in fact the Lucas-Kanade method from (Lucas 
& Kanade, 1981) is the general form of DIC (Schreier et al., 2009), Point Tracking (Olaszek, 
1999) and Phase-Based method (Fleet & Jepson, 1990; Sarrafi et al., 2019). Existing 
image-based applications are mostly used to detect movement of target objects and act as 
virtual sensors, but in contrast to this study the use of image-based applications involves 
image feature extraction as a new tool for clustering of actual modes and unwanted modes 
in the stabilization diagram.

The image clustering results plotted using image features extraction were displayed 
in Figure 7 with all the poles of the stabilization diagram that are presented in Figure 3. 
Moreover, the results of the estimated natural frequency using automated SSI- COV with 
image clustering in identification of physical modes are characterized in Table 2.

Based on the results of image clustering using six standardized image features in Figure 
7, they show that all standardized image featured except for speeded-up robust features 
which was using blob as characteristic value capable to provide the clear illustration 
of image clustering plot with the appearance of all modes of interest particularly for 
computational or unwanted mode. A clear appearance of noise or unwanted mode was at 
a frequency of 0.21 Hz. Knowing the frequency that represents noise mode is essential 
because it can be used for the next step for removing the unwanted mode from original 



A Novel Approach for Automated OMA Using Image Clustering

61Pertanika J. Sci. & Technol. 28 (1): 49 - 67 (2020)

Figure 7. Image clustering plot by using image features extraction from (a) FAST, (b) Minimum Eigenvalues, 
(c) Harris Stephens, (d) Speeded-Up Robust Features, (e) Binary Robust Invariant Scalable Keypoints and (f) 
Maximally Stable External Regions respectively

Table 2
Identification results using image clustering on the stabilization diagram for the first data sets of the HCT 
building case. Modes determined to be physical are shown here

Mode Feature Frequency value
1 419 1.2500
2 446 1.3000
3 417 1.4600
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signal and reconstructed back to become a clean input time series signal. Moreover, this 
approach is also highly efficient in identifying and clearly separating closely spaced modes 
as seen in Figure 7 for the first three closely spaced modes of HCT from 1.2 to 1.5 Hz.  

The outcomes of this study show that image clustering for the physical modes 
identification of stabilization diagrams is an effective method to identify modes without 
the need of any calibration or user-defined parameter at start up and any supplementary 
adaptive approach for cluster validation criteria that are summarized in Table 3 below. 
The comparative study with existing clustering is also well described in that table. Using 
standardized image features in MATLAB, image clustering provided a clear distinction 
of stable modes that signify structural modes. These standardized image features play a 
vital role in identifying which image represents the vertical alignment of stable modes. 

In summary of Table 3 above, some common deficiencies have compromised the 
existing automated OMA methods (Hasan et al., 2019):

• The estimation of actual structural modes requires several predefined set parameters 
• A time-demanding setting procedure for each analysis of the data set is compulsory 

at start-up 
• The values for thresholds and parameters are inconsistent due to natural variations 

in modal properties of structures that come from damage or environmental 
influences.

• The existing clustering algorithms need supplementary adaptive approach for 
cluster validation criteria.

Table 2 (Continued)

Mode Feature Frequency value
4 361 3.8500
5 323 4.2500

Table 3
Comparison of the proposed approach with existing clustering algorithms

Proposed approach
(image clustering)

Hierarchical Non-hierarchical

Advantages Effective identification of 
modes without the need of 
any supplementary adaptive 
approach for
cluster validation criteria
Does not require any 
parameters setup.
Easy to implement and
does not requires any
expert user.

The more informative 
structure that allowing 
a good choice of the 
last number of clusters, 
depending on the 
previous construction 
of hierarchical tree.

Computationally faster 
than Hierarchical clustering 
for many variables.
May produce tighter 
clusters than hierarchical 
clustering
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Table 3 (Continued)

Proposed approach
(image clustering)

Hierarchical Non-hierarchical

Disadvantages Require plenty of images
for reliable identification
of structural modes.

Computationally 
demanding due the 
existence of many 
individuals, and the 
similarity of each 
individual must be 
calculated.
Data order has an 
impact on the results.
Highly sensitive to 
outliers.

The number of clusters 
must be specified, and 
cluster seeds need to be 
chosen.
Seeds are chosen 
randomly which can 
cause inconsistent results.

CONCLUSIONS

This research demonstrates that the use of image clustering approach permits reliable 
identification of structural modes and unwanted modes without the need of any calibration 
or user-defined parameter at start up and any supplementary adaptive approach for cluster 
validation criteria. This prove by a clear appearance of noise or unwanted mode is at a 
frequency of 0.21 Hz.  This approach is also user-friendly and does not require any expertise 
to conduct. Moreover, this approach is highly efficient in identifying and clearly separating 
closely spaced modes as seen in Figure 7 for the first three closely spaced modes of HCT 
from 1.2 to 1.5 Hz.

This research will be the basis for future research to improve automation technique 
as a modal information engine in vibration-based monitoring and damage detection by 
reducing some of the general shortcomings of the automated OMA methods. 
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ABSTRACT

Plant acoustic frequency technology (PAFT) is a technology that utilizes sound waves in 
the form of frequencies within the audiosonic threshold. The purpose of this study was to 
test PAFT by using Javanese gamelan music entitled puspawarna on the productivity of 
vegetative growth in Kailaan (Brassica alboglabra) plant. PAFT exposure time was given 
to plants during the morning and evening. The frequencies ranged in 3-5 kHz, 7-9 kHz 
and 11-13 kHz. In addition, sound exposure times were for 1 hour, 2 hours and 3 hours. 
Based on the statistical analysis, the results indicated that the frequency and sound exposure 
time had a significant effect on plant wet weight, plant length, and stomata openings. The 
best frequency for Kailaan plant growth was in 3-5 kHz with the best exposure time of 3 
hours. The combination of frequency and sound exposure time resulted in the most optimal 

stomata openings (stomata diameter at the 
top of the leaves of 89.19 ~ 93.45 µm and 
stomata diameter at the bottom of the leaves 
of 136.69 ~ 140.74 µm) with chlorophyll of 
80.86 chlorophyll content index (cci), plant 
length of 47.33 cm, plant wet weight of 84 g, 
area of   leaves of 207.06 cm2, plant height of 
9.4 cm, and number of leaves of 11 strands. 

Keywords: Frequency, kailaan, PAFT, sound exposure 

time 
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INTRODUCTION

Kailaan (Brassica alboglabra) is one of the green leafy brassicas which are widely grown 
for commercial production in East and Southeast Asia. Kailaan or Chinese broccoli is one 
of the most important leafy vegetables grown in Southeast Asia (Sagwansupyskorn, 1993). 
Plants can adapt to tropical lowland heat and humidity which can be planted throughout the 
year. Several benefits for tropical farmers include short harvest duration, low production 
costs compared to many other vegetable crops, ease of seed production, and Kailaan easy 
adaptation (Hanson et al., 2004). Commercial production of Kailaan is usually concentrated 
close to the city due to the characteristics of plants such as: fragile, easily damaged, and 
short shelf life that requires a production location adjacent to the market (Hanson et al., 
2011). Kailaan has shiny blue-green leaves with thick crispy stems. This plant is harvested 
commercially when blossoming buds have been formed but are not yet open (Okuda, 2000).

In its growth, vegetable plants adjust to environmental factors including light, 
temperature, moisture, and mechanical perturbations such as: wind, rain, and touch. 
Several methods of vegetable cultivation have been developed to optimize productivity 
and quality of vegetable crops. One effective method is the manipulation of environmental 
factors in which vegetables are cultivated (Rouphael et al., 2018; Hendrawan et al., 2019; 
Umam et al., 2019). Modern greenhouses are designed and equipped with sensors and 
automatic control systems to adjust air temperature, root zone temperature, light intensity 
and quality, relative humidity and carbon dioxide (CO2) concentration, according to 
plant needs and vegetative growth stages (Graamans et al., 2018). Scientific literature 
deals with the importance of temperature control for vegetable quality. Max et al. (2009) 
postulated the effect of temperature regulation on plant quality reporting that the air 
conditioning system in a polyethylene-covered greenhouse reduced the incidence of rot 
at small flower ends and fruit, and increased Ca content. Setting the temperature in the 
root zone is as important as in the room temperature, which provides effective effect on 
the growth of vegetable plants (Urrestarazu et al., 2008). Artificial lighting conditions in 
greenhouses play an important role for vegetable quality in terms of visual, organoleptic 
properties and chemical composition. According to Li and Kubota (2009) and Lin et al. 
(2013), the application of variable quality supplemental light (UV-A, blue, green, red and 
far red, and white LED diodes) causes significant differences in phytochemical content 
(anthocyanins, carotenoids, chlorophylls and flavonoids) from lettuce leaves, hence light 
additional can be a modulator of useful phytochemical content. Setting the intensity of light 
in a controlled environment is also essential which affects the photosynthetic activity and 
chemical composition in vegetables (Kyriacou et al., 2016; Ksas et al., 2015). Addition of 
CO2 up to 1000-1200 μmol mol-1 in the greenhouse also has a significant effect to increase 
vegetable productivity up to 30% and increase the quality of vegetable crops both in terms of 
chemical composition, antioxidant activity, fiber content, vitamin C, protein, organic acids, 
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fat, and sugar content (total, reducing, and non-reducing) (Chalabi et al., 2002; Becker & 
Klaring, 2016; Sgherri et al., 2017; Baslam et al., 2012; Khan et al., 2013). The regulation 
of environmental humidity (RH) of vegetable cultivation also has a significant effect on 
the productivity and quality of vegetable products (Vanhassel et al., 2015; Leyva et al., 
2014). High RH results in heat damage due to reduced evapotranspiration rates, while at 
the same time reducing sap flow through phloem reduction and ion translocation in plant 
tissues, which produces symptoms of nutrient deficiencies. Among the environmental 
factors that have been mentioned (temperature, light and humidity), it is revealed that 
plants also respond to sound waves that can stimulate growth increasing productivity and 
immune systems in plants (Mishra et al., 2016; Chowdhury et al., 2014). Research on the 
effect of sound waves on plant growth has been unfortunately limited.

To date, there are still inadequate studies that focus on the use of plant acoustic 
frequency technology (PAFT) to increase the productivity and quality of Kailaan vegetables. 
PAFT aims to provide exposure to sound waves in plants under specific frequencies in 
accordance with the plant’s meridian system to increase crop production and reduce fertilizer 
use (Meng et al., 2012; Collins & Foreman, 2001). Sound waves are roughly classified 
into three regimes by its frequency: infrasound (10−4–20 Hz), audible sound (20×104 
Hz) and ultrasound (2×104– 1012 Hz). Several studies have proven that the application of 
audible PAFT is beneficial for plant growth, especially in vegetables (Hassanien et al., 
2014; Jaramillo et al., 2018; Pujiwati & Djuhari, 2014; Ankur et al., 2016; Weiming et al., 
2015). PAFT has been applied at various stages of plant physiological growth, such as:  
in seed germination, callus growth, endogenous hormones, photosynthetic mechanisms, 
and transcription of certain genes. Good stimulation can increase disease resistance and 
can reduce the use of chemical fertilizers and biocides (Zhao et al., 2002). The utilization 
of PAFT can also regulate the quality of plant products extending the shelf life (Kim et 
al., 2018). Plants can spontaneously produce sound waves at relatively low frequencies 
of 50-120 Hz. In addition, plants similar to humans and other animals have internal sound 
frequencies. Plants can also absorb and resonate with certain external sound frequencies 
(Hou et al., 1994; Hou & Li, 1997). Sound waves can change cell cycles (Wang et al., 
1998). Sound waves vibrate the leaves of plants and accelerate protoplasmic movements 
in cells (Gagliano et al., 2012). Based on the facts about the advantages of PAFT, there 
is possibility that PAFT can improve the production of Kailaan as the most important 
vegetables in Southeast Asia. Furthermore, there has been no research which observe the 
effectiveness of PAFT for Kailaan growth. 

The purpose of this study is to apply PAFT for the vegetative growth of Kailaan 
vegetables. The sound utilized as PAFT is derived from traditional Javanese music, with 
the Javanese Gamelan entitled Puspawarna. In previous studies, it has been proven the 
effectiveness of Javanese gamelan music compared to other types of music such as rock 
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and jazz (Hendrawan et al., 2018). The results showed that PAFT effectively increased 
vegetative growth of plants. The results for each type of music i.e. jazz, gamelan, and 
heavy metal were as follows: plant height of 14.84, 15.96, and 15.3 cm, respectively; leaf 
area of 13.9, 29.38, and 26.01 cm2, respectively; plant root dry weight of 0.156, 0.244, and 
0.238 g, respectively; plant length of 16.12, 18.74, and 19.5 cm, respectively; and plant 
wet weight of 1.94, 2.78, and 2.384 g, respectively. 

MATERIAL AND METHODS

This research was conducted at the Agroindustry Tools and Machinery Mechatronics 
Laboratory, Department of Agricultural Engineering, Faculty of Agricultural Technology, 
Brawijaya University, Malang, Indonesia. The utilized tools in this study can be seen in 
Table 1.

Table 1
The utilized tools in the study

Device Specification Function
Growth chambers there were three growth 

chambers used, each chamber 
was coated with ultraviolet (UV) 
plastic with a thickness of 0.15 
to 0.2 mm

as a place for Kailaan 
cultivation

Portable Speaker Advance duo 050 speakers (3 
watts, 4 ohms, 20 Hz ~ 20 kHz 
frequency response)

as a sound source

Digital timing 
module

DS3231 RTC to control the timing of 
sound exposure

Relay 4-volt 4 channel relay to turn on and off the 
speakers with digitally

Power Supply AC to DC 12 V10 A Power 
Supply

as a power source

Microcontroller Arduino uno atmega as a microcontroller for 
control systems

Mono speaker 5-volt MP3 decoder as a sound generator
Sound level meter Extech Instruments to measure sound noise 

levels
Chlorophyll Meter SPAD-502Plus to measure chlorophyll or 

green leaf index
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This study utilized the three chambers in a greenhouse measuring of 150 x 100 cm 
where each chamber had two speakers placed at the top center facing down towards the 
plant as shown in Figure 1. The treatment chamber was placed in a greenhouse that had 
been tested to be soundproof and was far from crowded. The distance of each chamber was 

Table 1 (Continued)

Device Specification Function
Digital Scales (I-2000) and (Camry) to measure leaf area and 

wet weight
Microscope Olympus CX43 Binocular 

Microscope
to observe the diameter 
of the stomata opening

 

Sound System 

(a)

Figure 1(a) & (b). PAFT design in a cultivation chamber

(b)
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set far enough from one another, so there was no noise inside the chamber. Before the study 
begin, each chamber was subjected to a soundproof test. Each chamber represented one 
frequency treatment. In the first hour treatment of PAFT exposure, all plants were in each 
growth chamber. At the second hour, a set of plants was removed away from each chamber. 
At the third hour, another set of plants was removed away from each chamber. After PAFT 
treatment was complete, all plants were returned to the chamber. Measurement result of 
environmental temperature both inside and outside the observation environment ranged 
from 28-32 °C and air humidity ranged from 40-50%. The measurements were conducted 
in the morning and evening when the plants were treated. Whereas, the sound intensity 
level from each treatment ranged from 68 to 76 db (Pujiwati et al., 2018; Hassanien et 
al., 2014). The utilized sample was Kailaan vegetable seedlings which had aged 20 days 
after seedling. PAFT treatment was performed for 24 days in the morning at 07.00-10.00 
a.m and in the afternoon at 02.00-05.00 p.m. Based on previous research, the best stomata 
openings were in the morning and afternoon. Because during the daytime the evaporation 
rate was high, so the stomata would automatically close to reduce the rate of evaporation. 
At the end of the study, the Kailaan plant age was 44 day after seedling. Water and nutrition 
were given evenly and equally for all research treatments. Water was given to plants every 
morning (07.00 a.m) and in the afternoon (05.00 p.m) with a dose of 40-50 mL for each 
water supply. The nutrition provided was a mixture of vermicompost and soil in a ratio of 1: 
1. Plants that had been sown for 15 days were then transferred to a polybag with a mixture 
of vermicompost (25 kg) and soil (25 kg). Apart from giving vermicompost, nutrients were 
also given to plants in the form of organic liquid fertilizer 10 mL every 3 days at 07.00 a.m 
and 02.00 p.m. The sound applied as PAFT treatment was derived from Javanese Gamelan 
music entitled Puspawarna whose frequency had been set by using the Audacity application. 
The Javanese gamelan acoustic was taken directly from the recording process of a Javanese 
gamelan music. From the music data that had been taken, then the sound was corrected to 
eliminate noise and the frequency was adjusted to 3-5 kHz, 7-9 kHz, and 11-13 kHz using 
audacity software. The results of measurements in each level of frequency were illustrated 
in Figure 2. The frequency range shown in Figure 2 (3-5 kHz; 7-9 kHz; and 11-13 kHz) 
were applied in this study as frequency treatments. Determination of treatment was based 
on preliminary research (Hendrawan et al., 2018). From preliminary research, this study 
was recommended to apply the frequency level variation (Hassanien et al., 2014) ranging 
in 3-5 kHz, 7-9 kHz, and 11-13 kHz. The second treatment factors included sound exposure 
time (Pujiwati & Djuhari, 2014) for 1 hour, 2 hours, and 3 hours. The control plants as a 
comparison in this study were Kailaan plants without PAFT treatment. In this study, each 
treatment used five plants, so that the total plants used were 50 plant samples. However, 
from these samples only three samples were selected that were the best for each treatment. 
Environmental factors in the greenhouse had been optimally conditioned for the growth of 
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the Kailaan plant conveying: temperature control, air humidity, sound intensity, and light 
intensity. The PAFT test results were performed on several vegetative aspects of Kailaan 
plants, including: amount of chlorophyll / chlorophyll content index (cci), plant length 
(cm), plant wet weight (g), leaf area (cm2), plant height (cm), number of leaves (strands), 
and stomata opening diameter (µm) at the top of the leaf and at the bottom of the leaf. The 
measurement of plant height was performed by measuring plant height starting from the 
base of the stem which was parallel to the surface of the planting medium to the base of 
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the plant stem. The measurement of plant height was conducted for every 3 days, starting 
from the 3rd day until the plants were 24 days old. The number of leaves was measured by 
selecting and counting each leaf of Kailaan plant. The selected leaves included the leaves 
that have begun to open until the leaves widely open; thus, leaves which were facedown 
were excluded. Calculation of the number of leaves in Kailaan plant was conducted for 
every 3 days until the plants are 24 days old. The measurement of leaf area was carried out 
when the plant was 24 days after planting, where the selected leaves were in the position 
of seven strands from the bottom of the stem for all observation samples. Measurement of 
wet weight was conducted when the plant was 24 days old after planting. Measuring the 
amount of leaf chlorophyll was performed when the plant was 24 days old after planting. 
Measurements were conducted before the plants were removed from the planting media. 
Measurements were conducted by using Chlorophyll meter from Konica Minolta SPAD 
502. The selected leaves were six strands from the bottom of the base which were carried 
out in all treatment samples. Measurements were only carried out on the center of the leaf 
because the middle part contains the most chlorophyll by avoiding measurements on the 
leaf bone and mesophyll tissue. The measurement of plant length was performed after 
the plants were 24 days old after planting. The plants were placed on a flat medium to 
measure the length of Kailaan by using a ruler in a row, starting from the root to the top 
of the Kailaan stem. Stomata observation was conducted by using a digital microscope. 
The observation method for diameter of leaf stomata opening was conducted by selecting 
one of the three samples in each treatment, and laterby applying transparent nail polish 
to the middle at the top and bottom of the leaves. In addition, after drying, transparent 

Figure 2(a), (b) & (c). Analysis of frequency measurements by using Audacity
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nail paint was released from the leaves and observed by using a digital microscope of 40x 
magnification. Statistical analysis was conducted to test the significance of treatment in 
this study. Data from the study using two treatments i.e. different frequency levels and 
duration of time of exposure to sound in plants were analyzed using analysis of variance 
(ANOVA). After the ANOVA test was carried out and it was found that the results were 
significantly different then it was further tested using DMRT (Duncan’s Multiple Range 
Test) (Kamal et al., 2018; Hossain et al., 2019).

RESULTS AND DISCUSSIONS

The results of Kailaan products after undertaking several treatment variations are depicted 
in Figure 3 and Figure 4. From the visual observations, Kailaan treated with PAFT 
demonstrated better result than the untreated Kailaan plants. Meanwhile, the quality of 
Kailaan plants among treatments was rather difficult to distinguish; thus, it was necessary to 
accurately measure vegetative parameters. Suwardi (2010) had also proven that there were 
significant differences between plants with PAFT and without PAFT. The results indicated 
that PAFT provided more optimal results in plant growth (Mishra et al., 2016; Chowdhury 
et al., 2014). Pujiwati et al. (2018) also explained the results of the research in which PAFT 
treatment on optimal frequency could improve the quality of vegetable crops including 
stomata openings, plant weight, harvest index, and leaf area with significant results.

Figure 3. The results of Kailaan plant appearing side-by-side
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(control) 

       
       (3-5 kHz, 1 hour)  (3-5 kHz, 2 hours)     (3-5 kHz, 3 hours) 

      
       (7-9 kHz, 1 hour)             (7-9 kHz, 2 hours)           (7-9 kHz, 3 hours) 

      
(11-13 kHz, 1 hour)         (11-13 kHz, 2 hours)    (11-13 kHz, 3 hours) 

Figure 4. The results of Kailaan plant appearing above

From the data observed by the amount of leaf chlorophyll, it is apparent that the 
highest average value (80.86 cci) was found in the treatment frequency of 3-5 kHz and 
PAFT exposure time for 3 hours. Whereas, the lowest observation in the amount of leaf 
chlorophyll (48.96 cci) was found in the treatment frequency of 3-5 kHz and PAFT 
exposure time for 1 hour. The graph depicting the observation of the average number of 
chlorophyll leaves in each treatment is presented in Figure 5. The result of the PAFT test 
was able to increase the average of leaf chlorophyll by 61.5% than control treatment. 
From the ANOVA test results obtained that the treatment with the level of frequency and 
duration of exposure did not have a significant effect on the level of significance (α = 0.05). 
However, PAFT in several studies has demonstrated to significantly increase the amount 
of leaf chlorophyll during growth. In several previous studies, it was proven that tomato, 
lettuce, and spinach plants which were given the PAFT treatment, significantly increased 
the amount of chlorophyll at a frequency of 0.08 ~ 2 kHz with an exposure time of 180 
minutes compared to plants that did not apply PAFT (Hou & Mooneyham, 1999a; Hou 
& Mooneyham, 1999b). Whereas, the cucumber and sweet pepper plants are recognized 
to have the highest increase in the amount of chlorophyll at a frequency of 0.08 ~ 2 kHz 
with an exposure time of 180 minutes which is given once every day (Hassanien et al., 
2014). Meng et al. (2012) in his research on the implementation of PAFT on strawberry 
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plants, found that acoustic frequency treatments could optimally improve photosynthetic 
processes, which also affected the increase in the amount of leaf chlorophyll. Zakariya et 
al. (2017) tested PAFT on Mustard Pakcoy plants with significant results to increase total 
chlorophyll reaching 27.7%.

On the observation of Kailaan plant length, it is apparent that the highest average 
value (47.33 cm) was found in the treatment frequency of 3-5 kHz and the exposure time 
of PAFT for 3 hours. Meanwhile, the result from observations of the lowest plant length 
(30.00 cm) is found in the treatment frequency of 11-13 kHz and PAFT exposure time for 
1 hour. Graphs of plant length observations are depicted in Figure 6. The result of PAFT 
test was able to increase the plant length by 35.2% than control plant. The statistical tests 
were conducted by using the real level (α = 0.05) demonstrating that the treatment with 
various frequency and exposure time of PAFT, significantly affected the length of the 
Kailaan plant. From the results of Duncan’s multiple range test (DMRT) with 5% level, it 
was found that various frequency treatment with the most significant effect was at 3-5 kHz 
with an average plant length of 40.00 cm, while the treatment with PAFT exposure time for 
3 hours, an average plant length was 43.33 cm. From this result, it is assumed that PAFT 
can have a significant effect on the length of the Kailaan plant, where the best treatment 
for plant length is reached at a frequency of 3-5 kHz and exposure time of 3 hours. PAFT 
is proven to significantly increase plant length. Wang et al. (2003) proved the success of 
PAFT in significantly increasing plant length in paddy rice seeds, compared to the untreated 

Figure 5. Relationship between variation in frequency and PAFT exposure time to the amount of chlorophyll 
of Kailaan leaves
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paddy rice seeds. In this study, the best results were obtained at the acoustical instrument 
frequency of 0.4 kHz. Cai et al. (2014) proved that PAFT could significantly increase the 
length of vegetable plants with the best frequency treatment at ±2.5 kHz.

The results Kailaan plant wet weight indicated that the highest value of plant wet 
weight (84.00 g) was found in the treatment frequency of 3-5 kHz and the exposure time 
of PAFT for 3 hours. The lowest value of plant wet weight (34.66 g) was found in the 
treatment frequency 11-13 kHz and PAFT exposure time for 2 hours. Figure 7 illustrates 
the results of the average wet weight in each treatment. The result of PAFT test was able 
to increase the wet weight by 106.7% than control treatment. The results of the statistical 
analysis indicated that the treatment with variations in frequency and exposure time of PAFT 
significantly affected the wet weight of Kailaan plant. The results of DMRT demonstrated 
that the most significant frequency variation treatment was at a frequency of 3-5 kHz with 
an average wet plant weight of 64.33 g, while the treatment of PAFT exposure time with 
the most significant effect was at 3 hours with an average wet plant weight of 64.66 g. 
From the results of this statistical test, it is concluded that PAFT has a significant effect on 
Kailaan wet weight with the best treatment at a frequency of 3-5 kHz and PAFT exposure 
time for 3 hours. In several other studies, it was also proven that PAFT can significantly 
increase plant weight (dry weight and fresh weight). The 5 kHz frequency can increase the 
dry weight of wheat plants (Weinberger & Measures, 1979), while the 0.4 kHz frequency 

Figure 6. Relationship between variations in frequency and PAFT exposure time to Kailaan plant length
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can increase fresh weight on paddy rice seeds (Wang et al., 2003). Pujiwati and Djuhari 
(2014) also had proven that PAFT treatment with high-frequency could significantly 
increase fresh-weight of soybean plants. This result is also in accordance with the results 
of research conducted by Zakariya et al. (2017) with PAFT at a frequency of ± 2 kHZ 
increasing the wet weight of vegetable plants by 25.6%. Cai et al. (2014) also examined 
the utilization of PAFT which could significantly increase the wet weight of vegetable 
plants with the best frequency treatment on ±2.5 kHz.

The next parameter measured to observe Kailaan leaf area, in which the highest leaf 
area average value (207.06 cm2) was found in the treatment frequency of 3-5 kHz and PAFT 
exposure time for 3 hours. The lowest leaf area (98.58 cm2) was found in the treatement 
frequency of 11-13 kHz and PAFT exposure time for 2 hours. Figure 8 presents observations 
of leaf area for each treatment. The result showed that PAFT was able to increase the leaf 
area by 71.0% than control plant. The statistical analysis test indicated that the treatment 
with variations in frequency and exposure time of PAFT had a significant effect on Kailaan 
leave area. This finding is evidenced, where the treatment with frequency variations has 
sig. (α = 0.002) and treatment with variations in PAFT has sig. (α = 0.00), indicating that 
both treatments have < (α = 0.05). Therefore, ANOVA test was conducted by using DMRT 
for both treatments. The result of DMRT advanced test with a real level of 5% indicated 
that the most significant frequency variation treatment was at a frequency of 7-9 kHz with 

Figure 7. Relationship between variations in frequency and PAFT exposure time to Kailaan plant wet weight
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an average leaf area of 153.92 cm2, while the treatment with PAFT exposure time was the 
most significant at 3 hours with a leaf area average of 169.80 cm2. From these results, it is 
assumed that the utilization of PAFT can have a significant effect on the area of Kailaan 
leaves where the best treatment is at a frequency of 7-9 kHz and the length of time exposed 
is 3 hours. The increase in leaf area due to PAFT treatment is also in line with the results 
of research conducted by Pujiwati and Djuhari (2014) where PAFT treatment with high 
frequency (± 10 kHz) could significantly increase the leaf area of soybean plants. This 
result is also in accordance with the study of Zakariya et al. (2017) who utilized PAFT 
for Pakcoy vegetable plants, presenting a significant increase in leaf area to reach 30.9%.

Observation of the height of the Kailaan plant has also been carried out, indicating 
that the highest average value (11.60 cm) was found in the treatment frequency of 3-5 
kHz and PAFT exposure time for 2 hours. The lowest plant height (7.33 cm) was found in 
the frequency treatment 11-13 kHz and PAFT exposure time for 1 hour. Figure 9 provides 
observations of plant height for each treatment frequency and exposure time of PAFT. 
It shows that PAFT treatment was able to increase the plant height by 0.8% than control 
treatment. The results of the statistical analysis test indicated that the frequency variation 
treatment had a significant effect on the height of the Kailaan plant. The frequency treatment 
parameter has sig (A = 0.005) < (α = 0.05). In DMRT test, it is concluded that the most 
significant frequency variation treatment was at a frequency of 3-5 kHz with an average 

Figure 8. Relationship between variation in frequency and PAFT exposure time to Kailaan leaf area
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Figure 9. Relationship between variation in frequency and PAFT exposure time to Kailaan plant height

plant height of 9.98 cm. In a study conducted by Carlson (2013), it was proven that PAFT 
was able to increase plant height by using a 3-5 kHz frequency treatment given once a 
day for 180 minutes. In the study of Pujiwati and Djuhari (2014) high-frequency PAFT 
gave significant results to increase plant height. Whereas, in the study of Zakariya et al. 
(2017), it was proven that PAFT was able to increase vegetable height significantly until 
it reached 10.4%. 

From the data observed, the number of Kailaan leaves with the highest average value 
was found in the treatment frequency of 3-5 kHz and 11-13 kHz with the exposure time of 
PAFT for 3 hours with 11 strands. Meanwhile, the smallest number of leaves was found at 
the 11-13 kHz frequency and PAFT exposure time for 1 hour with 9.33 strands. The results 
of observations on the number of leaves in each treatment are depicted in Figure 10. It 
shows that PAFT was able to increase the number of leaves by 13.9% than control plant. The 
results of the statistical analysis indicated that the exposure to PAFT significantly affected 
the number of leaves of the Kailaan plant. The time of exposure had sig. (Α = 0.032) < (α 
= 0.05). From the results of DMRT follow-up test with a real level of 5%, it was found 
that the best result of the treatment for PAFT exposure time was at 3 hours of treatment 
with 10.88 leaves. In a study conducted by Carlson (2013) and Hou et al. (1999a), it was 
proven that PAFT was able to increase the number of leaf plants by applying a 3-5 kHz 
frequency treatment given once a day for 180 minutes.
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Figure 10. Relationship between variations in frequency and PAFT exposure time to number of Kailaan leaves

Stomata is the most important part of the plant due to its function as a place of 
respiration process. PAFT is a technology that utilizes the frequency of sound to stimulate 
the wider opening of leaf stomata. In Figure 11 and Figure 12, stomata openings are given 
PAFT exposure at frequencies of 3-5 kHz, 7-9 kHz, and 11-13 kHz as well as exposure 
times of 1 hour, 2 hours and 3 hours. From Figure 11 and Figure 12, it can be concluded 
that the total distribution of the widest stomata opening is in the lower stomata of the leaf. 
In addition, wider stomata openings are in the PAFT treatment with a frequency of 3-5 kHz 
compared to the treatment of 7-9 kHz, 11-13 kHz and control, where the PAFT treatment 
affects both stomata opening at the bottom and top of the leaf. At the best treatment, which 
is at a frequency of 3-5 kHz and exposure time of 3 hours, the most optimal stomata 
opening diameter at the top of the leaf was 89.19 - 93.45 µm and the stomata opening 
diameter at the bottom of the leaf was 136.69 - 140.74 µm. Thus, PAFT with a frequency 
scale and optimal exposure time can have a significant effect on the stomata openings of 
Kailaan plant. PAFT was able to increase the stomata opening at the top part of the leaf 
by 30.5%, and increase the stomata opening at the bottom part of the leaf by 79.4% than 
control treatment. Carlson (2013) had proven that frequency of 3-5 kHz had an effect on 
the optimal opening of the stomata to grasp free nutrients in the air including nitrogen 
and water. Pudjiwati and Djuhari (2014) suggested in a study that PAFT with high sound 
frequencies influenced stomata openings which ultimately increased the uptake of free 
nutrients in the air increasing plant productivity. This result is also in line with the study of 
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(control) 

       
       (11-13 kHz, 1 hour)        (11-13 kHz, 2 hours)      (11-13 kHz, 3 hours) 

       
 (7-9 kHz, 1 hour)  (7-9 kHz, 2 hours)  (7-9 kHz, 3 hours) 

       
 (3-5 kHz, 1 hour)  (3-5 kHz, 2 hours)  (3-5 kHz, 3 hours) 

Figure 11. Enlargement image of stomata opening at the top part of the leaf

 
(control) 

       
           (11-13 kHz, 1 hour)          (11-13 kHz, 2 hours)          (11-13 kHz, 3 jam) 

       
 (7-9 kHz, 1 hour)  (7-9 kHz, 2 hours)  (7-9 kHz, 3 hours) 

       
 (3-5 kHz , 1 hour)  (3-5 kHz, 2 hours)  (3-5 kHz, 3 hours) 

Figure 12. Enlargement image of stomata opening at the bottom part of the leaf
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Zakariya et al. (2017) who applied PAFT to Mustard Pakcoy plants, in which leaf stomata 
openings increased to 28.4%. 

CONCLUSIONS

Based on the results of the study, it can be concluded that the frequency of 3-5 kHz and 
exposure time of 3 hours are the best plant acoustic frequency technology (PAFT) treatment 
in Kailaan with the value of leaf chlorophyll, plant length, wet weight, leaf area, plant 
height, number of leaves, stomata opening width at the top of the leaf, and stomata opening 
width at the bottom of the leaf are 80.86 cci, 47.33 cm, 84.00 g, 207.06 cm2, 11.60 cm, 11 
strands, 89.19 ~ 93.45 µm, and 136.69 ~ 140.74 µm, respectively. The result of the PAFT 
test was able to increase the average of leaf chlorophyll by 61.5%, increase the plant length 
by 35.2%, increase the wet weight by 106.7%, increase the leaf area by 71.0%, increase the 
plant height by 0.8%, increase the number of leaves by 13.9%, increase the stomata opening 
at the top part of the leaf by 30.5%, and increase the stomata opening at the bottom part 
of the leaf by 79.4% than control treatment. It was found that the PAFT had a significant 
effect on the productivity and quality of Kailaan plants. For further development, PAFT 
using gamelan music can be combined with plant response-based sensing to improve the 
quality of vegetables in a closed bioproduction system.
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ABSTRACT

Most of the classification algorithms discover flat Fuzzy Classification Rules (FCRs) in ‘If-
Then’ form. The knowledge discovered in the form of FCRs allows us to deal with vague, 
inexact and incomplete premises, however, it ignores exceptions and hierarchies that may 
exist in data. The simple FCRs enlarge the size of Rule Bases (RBs) with the presence 
of duplicate clauses that can be removed by arranging the rules in a hierarchical fashion. 
Moreover, such rules infer incorrect conclusions in the presence of exceptional conditions. 
This paper proposes the discovery of accurate, interpretable and interesting rules in a 
novel form named as Fuzzy Hierarchical Censored Classification Rules (FHCCRs) using a 
Genetic Algorithm approach. The GA design for discovering FHCCRs includes designing of 
suitable encoding scheme, fitness function and genetic operators. The suggested approach 
works in three phases: i) fuzzifying a dataset in a pre-processing step, ii) applying a genetic 
algorithm for discovering FHCCRs and iii) merging FHCCRs into bigger hierarchies in 
a post-processing step. The proposed approach is applied to five benchmark datasets. It 
successfully discovers FHCCRs which contain exceptions (also referred as censors) as well 
as hierarchies. The knowledge discovered in the form of FHCCRs enriches rule bases in 
respect of interpretability and interestingness.

Keywords: Classification rule discovery, fuzzy 
censored classification rules (FCCRs), fuzzy 
hierarchical classification rules (FHCRs), fuzzy 
hierarchical censored classification rules (FHCCRs)

INTRODUCTION

In real world problem domains, a machine 
has to make predictions using inadequate, 
vague and uncertain information. Fuzzy 
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Rule Based Systems (FRBSs) are proficient systems for reasoning with ambiguous, 
imprecise and/or incomplete information (Zadeh, 1996). Most of the FRBSs consist of 
Fuzzy Classification Rules (FCRs) that ignore hierarchical relationships among the data/
class labels. Such conventional FRBSs are not suitable for domains, where knowledge can 
be better expressed at various levels of abstraction. Therefore, researchers have suggested 
knowledge structures like Hierarchical Production Rules (HPRSs) (Al-Maqaleh & 
Bharadwaj, 2005; Bharadwaj & Saroj, 2009; Bharadwaj & Kandelwal, 2007), Hierarchical 
Censored Production Rules (HCPRs) (Bharadwaj & Saroj, 2010; Bharadwaj & Jain, 1992; 
Jain & Bharadwaj, 1998) and Fuzzy Hierarchical Censored Production Rules (FHCPRs) 
(Neerja & Bharadwaj, 1996) to support the discovery of hierarchical fuzzy classification 
rules.

While designing hierarchical classification systems, we need to consider variable 
certainty and specificity as the two aspects of variable precision logic. A system that gives 
more certain answers given more time (resources) is called a variable certainty system and 
a system that gives more specific answers given more time (resources) is called variable 
specificity system (Michalski & Winston, 1986). Certainty refers to the degree of belief in 
a conclusion and specificity refers to the degree of details contained in a Rule Base (RB). 
The two aspects of variable precision logic (certainty and specificity) are associated with 
accuracy and interpretability - the two fundamental characteristics of classifiers/RBs in data 
mining. Accuracy is the capability of a RB to closely represent the real-world knowledge 
whereas interpretability of a RB is the power to state the behavior of a real system in an 
interpretable way (Gacto et al., 2011). In this context, accuracy provides a measure of 
certainty while specificity relates to interpretability. 

Accuracy and interpretability are indeed important performance monitoring metrics but 
are not sufficient to measure the real interestingness of a RB. A RB is considered interesting 
if the knowledge represented by it is not only formerly unknown but it is also in contrast 
to the original beliefs of its users (Kontonasios et al., 2012). Although interestingness is 
a subjective term, yet unexpected and exceptional knowledge is considered interesting. 
Discovery of exceptions is interesting because exceptions are unusual conditions that 
contradict the prior knowledge about the domain, add curiosity and improve the quality of 
decision making in those rare circumstances when the default or generalized rules cease 
to work. Exceptions, also termed as censors in the literature (Bharadwaj & Al-Maqaleh, 
2007a), have low support, and therefore, it is not possible to discover exceptions using the 
typical classification rule discovery methods. Most of the classification algorithms focus 
on the generality of the knowledge discovered, whereas exceptions make rules specific.

In this paper, we propose a genetic algorithm approach to discover Fuzzy Hierarchical 
Censored Classification Rules (FHCCRs) which are the integration of Fuzzy Censored 
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Classification Rules (FCCRs) and Fuzzy Hierarchical Classification Rules (FHCRs) 
(Bala & Ratnoo, 2018). The proposed system discovers accurate and interpretable fuzzy 
classification rules. In addition, these rules are interesting and have the ability to make 
predictions with variable certainty and specificity. We have employed two quantitative 
measures, the degree of subsumption and coefficient of similarity, to determine the 
hierarchical relationships in FHCCRs. The proposed approach is tested on benchmark 
data sets from the UCI machine learning repository. The approach initially generates FCRs 
which are, subsequently, converted into FHCCRs by appending exceptions/censors and 
hierarchies.

The rest of the paper has the following structure. Second part describes the supporting 
knowledge structures for discovering hierarchical rules with exceptions/censors and the 
related work to contextualize this research. Third  part describes the proposed system to 
discover FHCCRs. It includes the fuzzification process, GA design, and a post-processing 
scheme to merge individual FHCCRs. It also explains the concepts of the degree of 
subsumption and degree of similarity. The suggested approach is employed in experimental 
design followed by the results obtained and lastly, conclusion and future scope of this 
research have been discussed.

RELATED WORK

Intelligent and reasoning based systems have to work in an environment of uncertainty and 
vagueness. Hence, the Rule Bases (RBs) of these systems consist of Fuzzy Classification 
Rules (FCRs). Researchers have been working to make these rule bases more concise and 
useful by accommodating exceptional clauses and hierarchies in these rule bases. This 
section describes novel rule structures and takes account of the research carried out for 
discovering knowledge in these various advanced rule forms to create RBs for intelligent 
systems.

Fuzzy Censored Classification Rules

Exceptions (also referred as Censors in this work) are the rare conditions which change 
the behavior of a default rule. Exceptions/ Censors pertain to limited instances in data 
and, hence, often get ignored as machine noise, if not tackled separately. An FCCR is a 
combination of an FCR and a Censor Production Rule (CPR) (Michalski & Winston, 1986). 
FCCRs have discussed in detail in Bala (2012). 

FCCRs cover one aspect of variable precision, logic, i.e., variable certainty, but 
specificity remains constant here. Next Section describes FHCCRs which support variable 
specificity also in drawing conclusions.



Renu Bala and Saroj Ratnoo

94 Pertanika J. Sci. & Technol. 28 (1): 91 - 116 (2020)

Fuzzy Hierarchical Censored Classification Rules

Fuzzy Hierarchical Censored Classification Rules (FHCCRs) are the rules that contain 
censor conditions as well as hierarchical information. An FHCCRs is represented as:

If P is X Then CkUnless E is Y: Ck
’

Generality [Cg]

Specificity [Cs1, Cs2] 

Here, ‘E’ represents the censor conditions, Ck represents the rule class, Cg is the general 
class and Cs1, and Cs2 are the specific classes. The rule class Ck may change to Ck

’ when 
the censor condition E is true. The general class represents the most general concept and 
specific classes show the more specific concepts in the hierarchies. The following real 
world example shows the illustration of FHCCRs. 

/* Level 0*/
If (S is household servant for family F) Then (S does household_work) Unless (S is 
Sick or S is on leave: S does not work)  Generality []  // The Rule Class itself 
is the most General class
Specificity [S cooks for family F, S drives for family F]

/* Level 1*/
If (S has good cooking skills) Then (S cooks for family F) unless (Family F is outside: 
S does not cook for family F) Generality [S does household_work] Specificity [S cooks 
breakfast, S cooks lunch, S cooks dinner]
If (S has good driving skills) Then (S drives for family F) Unless (S is defaulter: S 
does not drive for family F)
Generality [S does household_work] Specificity [S drives bike, S drives car]

/* Level 2*/
If (time is morning) Then (S cooks breakfast) Unless (Family F wakes up late on 
Sundays: S does not cook breakfast) Generality [S cooks for family F] Specificity[]
If (time is noon) Then (S cooks lunch] Unless (Family F eats out: S does not cook lunch)
Generality [S cooks for family F] Specificity[]
If (time is night) Then (S cooks dinner] Unless ()
Generality [S cooks for family F] Specificity[]
If (S travels short distance) Then (S drives bike) Unless ()
Generality [S drives for family F] Specificity []
If (S travels long distance) Then (S drives car) Unless ()
Generality [S drives for family F] Specificity []
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The above FHCCRs can further be merged into a single tree as shown in Figure 1. The 
root node in a FHCCR tree signifies the most general class and any child node is a specific 
case of its parent node. As we traverse towards the leaf nodes, the classes become more 
and more specific. Censors may be present at any level in the hierarchy.

Figure 1. An example FHCCRs tree

Family F eats out
S is defaulter

Noon

Family F wakes up 
Late on Sundays

S travels short distance

NightMorning

Good driving skills

Good cooking skills

Family F is outside

S is sick or on leave

S travels long distance

S does not 
cook breakfast

S does not 
cook lunch S does not 

drive

S drives 
Bike

S drives 
Car

S does not 
cook

Breakfast Lunch Dinner

S does household 
work for family F

S cooks for 
family F S drives for 

family F
S does not 

work

Censors present at upper levels in the hierarchy are inherited at the lower levels as 
well. Since each rule in the hierarchy inherits all the properties of its parent FHCCR, it 
is not required to list all such properties repetitively. Hence, in the tree representation, 
redundancy is minimized in the listing of the properties. The solid circles represent the 
classes and solid arrows denote the properties. Censor conditions are represented along 
the dashed lines and dashed circles show the classes when censor/exception condition(s) 
is/are satisfied. 

For discovering the best set of FHCCRs, one needs to search through all possible 
candidate FHCCRs for a dataset. In this context, it is an optimization problem that can be 
solved using a Genetic Algorithm. Applying an approach for discovering FHCCRs requires 
an evaluation/fitness function to guide the search towards an optimal solution. Therefore, 
we need to quantify the goodness of hierarchies. For this purpose, we have used degree of 
subsumption and coefficient of similarity- two quantitative measures- to decide about the 
levels of classes in the hierarchical framework (Al-Maqaleh & Bharadwaj, 2005; Bharadwaj 
& Saroj, 2010; Bharadwaj & Al-Maqaleh, 2007b). Degree of subsumption decides the 
hierarchical levels (Generality/ Specificity) among classes. If Class Ck subsumes class 
Cs then Ck is more general class than Cs, i.e. Cs is the specific class of Ck. Coefficient of 
similarity gives more comprehensible results if the degrees of subsumption between classes 
Ck and Cs are equal both ways. These measures are explained in detail in the proposed 
system.
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Rule Mining using Genetic Algorithms

Genetic algorithms are random but guided search methods for solving complex optimization 
problems. These start with a random population of candidate solutions and apply genetic 
operators (selection, recombination and mutation) to form improved solutions from the 
better fit parents in successive generations by following Darwinian theory of evolution. The 
possible classification rules that can be learned from a dataset can be enormously large. 
Finding an optimal rule set that can perform effective classification is no less a challenging 
task. GAs, being global optimization tool, have been extensively used for classification rule 
mining (Freitas, 2002a; Freitas, 2002b). The block diagram for discovering classification 
rules is given in Figure 2.

Research for Discovering Knowledge in Various Rule Forms

FCRs have demonstrated their ability in a wide spectrum of applications in the domain of 
control (Palm et al., 1997), modeling (Pedrycz, 1996), and data mining problems (Ishibuchi 
et al., 2005b; Kuncheva, 2010). Therefore, there have been many attempts to discover 
FCRs from real-valued datasets (Cordón et al., 2000; Fernández et al., 2009; Herrera, 
2008; Ishibuchi et al.,1995; Ishibuchi et al., 2005a; Ishibuchi et al., 2005b; Ishibuchi et al., 
2011; Mendes et al., 2001). Most of these approaches discover the knowledge at a single 
conceptual level that results into RBs of large size. It may increase the accuracy of the RB 
but influences the interpretability adversely. 

Figure 2. Block diagram of GA for discovering Classification Rules

Stop
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Start

Evaluate fitness of rules from training data
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Accuracy and interpretability are conflicting criteria; therefore, researchers depend on 
achieving the best trade-off between accuracy and interpretability. Several efforts have 
been made to reach an acceptable trade-off between accuracy and interpretability (Bala & 
Ratnoo, 2016; Gacto et al., 2011; Ishibuchi et al., 1997; Ishibuchi et al., 2001; Ishibuchi et 
al., 2011; Sanz et al., 2010). Ishibuchi and colleagues (1997, 2001, 2005a, 2005b & 2011) 
had proposed a GA for rule selection problem that tried to maximize accuracy and minimize 
the number of rules. In addition, multi-objective evolutionary algorithms have also been 
suggested for rule learning problems. These approaches discover non-dominated Pareto 
optimal solutions by considering accuracy and interpretability (in terms of the number 
of rules and the number of antecedent conditions per rule) as the optimization criteria 
(Ishibuchi et al., 1997; Ishibuchi et al., 2001). All these approaches discover knowledge 
in the form of FCRs which have the following shortcomings:

• FCRs severely fragment the knowledge, thereby, resulting in a large number of 
rules.

• FCRs, as an underlying rule structure for discovering classification rules, do not 
exhibit the two aspects of variable precision logic, i.e., variable certainty and 
variable specificity.

• FCRs simply ignore the exceptions as a noise and, hence, are unable to cope with 
exceptional/unusual conditions.

The problem of discovering flat classification rules has been extensively studied 
in the area of data mining and machine learning (Freitas, 2008). Hence, in the past few 
decades, discovery of the Hierarchical Classification Rules (HCRs) has become the 
priority of researchers in field of rule mining (Cerri et al., 2013; Cerri et al., 2012; Davies 
et al., 2007; Rousu et al., 2006; Secker et al., 2007; Secker et al., 2010; Sun et al., 2004; 
Sun & Lim, 2001; Tsumoto, 2003). A knowledge base organized in a hierarchical form is 
not only interpretable, it can also make predictions at multiple levels of abstractions, i.e., 
it can handle variable precision logic with respect to specificity. The most efficient and 
easy to understand underlying rule structures to support the discovery of the hierarchical 
classification rules are HPRs (Al-Maqaleh & Bharadwaj, 2005; Bharadwaj & Saroj, 
2009; Bharadwaj & Kandelwal, 2007), HCPRs (Bharadwaj & Jain, 1992) and FHCPRs 
(Neerja & Bharadwaj, 1996). Hierarchical multi-label classification is another complex 
challenging task that requires discovery of rules in hierarchical form. In hierarchical 
multi-label classification problems, an instance is assigned to more than one classes 
out of hundreds or thousands of the classes (Cerri et al., 2012). Popular examples of the 
hierarchical multi-label classification problems are the task of text classification (Rousu 
et al., 2006; Sun et al., 2004; Sun & Lim, 2001) and protein function prediction (Cerri et 
al., 2013; Sun et al., 2004).
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Another important aspect of real world knowledge is interestingness which has 
been given considerably focus in the data mining literature. Silberschatz and Tuzhilin 
(Kontonasios et al., 2012; Silberschatz & Tuzhilin, 1996; Silberschatz & Tuzhilin, 1995) 
had dealt with the issue of interestingness. They had considered the exceptions as interesting 
pieces of knowledge that challenged the common beliefs. Suzuki and colleagues (Suzuki, 
2002; Suzuki, 2004; Suzuki & Shimura, 1996; Suzuki & Zytkow, 2000) had done extensive 
work in the domain of exception discovery. They had classified exceptions in several 
categories and discovered exceptions in the form of rule pairs and rule triplets. They had 
addressed the task of dependence modeling, and their algorithm discovered a large number 
of exceptions, which made the discovered knowledge unsuitable for human insight and 
analysis. A classification algorithm based on the evolutionary approach for discovering 
comprehensible rules with exceptions in the form of Censored Production Rules (CPRs) 
is presented in (Bharadwaj & Al-Maqaleh, 2007a). A genetic algorithm approach has 
also been proposed to discover Fuzzy Censored Classification Rules in (Bala, 2012). A 
genetic programming-based intelligent miner has also been proposed to mine rules with 
fuzzy hierarchies with exceptions at every level (Bharadwaj & Saroj, 2010; Bharadwaj & 
Al-Maqaleh, 2007b). Vashishtha et al. (2013) had discovered classification rules with intra 
and inter-class exceptions. However, their algorithm was designed to work with datasets 
containing discretized /nominal attributes only. Another contribution for discovering 
exceptions has been made to discover tuned fuzzy classification rules with Intra and 
inter-class exceptions (Bala & Ratnoo, 2016). In this work, each attribute is fuzzified by 
finding an optimal combination of the type of MFs (triangular, trapezium) and the number 
of linguistic terms (varying from 1 to 5). In this research work, we take up the task of 
discovering knowledge in the form of FHCCRs using a genetic algorithm approach.

THE PROPOSED SYSTEM

This section describes the proposed approach for discovering FHCCRs in a step by step 
manner. It includes a pre-processing step to fuzzify the attributes, a genetic algorithm to 
discover FHCCRs and a post-processing step to merge FHCCRs into FHCCR trees. The 
overall flow chart of the proposed system is shown in Figure 3.

Fuzzification Process

The dataset is normalized by using the following formula in Equation 1.

𝐴𝑖𝑗′ =
𝐴𝑖𝑗 −𝑚𝑖𝑛 𝐴𝑗

𝑚𝑎𝑥 𝐴𝑗 −𝑚𝑖𝑛 𝐴𝑗
     [1]

A’ij is the normalized value of the jth attribute of the ith instance. After normalization the 
dataset is fuzzified by applying algorithm given by Bala and Ratnoo (2016). This algorithm 
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produces optimal fuzzy partitions for attributes in relation to class labels. For each attribute, 
it selects an optimal combination of a Fuzzy Membership Function  (FMF) and the number 
of linguistic partitions out of a given set of FMFs (i.e., Triangular and Trapezium) and a 
given set of linguistic partitions (i.e.,2:(small, medium), 3:(small, medium large), 4: (small 
medium, medium large), 5:(small, small medium, medium, medium Large, Large)). The 
algorithm computes the gain ratio for all the possible combinations of FMFs and number 
of linguistic partitions for an attribute using the following Equation 2:

𝐺𝑅 𝐴𝑘 = 𝐼𝐺 𝐴𝑘

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 𝐴𝑘
      [2]

Measuring Goodness of Hierarchies

This section explains the use of the degree of subsumption and the coefficient of similarity 
to quantify the goodness of hierarchies.

Degree of Subsumption. Degree of subsumption is a quantitative measure to decide the 
hierarchical relation of generality/specificity among the classes. To compute the degree of 
subsumption between two classes Ck and Cs, first, we need to spot their defining properties.
The defining properties for the class Ck are the distinct linguistic labels (i.e., small, medium 

Discover Fuzzy Classification Rules (FCRs) by employing Crowding GA (Figure 2)

Start

Input  Data

Normalize data and fine tune  fuzzy membership functions and number of fuzzy partitions

Discover Fuzzy Censored Classification Rules (FCCRs) by applying mutation only to those  
attributes which are not present in the premise of FCRs

Apply GA for appending FCCRs with their general and specific classes for discovering 
FHCCRs by using Degree of Subsumption and Coefficient of Similarity to evaluate the 

goodness of hierarchies

Merge individual FHCCRs into FHCCRs trees to create the final fuzzy Rule Base.

Stop

Figure 3. Flowchart for the overall process of the proposed system
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and large), for the attributes of a given dataset, which have recalled more than a user-defined 
threshold value (θt) with respect to the class Ck (Bharadwaj & Saroj, 2009; Bharadwaj & 
Kandelwal, 2007). The values for recall, denoted by x and y, for the ith property in the class 
Ck and jth property in the class Cs  are computed as below in equations 3 and 4:

𝑥𝑖 =
 |(𝜇(𝑃𝑖) 𝛼 ∧ 𝐶𝑘)|

|𝐶𝑘|
     [3]

 𝑦𝑗 =
 |(𝜇(𝑃𝑗) 𝛼 ∧ 𝐶𝑠)|

|𝐶𝑠|
     [4]

The value of α  needs to be greater than 0.51. This value has been chosen through 
experimental tuning. The set of defining properties S(Ck) and S(Cs) for the classes Ck and 
Cs are captured as Equation 5 and 6 below:

𝑆 𝐶𝑘 = ∀𝑃𝑖 ∈ 𝑈;   𝑥𝑖 > 𝜃𝑡      [5]

 𝑆(𝐶𝑠) = ∀𝑃𝑗 ∈ 𝑈;   𝑦𝑗 > 𝜃𝑡      [6]

The subsumption between ith and jth properties of defining sets S(Ck) and S(Cs) is 
computed by using following Equation 7, 8 and 9.

𝑠𝑢𝑏𝑠𝑢𝑚𝑒(𝑆(𝐶𝑘(𝑖)), 𝑆(𝐶𝑠(𝑗)) = 1       𝑖𝑓(𝑥 ≤ 𝑦) 𝑎𝑛𝑑 (𝑖 = 𝑗) [7]

𝑠𝑢𝑏𝑠𝑢𝑚𝑒(𝑆(𝐶𝑘(𝑖)), 𝑆(𝐶𝑠(𝑗)) = 𝑦       𝑖𝑓(𝑥 > 𝑦) 𝑎𝑛𝑑 (𝑖 = 𝑗)  [8]

𝑠𝑢𝑏𝑠𝑢𝑚𝑒(𝑆(𝐶𝑘(𝑖)),𝑆(𝐶𝑠(𝑗)) = 0       𝑖𝑓 (𝑖 ≠ 𝑗)  [9]

The overall subsumption between the two classes is given by Equation 10:

𝑑𝑒𝑔 𝑟 𝑒𝑒_𝑠𝑢𝑏𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝐶𝑘,𝐶𝑠) = � �
𝑠𝑢𝑏𝑠𝑢𝑚𝑒(𝑆(𝐶𝑘(𝑖)),𝑆(𝐶𝑠(𝑗)))

|𝑆(𝐶𝑘)|

|𝑆(𝐶𝑠)|

𝑗=1

|𝑆(𝐶𝑘)|

𝑖=1

        [10]

Here, we are calculating overall subsumption degree between every pair of the classes. 
Therefore, double summation is applied. 

A subsumption matrix can be prepared using Equation 11. tsθ denotes the threshold 
value for the degree of subsumption which is kept at 0.6.
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        [11]

Coefficient of Similarity

A coefficient of similarity is required to decide the hierarchy among those classes whose 
subsumption degree is same both ways. The coefficient of similarity (S) of attributes 
between two classes Ck and Cs is defined on the basis of a 2× 2 contingency table (Table 1).

Table 1
Contingency table

S(Ck)(C1)
        ↓

S(CS)(C2) →
Observed Not observed

Observed p q
Not observed r s

𝜒2 =
𝑁 𝑝𝑠 − 𝑞𝑟 2

𝑀       [12]

𝑁 = 𝑝 + 𝑞 + 𝑟 + 𝑠       [13]

𝑀 = (𝑝 + 𝑞) (𝑟+ 𝑠) (𝑝 + 𝑟) (𝑞+ 𝑠)    ǁ14ǁ

𝑆 =
𝜒2

𝑁 𝑘 − 1
      [15]

In the above Equation 12, 13, 14 and 15, N is the total number of properties 
present; k is the degree of freedom. Degree of freedom is the number of independent 
quantities in the final calculation of a stastical distribution and it is calculated by 
𝑘 = (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑜𝑤𝑠 − 1) × (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑙 − 1). For a two by two contigency table the 
degree of freedom is 1. The value of S shall always lie between 0 and 1. Higher the value 
of S, more is the similarity between the classes involved (Bharadwaj & Saroj, 2009; 
Bharadwaj & Kandelwal, 2007).  

A similarity matrix can be prepared by using Equation 16. simθ , in Equation 16 
represents the threshold for coefficient of similarity which is taken as 0.6.

𝑖,𝑗=1….𝑛
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𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦_𝑚𝑎𝑡𝑟𝑖𝑥 𝐶𝑖 ,𝐶𝑗
𝑖 ,𝑗=1... ..𝑛

=
 1 𝑖𝑓  𝑖 == 𝑗
 0  𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐶𝑖 ,𝐶𝑗 < 𝜃𝑡𝑠𝑖𝑚
 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐶𝑖 ,𝐶𝑗    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 [16]

The coefficient of similarity is helpful in deciding the hierarchy between the classes 
when a general class subsumes two classes with the same degree of subsumption. 

The Genetic Algorithm Design

This section describes the proposed GA approach to discover FHCCRs. It illustrates 
encoding scheme, generation of the initial population, fitness function and genetic operators.

Individual’s Encoding. A set of four consequent blocks encodes the hierarchical 
chromosome with exceptions, as a candidate solution. The first block represents default 
rule, i.e., FCR. The second block captures the censor/exceptional condition(s) along with 
the class which gets predicted when censor conditions are satisfied. The third block contains 
the general class and the fourth block holds the specific classes. Two constraints that need 
to be enforced on individual FHCCRs are – 1) The properties present in the premise and 
exceptional parts are mutually exclusive and; 2) The rule class, the general class and the 
specific classes need to be all distinct.

Figure 4 shows the encoding of two chromosomes and their mapping to the 
corresponding FHCCRs. We have adopted the Michigan approach with a pure binary string 
for encoding the premise part of a chromosome. A block of n bits signifies n consecutive 
linguistic fuzzy variables in the order- ‘small’, ‘small-medium’, ‘medium’, ‘medium-large’ 
and ‘large’. Within a block, a ‘1’ bit marks the presence of the corresponding linguistic 
term, whereas a ‘0’ bit denotes its absence. A block with all bits set to 1 or 0 is treated as a 
‘don’t care’ state which indicates the absence of an attribute from the rule. The consequent 

Block 1 Block 2 Block 3 Block 4
A1 A2 A3 A4 A5 Class A6 A7 Censor class Generality Specificity
10 010 0010 10 00000 2 00010 0100 7 1 4    5    0
A1 A2 A3 A4 A5 Class A6 A7 Censor Generality Specificity
10 010 0010 01 00000 3 00001 1000 8 1 6   00

Genotype (Chromosomes)

If (A1 is small ) ∧   (A2 is medium) ∧  (A3 is medium-large) ∧  (A4 is small)→ C2¬  (A6 is medium-
large) ∧ (A7 is small-medium) : C7; Generality[C1]  Specificity[C4,C5]
If (A1 is small) ∧  (A2 is medium) ∧  (A3 is medium-large) ∧ (A4 is large) →C3 ¬ (A6 is large)∨ (A7 is 
small) : C8; Generality[C1]  Specificity [C6]

Phenotype (FHCCR)

Figure 4. Encoding scheme
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part contains the class label of the rule. The second block follows a similar strategy to 
represent exceptions and their corresponding classes. The attributes in block 1 and block 
2 are mutually exclusive as per the first constraint. The Generality part contains the label 
for the general class of the rule. The next block consists of three bits – each for one of the 
specific classes - which indicates that there are at most three specific classes.

Initial Population. Initially, a set of FCRs is generated from data using the algorithms 
“Evolving FCRs” and “Crowding” given in Bala and Ratnoo (2016). This first phase of 
the design discovers a set of FCRs which occupies the first block of the FHCCRs. The 
second phase transforms the FCRs into a set of FCCRs based on the algorithm given in 
Saroj and Bharadwaj (2007) , and modified for discovery of fuzzy rules. 

The third phase of the design creates an initial population of the FHCCRs by appending 
classes randomly to the generality and specificity parts of the pre-discovered FCCRs. The 
number of possible combinations in the generality and specificity parts increases with 
the rise in the number of classes present in the dataset. Hence, we have applied a genetic 
algorithm to fix the general and specific classes of FHCCRs in an optimal way.

Fitness Evaluation. Fitness function gives the quantitative measure to evaluate the quality 
of FHCCRs in the population. In the proposed approach, the degree of Subsumption and 
the similarity coefficient, already described in section of measuring goodness of hierarchies 
are used to evaluate the fitness of an individual. The fitness function is given below:

If (Generality = empty and Specificity= empty) then

𝐹𝑖𝑡𝑛𝑒𝑠𝑠=
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙

Else

𝐹𝑖𝑡𝑛𝑒𝑠𝑠1 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙 // Fitness of the first block of FHCCR

𝐹𝑖𝑡𝑛𝑒𝑠𝑠2 = 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑟𝑒𝑐𝑎𝑙𝑙 // Fitness of the second block of FHCCR

// Fitness of generality and specificity parts
𝐹𝑖𝑡𝑛𝑒𝑠𝑠3
= 𝑆𝑢𝑏𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝐶𝑔,𝐶𝑘 × 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐶𝑔,𝐶𝑘

+�𝑆𝑢𝑏𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝐶𝑘,𝐶𝑠𝑖 ×𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐶𝑘,𝐶𝑠𝑖)
3

𝑖=1

 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠3
= 𝑆𝑢𝑏𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝐶𝑔,𝐶𝑘 × 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐶𝑔,𝐶𝑘

+�𝑆𝑢𝑏𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝐶𝑘,𝐶𝑠𝑖 ×𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐶𝑘,𝐶𝑠𝑖)
3

𝑖=1

𝐹𝑖𝑡𝑛𝑒𝑠𝑠= 𝐹𝑖𝑡𝑛𝑒𝑠𝑠1 + 𝐹𝑖𝑡𝑛𝑒𝑠𝑠2 + 𝐹𝑖𝑡𝑛𝑒𝑠𝑠3

We have considered a maximum of three classes in the specificity part. The subsumption 
and similarity matrices are computed in advance from the set of FCCRs in the initial 
population to save the overhead of computation of these two measures again and again 
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for each FHCCR generated during the evolutionary process. Two FHCCRs that can be 
generated from the FCCRs given in the initial population are shown in the Figure 5. The 
fitness computations are also depicted in this Figure 5.

A1 A2 A3 A4 A5 Class A6 A7 Censor 
Class Generality Specificity

10 010 0010 10 00000 2 00010 0100 7 1 4    5    0
Precision=0.36      Recall=0.66    

Fitness1=0.465
Censor_precision=0.09  

Censor_recall=1 Fitness2=0.09
Fitness3=1.9455

Total Fitness= 2.5005

A1 A2 A3 A4 A5 Class A6 A7 Censor 
Class Generality Specificity

10 010 0010 01 00000 3 00001 1000 8 1 6     0     0

Precision= 0.5    Recall=1  Fitness1=0.667
Censor_precision=0.083  

Censor_recall=1 
Fitness2=0.083

Fitness3=1.4613  
Total Fitness=2.2113

Figure 5. FHCCRs generated from intial FCCR and their fitness evaluation

Genetic Operators. Tournament selection is used as the selection operator. The selection 
is restricted to Intra-species (individuals of same class) individuals since inter-species 
(individuals of different classes) individuals create low fitness offspring after applying 
crossover. New offspring are created from the selected ones by employing one point 
crossover and flip mutation. Cross breeding is done on the generality and specificity parts 
of the individuals of the same species. The mutation operator generates a new offspring by 
mutating generality and specificity blocks of an individual. The algorithm uses pre-selection 
technique to maintain diversity, i.e., the better fit offspring replace their parents. Figure 6 
shows the overall genetic algorithm approach for discovering FHCCRs.

Post-processing Scheme

The average number of defining properties in a rule is given by following Equation 17:

𝐴𝐷𝑃 =
1
𝑁� |𝑝𝑟𝑜𝑝 𝑅𝑖

𝑁

𝑖=1
|     [17]

Where N is the number of rules and prop (Ri) is the number of defining properties for 
the ith  rule. 

Here, we are presenting a post processing scheme in which small and related hierarchies 
can be merged together to form bigger hierarchies in order to reduce redundancy and 
increase interpretability. The scheme is as follows:

1. If an FHCCR is already a part of a bigger hierarchy, then the bigger FHCCR is 
retained and the smaller one is dropped. 
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2. If two FHCCRs have a common general class, but different specific classes, then 
these two FHCCRs are merged into a single hierarchy. 

3. Two different hierarchies will be merged only and only if the threshold criteria 
for the degree of subsumption and coefficients of similarity are satisfied. These 
threshold values are kept at 0.6 for our experimentation. 

After post processing step the related hierarchies are merged together and the redundant 
rules have been subsumed by the general rules. 

The post processing scheme reduces the average number of defining properties 
significantly and hence the knowledge represented by the FHCCR tree is more compact 
and interpretable.

EXPERIMENTAL SETUP AND PERFORMANCE EVALUATION

The proposed approach was validated on five datasets. The Land-Transport dataset was 
taken from Bala and Ratnoo (2018), and it was further extended to include exceptions as 
well. Rests of the four datasets were from UCI machine learning repository. Table 2 shows 
the description of the datasets with respect to the number of attributes, number of classes 
and total instances. All the datasets had continuous attributes without any missing values. 

Figure 6. The Genetic Algorithm to discover FHCCRs 

Algorithm: Discovering Fuzzy Hierarchical Censored Classification Rules (FHCCRs)
Input: Set of FCCRs, Population Size = 500; Mutation Rate = 0.1; Crossover Rate = 0
Output: A set of FHCCRs
Begin

1. Evolve FCRs from data using Algorithms ‘Evolving FCR’ and ‘Crowding’..
2. Discover FCCRs from the pre-discovered set of FCRs.
3. Construct Subsumption and Similarity Matrices from the pre-discovered set of FCCRs
4. Initialize random population P0 of FHCCRs using set of FCCRs and generate random classes for 

generality and specificity parts
5. Evaluate Fitness of the population P0

6. While stopping criteria not satisfied
Begin
6.1 Select two individuals i1 and i2 of same species
6.2 Apply crossover and mutation to produce new individuals i’1 and i’2//keeping the rule and censor 

parts fixed
6.3 Compute fitness of i’1 and i’2

6.4 If fitness of i’1 > fitness of i1

 6.4.1 Replace i1 in Pi with i’1

End if
6.5 If fitness of i’2 > fitness of i2

 Replace i2 in Pi with i’2

End if
End while

End.
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Table 2
Description of datasets

Dataset Attributes Classes Instances
Land-Transport 7 11 151
Hglass 9 6 214
E.coli 7 8 336
Yeast 8 10 1484
Vehicle 18 4 846

The datasets were normalized and fuzzified as described in the pre-processing step. 
Fuzzification of attributes had been carried out using the algorithm proposed in Bala & 
Ratnoo (2016). The resulting fuzzy partitions obtained for the attributes of different datasets 
are given in Table 3.

After fuzzifying the attributes, FHCCRs are discovered in three phases as described 
below: 

1. In the first Phase, FCRs are discovered by using the algorithms ‘Evolving_FCRs’ 
and ‘Crowding’ proposed in (Bala & Ratnoo, 2016) as mentioned earlier. These 
FCRs occupy the first part of FHCCRs representation. We have compared the 
accuracy and number of rules discovered by the classifiers containing FCRs with 
those obtained from Decision table, JRIP, PART and J48 classifiers available in 
WEKA. (Witten et al., 2011).  These classifiers are chosen since they produce 
rules in “If-Then’ form which are comparable with the rules discovered in the form 
of FCRs. All these classifiers are applied with their default settings provided in 
WEKA. The results have been taken with tenfold cross validation sampling method 
across all the datasets and classifiers. Table 4 compares the results averaged over 
ten folds. 
The table shows that FCRs perform significantly better than the other classifiers 
on four datasets (Land-Transport, Hglass, E-coli and Yeast), but it fails to do 
better on one dataset (Vehicle). For Vehicle dataset, the PART algorithm obtains 
the highest accuracy, however, it discovers many rules (29) as compared to the 
number of rules (7) discovered by the classifier consisting of FCRs. This reflects 
the tarde off between accuracy and number of rules discovered. Overall, JRip and 
the classifier containing FCRs discover lesser number of rules. As RBs with less 
number of rules are considered more interpretable (García et al., 2008), JRip and 
FCRs perform significantly better on this metric. 

2. In the second phase of the design, FCRs have been converted to FCCRs based 
on algorithm given in (Saroj & Bharadwaj, 2007). The algorithm is modified for 
fuzzy rules. The exceptions/censors discovered in this phase are accommodated in 
the second part of the FHCCRs representation. We have compared the accuracy of 
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Table 3
Attribute-wise Fuzzy partitions for datasets 

Attributes FMF Linguistic terms Attributes FMF Linguistic terms
Dataset: Land_Transport

1. Weight Low, Medium, High 5. Boot-Space Low, Low-medium, 
Medium-high, High

2. Mileage Low, Medium, High 5. Fuel-capacity Low, Medium, High

3. Width Low, Medium, High 6. Power Low, low-medium, 
Medium-high, High4. Length Low, Medium, High

Dataset: Hglass
1. Refractive 
Index (RI)

Low, High 6. Potassium (K) Low, High

2. Sodium(Na) Low, High 7. Calcium (Ca) Low, Low-medium, 
Medium-high, High

3. Magnesium 
(Mg)

Low, High 8. Barium (Ba) Low, Low-medium, 
Medium-high, High

4. Aluminium 
(Al)

Low, High 9. Iron (Fe) Low, High

5. Silicon (Si) Low, Medium, High

Dataset:E-coli
1. mcq Low, High 5. Vac Low, Medium, High
2. Gvh Low, High 6. Alm1 Low, High

3. Lip Low, High 7. Alm2 Low, High

4. Cb Low, High

Dataset: Yeast
1. Mcq Low, High 5. Eri Low, High

2. Gvh Low, High 6. Pox Low, High
3. Alm Low, Medium, High 7. Vac Low, Low-medium, 

Medium-high, High
4. Mit Low, High 8. Mv Low, Low-medium, 

Medium-high, High
Dataset: Vehicle

1. Radius Ratio Low, Medium, High 7.Scaled Variance 
along major axis

Low, High

2. PR Axis aspect 
Ratio

Low, High 8. Scaled Variance 
along minor axis

Low, Medium, High

3. Max length 
Aspect Ratio

Low, Low-medium, 
Medium, Medium-high, 
High

9. Skewness about 
major axis

Low, Medium, High

4. Scatter Ratio Low, Low-medium, 
Medium-high, High

10. Skewness about 
minor axis

Low, High

5. Elongatedness Low, High 11. Kurtosis about 
minor axis

Low, High
6. PR Axis 
Rectangularity

Low, Medium, High
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FCRs and FCCRs (Fuzzy Classification Rules with Censors/Exceptions) in Table 5. 
The results illustrate that the accuracy slightly increases when exceptions/censors 
get appended to the default rules. This is so because exception/censor conditions 
decrease false positive (FP) rate and increase True Negative (TN) rate. The results 
in Table 5 show that exceptions have been discovered for all the datasets except 
E-coli. Discovering exceptions may not increase accuracy to a great extent, but 
their discovery is interesting because knowing exceptions gives us a chance to 
revise our decisions in those rare circumstances where the default rules become 
inapplicable.

3. FCCRs are converted into FHCCRs in the third phase by appending the respective 
general and specific information to the FCCRs. The Initial population of FHCCRs 
is generated by appending general and specific classes randomly among the FCCRs. 
The fitness of individuals in the population is calculated from the subsumption 
and similarity matrices. The crossover and mutation operators are applied only to 
the generality and specificity parts of the initial FHCCRs. Table 6 gives the GA 
parameters employed to discover FHCCRs. 

The additional stopping criteria adopted was of no change in the fitness of individuals 
for last 10 generations. The FHCCRs discovered for the ‘Land transport’ dataset along 
with their fitness values are shown in Table 7.

Table 4
Comparisonon the basis of accuracy and number of rules

Algorithm/ 
Dataset

Decision table JRip PART J48 Classifier (FCR)

Acc. No of 
Rules Acc. No of 

Rules Acc. No of 
Rules Acc. No of 

Rules Acc. No of 
Rules

Land-
Transport 39.07 15 43.7 8 49.67 17 54.30 25 67.62 13.2

Hglass 68.22 38 69.62 8 68.22 14 66.82 30 83.59 7.5
E.coli 75.29 18 80.35 8 79.46 13 84.22 22 87.59 8.1
Yeast 53.77 109 57.82 15 53.5 132 55.86 185 72.57 10
Vehicle 61.82 62 63.71 16 68.68 29 68.20 61 60.58 7.1

Table 5
Comparison of accuracy of FCCRs with accuracy of FCRs

Dataset Accuracy without Exceptions Accuracy with Exceptions No of Exceptions
Land-Transport 67.62 71.63 2
Hglass 83.59 84.25 1
E.coli 87.59 87.59 0
Yeast 72.57 73.45 1
Vehicle 60.58 60.70 1
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Table 6
GA parameters used for discovery of FHCCRs

Population Size 20*no. of FCCRs discovered
Crossover rate 0.6
Mutation rate 0.1
Maximum number of generations 50

Table 7
FHCCRs discovered for ‘Land-transport’ dataset

FHCCRs Fitness1 Fitness2 Fitness3 Total 
Fitness

If (Weight is low) ∧  (Width is low) ∧  (Length is low) 
∧  (Boot_space is low) ¬  (Fuel_capacity is low) Then 
Two-wheeler¬  (Power is medium-high) :  (Sports-bike);  
Generality []  Specificity [Scooter, Bike]

0.5 0.085 1.592 2.177

If (Weight is medium) ∧  (Mileage is low) ¬  (Width is 
medium) Then Car  ¬ (Length is medium∨ power is high) : 
(Sports-car); Generality[] Specificity [Small-car, Big-car]

0.376 0.037 1.541 1.954

If (Weight is low) ∧  (Mileage is medium) ∧  (Width is low) 
∧  (Length is low) ∧  (Boot_space is low) ∧  (Fuel_capacity 
is low) ∧  (Power is low) Then Scooter; Generality [Two-
wheeler] Specificity[]

0.733 0 0.796 1.530

If (Weight is low) ∧  (Mileage is high) ∧  (Width is low) ∧  
(Length is low) ∧  (Boot_space is low) ∧  (Fuel_capacity is 
low) ∧  (Power is low) Then Bike; Generality [Two-wheeler] 
Specificity []

0.8 0 0.796 1.596

If (Weight is medium) ∧  (Mileage is low) ∧  (Width 
is medium) ¬  (Length is medium) Then Small-car ¬  
(Power is high) : (Sports-car); Generality [Car] Specificity 
[Hatchback]

0.52 0.108 2.497 3.125

If (Weight is medium) ∧  (Mileage is low) ∧  (Width is 
medium) ∧  (Length is high) ∧ (Power is low-medium)Then 
Big-car;  Generality [Car] Specificity [Sedan, SUV]

0.455 0 1.575 2.031

If (Weight is medium) ∧  (Mileage is low) ∧  (Width is 
medium) ∧  (Length is medium) ∧  (Fuel_capacity is 
low-medium) Then Hatchback;  Generality[Small-car] 
Specificity[]

0.733 0 0.820 1.553

In this table, the first column lists FHCCRs, the second column gives the fitness of 
the FCRs, the third column denotes the fitness of censor part and the fourth column gives 
the fitness of FHCRs. Finally, the fifth column provides the fitness of entire FHCCRs. 
The proposed algorithm has discovered 11 FHCCRs. The set of FHCCRs discovered are 
shown pictorially in Figure 7. 
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The post-processing step consolidates these FHCCRs into bigger hierarchies to further 
reduce the redundancy as described in post-processing scheme. Figure 8 shows the complete 
hierarchy for ‘Land-Transport’ dataset along with the defining properties. The bold dashed 
circle at the top level of the hierarchy represents the most abstract class which can be added 
by human intervention. 

Table 8 gives the number of FHCCRs discovered, average number of defining properties 
before and after post-processing, size of hierarchy and number of exceptions discovered.

The fifth column of the table shows the size of hierarchies along with the number of 
classes encountered at each level. For ‘Land-transport’ dataset, two classes have been 

Figure 7. FHCCRs discovered for Land-Transport dataset

Table 7 (continue)

FHCCRs Fitness1 Fitness2 Fitness3 Total 
Fitness

If (Weight is medium) ∧  (Mileage is low) ∧  (Width is 
medium) ∧  (Length is high) ∧  (Boot_space is medium-
high) ∧ (Power is low-medium) Then Sedan; Generality 
[Big-car] Specificity[]

0.722 0 0.887 1.609

If (Weight is medium) ∧  (Mileage is low) ∧  (Width is 
medium) ∧  (Length is high) ∧  (Boot_space is Low-
medium) ∧ (Power is low-medium) Then SUV Generality 
[Big-car] Specificity []

0.571 0 0.837 1.408

If (weight is low) ∧ (Mileage is low) ∧ (Width is low) ∧
(Length is low) ∧ (Boot-space is low) ∧ (Fuel-capacity is 
low) ∧ (Power is medium-high) Then Sports-bike; Generlity 
[Two-wheeler] Specificity []

0.667 0 0.796 1.463

If (weight is medium) ∧ (Mileage is low) ∧ (Width is 
medium) ∧ (Length is medium) ∧ (Power is high) Then 
Sports-car; Generality[Car] Specificity []

0.5 0 0.870 1.370



A GA Approach for FHCCRs Discovery

111Pertanika J. Sci. & Technol. 28 (1): 91 - 116 (2020)

encountered at first level, five classes at second level and four classes at third level. The 
last column shows the number of censors discovered at each level. The results show that 
merging of FHCCRs into bigger hierarchies reduces the average number of defining 
properties per rule significantly and hence reduces the redundancy in rule representation 
making them more interpretable. This reduction depends upon the size of hierarchies. 
Bigger a hierarchy is, more is the reduction in the average number of defining properties.

Figure 8. Complete hierarchical structure among classes of Land-transport dataset

 

Table 8
Properties of FHCCRs for different datasets

Dataset No. of 
FHCCRs

Avg. Defining 
properties before 
Post-processing

Avg. Defining 
properties after Post-

processing

Size of 
Hierarchy

No of censors/
Exceptions

Land-
transport 11 5.8 1.8 3: (2, 5, 4) 0, 2, 1

Hglass 6 7.6 4.6 2: (3, 3) 1, 0
Ecoli 8 5.8 5.2 2: (7, 1) 0, 0, 0
Yeast 10 6.8 3.9 2: (5, 5) 2, 1
Vehicle 4 6.0 6.0 0 0
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The proposed algorithm discovers concise, complete and interpretable rules in a 
hierarchical form for FRBs. It can classify objects at different levels of specificity. It also 
contains exceptions to the rules which enhance confidence in making decisions.

CONCLUSION AND FUTURE SCOPE

In this paper, we have proposed discovering Fuzzy Hierarchical Censored Classification 
Rules (FHCCRs) through genetic algorithm approach. The suggested approach has 
discovered FHCCRs in three phases. The first phase discovers FCRs which are, subsequently, 
converted into FCCRs and FHCCRs in the second and third phases respectively. The 
suggested approach has successfully captured the exceptions and hierarchical relationship 
in the class labels in the form of FHCCRs. Two measures- degree of subsumption and 
coefficient of similarity- have been used in the fitness function to measure the goodness of 
hierarchical relations. We have merged the individual FHCCRs to form larger hierarchies in 
a post processing step. This step has further organized the discovered knowledge in a more 
concise and non-redundant form because common properties among rules do not need to 
be repetitively represented and the specific classes inherit properties of the general classes.

Discovery of FHCCR trees is a contribution to form Fuzzy Rule Base Systems (FRBS) 
that are more accurate, interpretable and interesting. In addition, such FRBSs support 
variable certainty and specificity while drawing inference, i.e., these RBs are capable of 
taking corrective measures in the presence of censor/exceptional conditions, and classifying 
knowledge at multiple levels of abstraction. Since, FHCCRs have the capabilities to reason 
with incomplete and uncertain premises, to classify examples/objects at different levels 
of specificity and to take appropriate actions in exceptional circumstances; these have 
applications in the domains like robotics where human like adaptive decision making is 
required. This work can as well be extended to make multi-label classifications in the fields 
such as Bioinformatics and disease diagnosis where knowledge is commonly organized 
in a hierarchal manner.
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ABSTRACT 

Cloud Computing provides a solution to enterprise applications in resolving their services 
at all level of Software, Platform, and Infrastructure. The current demand of resources for 
large enterprises and their specific requirement to solve critical issues of services to their 
clients like avoiding resources contention, vendor lock-in problems and achieving high 
QoS (Quality of Service) made them move towards the federated cloud. The reliability of 
the cloud has become a challenge for cloud providers to provide resources at an instance 
request satisfying all SLA (Service Level Agreement) requirements for different consumer 
applications. To have better collation among cloud providers, FLA (Federated Level 
Agreement) are given much importance to get consensus in terms of various KPI’s (Key 
Performance Indicator’s) of the individual cloud providers. This paper proposes an FLA-
SLA Aware Cloud Collation Formation algorithm (FS-ACCF) considering both FLA and 
SLA as major features affecting the collation formation to satisfy consumer request instantly. 
In FS-ACCF algorithm, fuzzy preference relationship multi-decision approach was used 
to validate the preferences among cloud providers for forming collation and gaining 
maximum profit. Finally, the results of FS-ACCF were compared with S-ACCF (SLA 
Aware Collation Formation) algorithm for 6 to 10 consecutive requests of cloud consumers 

with varied VM configurations for different 
SLA parameters like response time, process 
time and availability.

Keywords: Cloud federation, collation formation, 
federated level agreement, fuzzy preferences 
relationships, key performance indicators, service 
level agreement
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INTRODUCTION

Cloud computing is a computing paradigm which provides the solution to all enterprise 
applications requirements. The virtual machine (VM) plays a key role in providing 
computational resources at different instances of the request made by cloud consumers 
(Mishra et al., 2012). Most of the cloud consumers can be any enterprises of ranging from 
small scale to large scale using VM instances dynamically. Due to cloud computing on-
demand and high scalability nature it needs for enterprises to face some unique challenges 
in terms of meeting the consumer’s requirements for high data-intensive applications which 
require low congestion of resources and less rejection rate.

The best possible way to attain the above challenge is either avoid over-provisioning of 
resources for particular VM, but it lacks the efficiency of underutilized physical resources 
during low demand of consumer’s request. Another approach as used by Amazon EC2 is to 
give authenticated user’s service level guarantee for best services. Even in this differentiated 
model, the privilege users are facing request’s rejection, unpredicted delays and resources 
shortage (Chen et al., 2011). One solution is, Federated cloud, a type of flavored cloud 
computing model which forms alliances among different service providers and provides 
resources to customers satisfying their different SLA needs (Rochwerger et al., 2011). In 
this model cloud providers will collaborate to form collation and try to meet all possible 
requirements of cloud consumers and satisfy their large demand of resources requirements 
by maximizing their price by providing good user experience (Rochwerger et al., 2009).

In this paper, we propose an FLA-SLA based cloud collation formation approach. In 
our scheme, each cloud consumer request consists of the number and type of resources 
with specified SLA requirement. The KPI’s (Key Performance Indicator’s) of different 
cloud providers are considered in this paper to form a Federated Level Agreement (FLA) 
to have a fine measurement of SLA to form collation at a particular instance. The set of 
KPI’s which have been agreed among cloud providers are used for computing the SLA 
parameters for collated providers during collaboration and can be considered as FLA’s 
and used as a reference to check for meeting the SLA of a user request. These SLA’s are 
calculated at different instances and checked against user request of resources for collation 
formation by different cloud providers and provide choice for cloud consumers to choose 
collated providers who satisfy their request within a specified SLA limit. The main objective 
considered in our approach was to maximize the total profit gained by the collated cloud   
providers and share the profit based on their contribution of resources to the collation 
without FLA and SLA violation.

The state of art of cloud collation formation solutions in federated clouds from 
Mashayeckhy et al. (2014), Guazzone et al. (2014) and Hassan et al. (2011) is either highly 
computational with the mathematical approach or an iterative merge-split approach for 
collation formation. In Hadjres et al. (2018), SLA of cloud providers is given importance 
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for collation formation using Irvy’s roommate algorithm which forms preferences for 
collation with not more than two cloud providers this leads to small collation size which 
needs next level of computation for collation formation (Irving, 1985). The previous 
collation formation models are either following high computational approaches or lagging 
in awareness of cloud providers KPI’s specification which results in exhaustive search for 
forming collation among cloud providers. But our current approach uses concise method 
in solving the generation of preferences with KPI’s parameters used in FLA agreement of 
cloud providers by using fuzzy preferences multi-decision approach for direct collation 
formation. Thus our scheme simultaneously analyzes SLA and FLA of cloud providers 
to solve the issue of collation formation and generate a differentiated model of collated 
providers which are ready to resolve any sort of resource provisioning issue in federated 
clouds.

Related Work

The concept of collation formation in the federated cloud is a result of collaboration made 
by cloud providers in providing resources meeting enterprise application requirements 
of cloud consumers. This concept offers benefits like dynamic resource provisioning, 
flexibility, maximized profits for different cloud providers, and improve the user experience. 
The purpose of creating federated clouds by cloud providers for different enterprise 
solutions was discussed by Rochwerger et al. (2009). In this work, the authors proposed 
a reservoir model which leveraged cloud providers in providing massive scale resources 
for meeting the infrastructure level agreements of different enterprise solutions. The 
proposed model highlights the need for federation for enabling cloud computing model 
to have features like service flexibility, controlled admission control, and optimized VM 
placements, cross-cloud VM allocation, monitoring, and migration. This work has not 
given any importance of collation formation which plays a critical role in the federation. 
Celesti et al. (2010) proposed cloud architecture for cross- cloud federation in which a 
home cloud did not fulfill the requests of its clients would forward these requests to other 
clouds for resolving their requirements. The cross-cloud federation formation was done 
by three simple steps like discovery, match making, and authentication. This work does 
not provide any profit maximization or sharing approach for foreign clouds. Goiri et al. 
(2012) proposed an economic model for federated cloud in which more public clouds were 
involved in federation formation given maximizing their profit. In this model, a federated 
provider module is developed to guide the cloud providers in taking decisions when to 
rent resources, get outsourced resources and turn of unused nodes. Similar to Celesti work, 
Giori’s work does not consider profit sharing among collation formed cloud providers, nor 
it has given importance for heterogeneity of VM’s while resource provisioning.
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Different resource provisioning policies were proposed for cloud providers to maximize 
their profit and cloud consumers to maximize their resource utilization (Toosi et al., 2011). 
In this model, cloud providers were given the scope of terminating the VMs when the price 
for running them becomes negative. CloudSim toolkit was used to run their simulations for 
different workloads and check the impact of policies on effective resource management. 
Bittencourt and Madeira (2011) proposed a cost optimization algorithm for workflows of 
different applications involving high processing and storage cost on a hybrid cloud. In this 
work, their objective was to develop a recommended system to cloud consumers to have a 
decision of what amount resources to be leased from public cloud and got aggregated with 
a private cloud for further processing depending on his current demand. This model does 
not work on collation formation to maximize the profit of cloud providers and, it needs to 
be tested for multiple workflows.

Nordal et al. (2011) and Bin et al. (2011) proposed solutions for VM configurations 
in multiple clouds and cluster clouds with specific constraints like resource oriented, 
Performance, light-weight computations. The implementation in Nordal et al. (2011) was 
a new computation model named Balava to manage light-weight VM placement among 
multiple clouds but did not work on cloud collation formation. While the approach presented 
in Bin et al. (2011) highlighted on VM resilient systems to enable high availability property 
to perform with live migration and hardware predictive failure analysis to evacuate the 
VM before host system fails and provide continuous services to cloud consumers. In both 
approaches the cost of outsourcing was not considered. Chaisiri et al. (2012) proposed 
an optimal cloud provisioning algorithm to effectively manage price and demand among 
several cloud providers during the reservation period. In this algorithm, they used stochastic 
programming for maximizing profit of cloud providers. Yang et al. (2012)   developed online 
real-time interactive applications for cloud federation architecture. This model focused on 
the concept of VM migration rather than resource provisioning on VM. In terms of cloud 
resource management, VM provisioning was proposed in several approaches. Kesavan et 
al. (2013) introduced a Cloud Capacity Manager to manage diverse workloads with variable 
demands. It failed to manage the reliability of VM for the low overhead of resources 
management. Rodriguez andd Buyya (2014) proposed a meta-heuristic optimization 
technique which aimed to minimize overall workflow execution costs within deadline 
requirements. This algorithm was not successful in providing elasticity and heterogeneity of 
computing resources. Hassan et al. (2011) proposed a horizontal dynamic cloud federation 
(HDCF) platform which used game theory for solving distributed resource allocation 
problem. Game theory cooperative and non-cooperative approaches were used to analyze 
the criteria of interactions among collated cloud providers while allocating resources. 
Mihailescu and Teo (2010) proposed a strategy-proof dynamic scheme to achieve social 
welfare for users while getting priced for resource usage in federated clouds. While Zhang 
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et al. (2015) proposed COCA, an incentive-Compatible (truthful) Online Cloud Auction 
mechanism to manage different user demands and generate a new bidding language to buy 
and sell resources. Samaan (2014) proposed an economic model to regulate the resources 
sharing among cloud providers for maximum profit and to meet the uncertain needs of 
the workload of cloud consumers. None of these approaches stated about the collation 
formation in the federation cloud.

Cloud federation formation was proposed in several approaches. Niyato et al. (2011) 
implemented a hierarchical cooperation game model which initiated resources and revenue 
sharing among a group of CP’s by forming resources pools to avoid any uncertainty in 
resolving internal user’s request. Mashayekhy et al. (2014) proposed a cloud collation 
formation approach using game theory and optimizing the maximum profit for cloud 
providers. In this approach, hedonic game mechanism was used to evaluate fairness 
properties and the collation formation is computed using split and merge algorithm. 
Guazzone et al. (2014) extended Mashayekhy’s work by using the same hedonic gaming 
mechanism approach for collation formation, for an energy-aware perspective. Hassan 
et al. (2016) also built on Mashayekhy’s work by proposing two schemes.   In Hassan 
et al. (2016), they proposed a trust-based cooperative game model on forming collation 
dynamically among trustworthy collated providers to fulfill the dynamic resources 
request for data-intensive applications on maximizing profits and minimizing penalty 
cost. In Hassan et al. (2015) they focused on energy- aware federation formation using 
capacity-sharing mechanism and highlighted on improving the social welfare among CP’s 
while satisfying fairness and stability properties in federation. An overlapping collation 
framework has been proposed to reduce the security risk involved during the federation 
formation (Bairagi et al., 2016). This approach depended  on the cooperative game to attain 
higher payoffs among collated CP’s. All above schemes have good technical advantages, 
but most of them are implemented using split and merge approach for collation formation. 
This mechanism has limitations like lack of stability, higher request rejection rates and 
failed in handling complex scenarios of VM requests because of not considering collation 
formation with SLA or QoS parameters which are needed measurements playing a key 
role while deploying in cloud production environments.

The issue of SLA-driven cloud environments was well addressed in few works like in 
Stanik et al. (2014), in which the authors proposed the integration for Software Defined 
Network (SDN) into federated cloud environments, to provide SLA guarantee for cloud 
consumers. The proposed approach provided an API based software components and a 
three-layered architectural approach using “ProgNet” to manage the SLA aware negotiation 
measures for federated cloud networks. In this paper, the cloud federation formation was 
not addressed while enforcing SLA negotiation mechanisms in cloud environments. Harsh 
et al. (2011) proposed another framework named contrail to support SLA and Quality 
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of protection agreements support for federated clouds. Contrail also created a separate 
layer for SLA management between cloud providers and users. The SLA requirements 
consideration of cloud consumers was not given importance during federation formation. 

Hadjres et al. (2018) proposed an approach in which SLA requirements of cloud users 
were taken into consideration of collation formation. Different test scenarios were used to 
analyze the execution time, total profit generation, and individual payoff during collation 
formation. In this approach, there is a  need for KPIs of each cloud provider for forming 
federation level agreement (FLA) which is similar to SLA not taking into consideration 
during collation formation. These FLA’s will have much impact in contributing resources 
among cloud providers to meet the SLA requirements of cloud consumers. Ray et al. (2018) 
proposed a federation formation approach among trusted cloud providers for maximizing 
satisfaction level of individual cloud providers on the basis of QoS and profit using broker 
based cloud federation architecture. This approach failed to identify fault and QoS violation 
during VM migration. Agmon et al. (2018) proposed a Vickrey-Clarke-Groves (VCG) 
auctions for maximizing social welfare among collated cloud providers by allocating 
resources efficiently. Sharing of profit among collated providers is not worked out in this 
approach and failed in providing collision among collated cloud providers which need to 
be avoided. The summary of the algorithms is listed in Table 1 highlighting the facts of not 
choosing KPI’s of CP’s as major factors while forming collation which favors our study of 
collation formation using both SLA and FLA with KPI’s for generating maximum profit 
among collated cloud providers.

Table 1
Summary of algorithms/model approaches used for cloud collation formation

Author Reference Algorithm/Model
Approach

Pro’s Con’s

(Rochwerger et al., 
2009)

Reservoir Model It analyzed primary 
requirements for creation of 
federation in cloud computing 
model.

Collation formation 
was not taken in to 
consideration with respect 
to SLA limitations.

(Celesti et al., 2010) Cross- Cloud 
Federation

Basic steps like discovery, 
match making and 
authentication were 
considered during federation 
with foreign clouds.

Profit Sharing and 
maximization were not 
given importance during 
collation formation.

(Bittencourt, & 
Madeira, 2011)

Cost Optimization 
Algorithm

A recommended system was 
built to predict the usage of 
resources in hybrid clouds 
for workflows of specific 
applications.

It was not tested for 
multiple work flows and 
collation formation.

(Nordal et al., 2011) Balava VM placement for multi-
cloud systems was managed 
in this model.

SLA Limitations were not 
given importance during 
VM placement.
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Table 1 (continue)

Author Reference Algorithm/Model
Approach

Pro’s Con’s

(Hassan et al., 2011) Horizontal 
Dynamic Cloud 
Federation

It solved distributed resource 
allocation problem during 
collation formation.

Resource contentions are 
not dealt in meeting SLA 
requirements of cloud 
consumers.

(Niyato et al., 2011) Hierarchical 
Cooperation Game 
Model

This model provided solution 
for resource pooling and 
revenue sharing among cloud 
providers.

SLA parameters were not 
taken in consideration 
while provisioning 
resources to cloud 
consumers.

(Chaisiri et al., 
2012)

Optimal Cloud 
Provisioning 
Algorithm

It managed price and 
demand of resources during 
reservation period.

On demand and Spot 
requests of resources were 
not handled by cloud 
providers.

(Kesavan et al., 
2013)

Cloud Capacity 
Manager

It analyzed diverse workloads 
with variable demands.

Failed in meeting 
reliability requirements 
of VM during resource 
management.

(Rodriguez & 
Buyya, 2014)

Meta-heuristic 
Optimization

It handled overall workflow 
execution costs within 
deadline requirements.

Elasticity and 
heterogeneity of resources 
were not managed.

(Mashayekhy et al., 
2014

Split and Merge 
Algorithm

 Collation formation was 
achieved with fairness in 
profit share.

It was exhaustive in high 
computational time for 
forming collation.

(Hassan et al., 2015) Energy- aware 
Federation 
Formation

Social welfare was achieved 
in profit sharing and stability 
was also attained in federation 
formation.

SLA parameters were not 
taken into consideration 
during federation 
formation.

(Bairagi et al., 2016) Overlapping 
Collation 
Framework

It dealt with security risks 
while collation formation.

Lead to higher user 
request rejection rate.

(Hadjres et al., 
2018)

SLA-Aware 
Collation 
Algorithm

SLA parameters with Irvy 
roommate algorithm was 
used to improve the collation 
formation.

High computational time 
in finding preferences 
and forming collation and 
KPI factors of CP’s were 
not considered during 
collation formation.

(Ray et al., 2018) Broker Based 
Cloud Federation 
Architecture

It dealt with satisfaction of 
individual cloud providers 
in maximizing profits during 
collation formation

SLA and KPI’s were not 
dealt in this architecture 
model.

(Agmon et al., 2018) Vickrey-Clarke-
Groves (VCG) 
Auctions Model

It analyzed profit sharing 
effectively using social 
welfare.

Collision of CP’s while 
sharing resources 
within SLA limitations 
was overlooked during 
collation formation
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METHODS  

An FLA-SLA Aware Cloud Coalition Formation Framework

This section presents the FLA-SLA Aware Cloud Coalition Formation (FS-ACCF) 
problem statement, details of the layered federated cloud model and architecture diagram 
of FS-ACCF model with mathematical formulation and describes the coalition formation 
algorithm.

Layered Federated Cloud Model

Figure 1 gives the layered federated cloud model which was considered to simulate the 
understanding of federated cloud approach. It consisted of the provider agent layer, Collated 
provider agent layer, Broker agent layer, Consumer agent layer. Each layer had set of agents 
which were involved in interaction to provide the idea of federation formation in cloud 
computing. The cloud consumer agents would request for resources with desired SLA 
requirements. In this model, the request of resources was done by considering the number 
of VMs of different types like small VMs, Medium VMs, Large VMs, and Extra large VMs. 
Table 2 shows VM instance characteristics of each VM type and these characteristics, prices 
were inspired by On-Demand instances of Amazon EC2. These requests were forwarded 
to cloud provider agents through broker agents and then collation formation process was 
started by having interaction among the set of provider agents and set of collated provider 
agent’s layer was formed for serving the consumer request for a particular instance.

In this model set of KPI factors like (Uptime, Downtime, Reqtimein. Reqtimeout, 
Inbyte, Outbyte, Packsize, Availbandwidthin, Availbandwidthout, Packtimein, Packtimeout, 
Disksize) of cloud provider agents were considered for collation formation. The KPI’s 
were provided by each cloud provider and FLA were computed based on these values.

Figure 1. Layered federated cloud model
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Architecture Diagram for FLA-SLA Aware Cloud Collation Formation Model

Figure 2 is a proposed architecture model in the above layered federated cloud model to 
analyze different KPI factors for FLA generation among different cloud providers and 
compute required SLA parameter values at various instances as the request made by cloud 
consumers. The cloud broker agent’s forwards the request made by cloud consumers along 
with required SLA parameters. In this architecture model the user required SLA parameters 
were analyzed over cloud providers computed FLA values along with KPI factor.

Table 2 
Example of VM configurations

Parameters Small
VM

Medium
VM

Large
VM

Extra Large
VM

Number of Cores (1.6 GHz CPU) 1 2 4 8
Memory (GB) 1.7 3.75 7.5 15
Storage (TB) 22 48 98 199
Price 0.12 0.24 0.48 0.96

A set of collated provider’s satisfying these consumers request at that instance were send 
for computing Fuzzy Relationship using multi-criteria decision approach for simultaneously 
analyzing collated providers collation formation for different SLA parameters. In this paper 
the different SLA Parameters were treated as X Parameters for FS-ACCF algorithm, where 
the X was used for Availability, Response time, and Process time.

Figure 2. Architecture for FLA-SLA aware cloud collation formation model
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Fuzzy preference relationship provides required collated providers list along with their 
cost at which they provide resources for cloud consumers. The list of collated providers 
was analyzed at different instances for providing resources. The cloud broker job was to 
provide this list of collated providers and their cost information to cloud consumers so 
that they can have a choice of service classes for their different SLA parameters request 
of resources. Fuzzy preference relationship provides required collated providers list along 
with their cost at which they provide resources for cloud consumers. The list of collated 
providers was analyzed at different instances for providing resources. The cloud broker job 
was to provide this list of collated providers and their cost information to cloud consumers 
so that they can have a choice of service classes for their different SLA parameters request 
of resources.

Notations. The set of Cloud providers specified by CP= {I/I=1, 2….N} and User request 
vector RVk= {rv1, rv2….rvm} rest of parameters and their descriptions are specified in 
Table 3 notations.

The best collation of provider agents that satisfied a user request along with their 
specified SLA parameters was found.  The complex task was to analyze the KPIs of cloud 

Table 3
Notations

Variables Description
N No of available CPs
CP A set of Cloud Providers

CP= {I/I=1, 2, … N}
M Number of types of VMs i.e. smallVM, mediumVM, LargeVM, ExtralargeVM for 

example (5,10,6,4)
VMij VM of size j offered by provider i
RVk  User Request Vector  

Costi A set of cost of VM’s provided by i provider 
rvkj No of VM ‘s of type j needed by user request
AvailPi Availability FLA parameter computed by a provider i using specified KPIs
PtPi Process time FLA parameter computed by a provider i using specified KPIs 
RtPi Response time FLA parameter computed by a provider i using specified KPIs
Xij Decision variable that represents the no of VM’s of allocated by provider i
F Characteristic function that is used to obtain Total profit obtained by collation
ColP The set of all collations that can be formed from CPSs.
TotalProfitX Total Profit earned by different collation formed on X parameters. Where X is 

Availability, Response time and Process time.
ShapelyValueX Shapley Value computed for each cloud provider involved in collation formation on X 

parameters Where X is Availability, Response time and Process time
FXPrice A set of prices proposed by the broker for each type of VM FXPrice= price1, price2, … 

pricem}
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providers for computing FLA parameters and then the preferred combinations of cloud 
providers who satisfied the user request with required SLA parameters were found. In this 
system model the preference of cloud providers were computed using fuzzy preference 
relationship multi-decision approach for collation formation among cloud providers.  
Total profit was computed based on the price set by broker and cost computed by their 
preferred collation cloud providers to check for maximum profit earned by the collation 
formation. This maximum profit needed to be shared among collated providers based on 
their contribution of resources.

System Model and Mathematical Formulation

We modeled the FS-ACCF problem as a hedonic coalitional game (CP, V) with transferable 
utility (TU). A cooperative game as mentioned in Saad et al. (2009) and Álvarez-Mozos 
et al. (2013) is a set of players will cooperate to form collations and share profit among 
them based on their contribution in collation. A utility or characteristic function is used 
to measure the total profit of the possible collation by meeting specific requirements and 
condition in collation formation. In this system model the preference relation is established 
are computed based on the fuzzy preference relationship of multi-decision approach.

Collation Formation Model

In our case of hedonic game, the players were cloud providers among which their FLA 
parameters were computed using their specified KPIs and then performed fuzzy preference 
relationship to list the collated cloud providers who satisfied the cloud consumer request at 
that instance. In our system the SLA parameters between the cloud providers was considered 
as FLA and the values were computed by specified KPI’s (i.e. Uptime, Downtime, 
Reqtimein. Reqtimeout, Inbyte, Outbyte, Packsize, Availbandwidthin, Availbandwidthout, 
Packtimein, Packtimeout, Disksize) of cloud providers by Equation [1], [2], [3], [4] and [5].

1 i
i

i

DowntimeAvailP
Uptime

 
= −  

 
, where iϵ CP  [1]

Re Rei i iPtP qtimeout qtimein= − , where iϵ CP [2]
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i i

PacksizeRinP
Availbandwidthin Inbyte

=
−

  [4]

( )
i

i
i i

PacksizeRoutP
Availbandwidthout Outbyte

=
−

  [5]



Pradeep Kumar Vadla, Bhanu Prakash Kolla and Thinagaran Perumal

128 Pertanika J. Sci. & Technol. 28 (1): 117 - 140 (2020)

Cloud provider computed their respective FLA parameters by above equations then 
each value of this compared with SLA parameter mentioned along with user request 
vector (RVk). Initially the cloud providers whose FLA parameters not matching with the 
SLA values were eliminated from collation formation for that instance. The rest of cloud 
providers were considered for fuzzy preference relation multi-decision approach for 
checking preference relationship and forming collation preferences with respect to that FLA 
parameter values. The process of this fuzzy preference relation multi-decision approach was 
taken from Chang and Wang (2008), Tanino (1988), Hipel et al. (2011) and Mesiar (2007). 
In these approaches they had been applied this fuzzy preference computation for gathering 
preferences in different computation fields like WIMAX and System design decision.

The final lists of preferred collated providers were used for total profit computation. 
A characteristic function (i.e. F) was used to associate profit to a collation. Thus, total 
profit was a real valued function F: ColP →ℝ+ where F (∅) =0 and ∅ is empty collation. 
A provider would get many choices of collated providers list generated because of fuzzy 
preferences relationship multi-decision approach. Now providers should choose which 
collation providers list would generate maximum total profit.

The best collation of cloud providers was analyzed by satisfying all requirements while 
maximizing total profit. This can be expressed as follows:

1
( Cos ( ))

i

M

ij i ij i
CP C j

Max X Fprice t PenaltyFunc Xα
∈ =

− −∑ ∑  [6]
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Subject to:
N, M ∈  N    (Cond1)
F  ∈  ℝ+    (Cond2)

0ijX ≥  for all i=1…N and j=1..4 (Cond3)
j

ij kj
i

X r=∑
 
for j=1..4  (Cond4)

ij ijX VM≤   for i=1..n and j=1..4 (Cond5)

αi= { 0,1}     (Cond6)
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The Equation (6) was used for computing maximum total profit for selected decision 
variable instances with fixed price; cost for required VM’s allocated with penalty function. 
The penalty function of Equation (7) was applied by cloud providers CPi to compute penalty 
cost for not supplying the resources with specified SLA values after collation formation. 
It was instantaneously computed for cost associated with those VMs of cloud providers   
which were not meeting their specified contribution among collated providers. Constraints 
(Cond1) and (Cond2) ensured the number of VMs and number of cloud providers to be set 
of Natural numbers and real positive numbers respectively. Constraints (Cond3) for the 
decision variable Xij was a Positive Value. The constraint (Cond4) gives the request of that 
particular VM instance is meeting with their summated decision variable of all collated 
providers involved in collation formation. The constraint (Cond5) ensured that decision 
variable was not exceeding required VM instances. The final constraint (Cond6) was the 
decision parameter for penalty function existing or not while provisioning resources after 
forming collation.

Profit Sharing Model

Once the best collation formed, the total profit was obtained for particular instance of user 
request with specified SLA parameter. The total profit was distributed among those cloud 
providers who were contributing to the collation done based on normalized Shapley value 
computation. The Shapley value payoff was obtained by the product of collation profit by 
the normalized Shapley Value:
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Where S is cardinal of the sub collation subC,nc is the cardinal of C and Comb(C) to 
the set of all combinations of 1,2,….., nc  elements of C.

The Equation [8] was used for computing shapley payoff value for on a particular 
QoS parameter by normalizing shapley value for sharing profit among the collated cloud 
providers. The Equation [9] computed the Shapley value on each QoS parameter for sub-
collation and collation set of cloud providers for sharing profit. The Figure 3 gives clear 
summary of integration of above both models.
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Figure 3. Dataflow diagram for FS-ACCF

FLA-SLA Aware Collation Formation Algorithm

Algorithm 1: FLA-SLA Aware Collation Formation Algorithm (FS_ACCF)
1. Input:the cloud providers set CP and their KPI’s(Key Performance 

Indicator’s the request R,SLA parameters
2. Calculate the FLA parameters from the specified KPI’s of cloud providers
3. Eliminate from Set of CP all CP’s that do not meet the required SLA 

parameters

Receive User Request Vector Specifying No of VM Resources of different 
types, SLA Parameters

Compute the FLA for all cloud 
poviders with their specified 

KPI’s

No

Yes

Reject Request
Collation 
Formation 

Model

Profit 
Sharing 
Model

Perform fuzzy preference relationship multi-
decision approach for generating preferences of 

cloud providers for forming collation

Compute the total profit gained by collated 
cloud providers for providing sufficient 

resources for user request

Using Shapley Value Payoff computation to 
share profits among collated cloud providers

Check for SLA Matching 
with FLA Parameters of 

cloud providers
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4. XCol la t edPre fe rences=FuzzyPre fe rencesL i s tX(NewCPl i s t , 
XparametersofNewCP); (X will be Availability, Response time, Process time 
etc..)/* Calculating Fuzzy Preference relation using multi criteria decision 
making approach */

5. [TotalProfitX]=Find_CollationX(XCollatedPreferences,UserReq,CPRes,Co
st);/* Calculated total profit earned by the collated providers during collation 
and providing resources without violation of SLA parameters.

6. [ShapelyValueX]=CalShapelyValueX(XCollatedPreferneces,TotalProfitX,
CPRes,Cost);/*calculate Share of profit among the collated provider using 
shapely value */

7. Validate the resource availability during collated providers providing 
resources.

8. If Current selected XCollatedPreferences doesn’t provide enough resources, 
then UserReq will be checked for other XCollatedPreferences and get 
allocated with different price.

The Algorithm 1 was used for processing the request made by cloud consumers along 
with their specified SLA parameters. Initially in step 2 of algorithm the set of KPI’s were 
used for undertaking FLA agreement among cloud providers. In step 3 SLA parameters 
of cloud consumers were checked for FLA agreed values of cloud providers and selecting 
only those cloud providers matching with in SLA parameters limit. The step 4 is called 
the fuzzy preferences list Algorithm 2 by passing selected providers list with required X 
SLA parameters of those providers.

The Step 7 was used for calculating Total profit for those X SLA parameters with 
preferred Collated providers by checking their satisfaction of cloud consumer’s request of 
resources within their SLA parameter limit. Step 9 was used for Shapley value calculation 
to share the profit among the collated providers. Step 11 and 12 were used if any of the 
selected collated providers fail to meet in providing required resources within their SLA 
limit. 

Algorithm 2: Computing the Collated Preferences lists
Function FuzzyPreferencesListX (NewCPlist, Xparameter)

1. Count = Length(NewCPlist)
2. For i=1:Count  assign array A(i)= Xparameter(NewCPlist(i); end for 
3. For i=1:Count  For j=1:Count   Intialize  2-dimensional matrix CurrA for 

FAHP computation.
4. If(i==j) CurrA(i,j)=1 else compute m=A(i)-A(j) end if  
 If(m <0) CurrA(i,j)=0 else CurrA(i,j)=m end if  end for end for
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5. For i=1:Count  For j=1:Count     fuzzyX(i,j)=max((currA(i,j)-currA(j,i)),0);  
end for end for

6. For i=1:Count   fuzzymaxX(i)=1-max(fuzzyX(:,i)); end
7. For i=1:Count For j=1:5    if(fuzzymaxX (i)==Xparameters (j))     finallist(i)=j;  

end if  end for end for    
8. for i=1:Count For j=1:Count      if(fuzzymaxX(i)<=fuzzymaxX(j)) 

preferlistX(i,j)=finallist(j); end if end for end for  
9. XCollatedpreferences=preferlistX;
10. Return (XCollatedPrefernces)

The Algorithm 2 Fuzzy Preferneces List is purely a mathematical model multivariable 
decision approach used for calculating preferences among the cloud providers with their 
agreed FLA values of different X SLA parameters.  It provides output as different collated 
providers list. At step 2 one dimensional matrix A(I) is initialized with new cloud providers 
SLA parameter values. At step 3 and 4 a two dimensional matrix CurrA (I,J) was initialized 
by comparing the A(i) values. At step 5 fuzzyX matrix was computed to get the maximun 
value of CurrA (I,J).At step 7 and 8 the finalist of preferred cloud providers for forming 
collation were listed by undergoing the fuzzy computation.

The Algorithm 3 was used for computing the total profit for different X Collated 
preferences simultaneously by collated cloud providers satisfying user requested and 
checked for their availability of resources and calculateed the price which needed to be 
paid by cloud consumers for getting serviced by that collated providers. 

Algorithm 3: Computing the total profit of XCollatedPreferences
Function Find_CollationX(XCollatedPreferences,UserReq,CPRes,Cost)

1. For each XCollatedPreferences list try to check for availability of resources 
and cost satisfy the UserReq and CPRes

2. CPRes(XCollatedPreferences)>UserReq(Resources)
3. profiteachXCollated=Cost(XCollatedPreferences)*CPRes(XCollatedPref-

erences)
4. UserReq(Resources)=UserReq(Resources)-CPRes(XCollatedPredferenc-

es)
5. And repeat above steps for each XCollatedPreferences until UserReq(Re-

sources) are satisfied.
6. TotalProfitX=addall(profiteachXCollated)
7. Return(TotalProfitX)
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Algorithm 4: Computing the ShapleyVal of XCollatedPreferences
Function CalShapelyValueX(XCollatedPreferences ,TotalProfitX,Cost,CPRes)

1. For each  XCollatedPreferences TotalProfitX calculate 
2. ShapleyValX=Factorial(n-1)*Factorial((n-(n-1)-1)/Factorial(n) *

 (TotalProfitX)-Cost(XCollatedPreferences)
3. List all ShapleyValX of each XCollatedPreferences

The Algorithm 4 was used for Shapley value calculation to share the total profit among 
the specified collated providers who collaboratively satisfied the consumer’s request within 
his specified SLA limit.

RESULTS AND DISCUSSIONS

We implemented the FS-ACCF algorithm using MATLAB. The formulated computations 
were done through MATLAB code. The results were obtained by executing the FS-ACCF 
algorithm and compared with S-ACCF algorithm. The S-ACCF algorithm considered Irvy’s 
roommate algorithm to pair the collated providers with minimum combination to achieve 
the collation with few SLA parameters and to attain total profit computations. But in the 
collation formation in FS-ACCF algorithm the KPI factors of cloud providers could be 
used for forming collation using fuzzy set approach of multi-decision criteria for different 
FLA parameters at particular instance and total profit are computed.

Simulation Environment and Evaluation Metrics

The simulation environment was carried through MATLAB for 6 to 10 consecutive requests 
for particular VM configurations as mentioned in Table 2, Table 4 gives the cloud providers 
with their SLA parameters and KPI’s and Table 5 gives the resulted values of execution 
time and total profit during collation formation by both FS-ACCF and S-ACCF algorithms 
at different instances and tested for collation formation on Intel corei3 processor, 4GB 
RAM with Windows 7.

Evaluation Metrics. Five(5) metrics were used to evaluate the two approaches: 1) The 
execution time of the collation formation algorithms for different requests at different 
instances; 2) The total profit generated by collation; 3) The individual payoff for each 
provider in the collation for specific XFLA Parameter where X  i.e. availability, response 
time and process time; 4) The no of providers in the generated collation; 5) The number 
of VMs per provider in the collation. 
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Performance Results and Analysis

The Figure 4 shows the execution time  for different user requests  and the comparsion 
between S-ACCF algorithm and FS-ACCF algorithm for execution time  with specific 
SLA parameters request made by them. It is clear from this graph that FS-ACCF using 
Fuzzy Preference Multi-decision appraoch resolved the collation formation much faster 
than S-ACCF Irvis rommmate algorithm. In Figure 4, the maximum difference between 
the execution time is because in S-ACCF algorithm the collation formation is checked only  
between pair of two cloud providers which take more time for forming collation where as 
in FS-ACCF algorithm many pair of collated  cloud providers where simultaneously many 
QoS parameters are considerd for collation formation with less execution time.

Table 4
List of SLA and KPI’S values of cloud providers participated in collation formation

Cloud 
Providers

SLA Parameters
(Availability, Response 
Time ,Process Time)

KPI’S 
(Uptime, Downtime, Reqtimein. Reqtimeout, Inbyte, 
Outbyte, Packsize, Availbandwidthin, Availbandwidthout, 
Packtimein, Packtimeout, Disksize)

CP1 (0.989,0.36,0.23) (5,10,0.253,0.415,5,6,1024,10,20,0.67,0.68,2)
CP2 (0.956,0.55,0.20) (7,12,0.415,0.283,8,10,2048,23,45,0.54,0.87,4)
CP3 (0.975,0.43,0.26) (2,8,0.645,0.923,3,4,512,21,56,0.23,0.45,1)
CP4 (0.968,0.67,0.45) (4,10,0.93,0.283,4,7,4096,112,34,0.65,0.78,8)
CP5 (0.945,0.56,0.34) (12,6,0.676,0.459,5,7,256,23,45,0.85,0.56,3)

Table 5
List of cloud consumers request vectors with resulted execution time and total profit gained during 
collation formation using FS-ACCF Algorithm and S-ACCF Algorithm

S.NO Cloud Consumer 
Request Vector for 
Resources  i.e No of 

( SmallVM, 
MediumVM, 

LargeVM, 
ExtralargeVM)

Execution 
Time taken 

for Collation 
Formation

using
FS-ACCF
Algorithm

Execution 
Time taken 

for Collation 
Formation

using
S-ACCF

Algorithm

Total Profit 
Gained by 
Forming 
Collation

Using
FS-ACCF 
Algorithm

Total Profit 
Gained by 
Forming 
Collation

Using
S-ACCF 

Algorithm
1 (3,5,8,9) 0.0014 0.0143 144.5 137.9
2 (13,15,18,19) 0.0029 0.0101 93.8 69.1
3 (10,5,18,19) 0.0042 0.0093 307.4 267.9
4 (20,5,18,19) 0.0015 0.0105 272.4 207.9
5 (2,6,8,9) 0.0022 0.011 310.4 198.6
6 (12,16,6,9) 0.0013 0.0088 92.7 69.23

Figure 5 shows the comparison of total profit for different user request specified 
response time SLA parameter between FS-ACCF algorithm and S-ACCF algorithm. The 
S-ACCF algorithm only considered one SLA parameter that is response time but in FS-



FLA-SLA Aware CCF Using FPRMD Approach for Federated Cloud

135Pertanika J. Sci. & Technol. 28 (1): 117 - 140 (2020)

ACCF multiple SLA parameters are considered and analyzed simultaneously to check 
for resources by providing optimal choice for cloud consumers in selecting the collated 
providers within their price limit.
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Figure 4. Execution time vs requests for FS-ACCF and S-ACCF algorithms

Figure 6 gives the total profit for different XFLA parameters using FS-ACCF algorithm, 
here the X is Availability, Response time and Process Time which are the FLA parameters 
calculated based on FLA agreement among collated cloud providers with their specified 
KPI’s.In the above graph X-axis Totalprofit(;,1)1 is for total profit computed for Availability 
FLA Parameter Collated providers, Totalprofit(:,2)2  for total profit computed for Response 
time FLA Parameter Collated providers and  Totalprofit(:,3)3 for total profit computed for 
Process time  FLA Parameter Collated providers.

Figure 7 depicts the no of VM’s(NoofVMs(:,1) Small ,NoofVMs(:,2) 
Medium,NoofVMs(:,3) Large,NoofVMs(:,4)ExtaLarge ) participated in collation formation 
for different FLA parameters on X-axis 1 for Availability, 2 for Response time  ,3 for 
Process time  using FS-ACCF algorithm. These are the results generated after running the 
fuzzy set approach of multi-decision criteria for different instance requests made by user 
for specified SLA parameter. 

Figure 5. Total Profit vs requests of FS-ACCF and S-ACCF algorithms
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Figure 6. Total profit for different X parameters using FS-ACCF algorithm

Figure 7. No of VM’s participated in collation using FS-ACCF algorithm

Figure 8 gives the Shapley value for different collated providers sharing profit after 
forming collation on specific   FLA parameter.The ShapleyValue(:,1) is for Shapley value 
computation for availability ,ShapleyValue(:,2) is for shapley Value computation for 
response time ,ShapleyValue(:,3) for shapley value computation for process time by using 
FS-ACFF algorithm.

The Figure 8 only provides the sharing of total profit among the cloud providers who 
are involved in collation. The Figure 6 justifies the main objective of our paper which results 
in maximizing total profit for different SLA parameters and Figure 5 gives comparison of 
total profit generated for different consecutive requests for both FS-ACCF and S-ACCF 
algorithms.
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CONCLUSION

In this paper different flavor collation formation approach i.e. FS-ACCF algorithm was 
compared with S-ACCF algorithm in terms of total profit and sharing of profit among 
collated providers. The basic difference is in terms of generating preferences list from 
both approaches. In S-ACCF approach they used Irv’s roommate algorithm for generating 
collation preferences which was having less time complexity in computation. Our approach 
is using fuzzy set multi-decision approach for preference relationship computation along 
with list of collated providers from whom the user’s will have a perfect choice to choose 
a collated providers list who provides resources with maximum profit. Our current FLA-
SLA collation formation was done on computing resources KPI factors for computing FLA 
values among cloud providers. The future work is to consider the storage KPI factors for 
computing FLA parameters and broadly try for all possible combinations of FLA parameters 
during collation formation for generating maximum profit and meeting all SLA parameter 
requirements of cloud consumers.
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ABSTRACT

This paper proposes a clustering approach based on Modified Mutation strategy in the 
Differential Evolution (MMDE). Differential evolution is an evolutionary computation 
technique used for optimization. Though DE is very efficient, it sometimes suffers from the 
issue of slow convergence and the difficulty of achieving a global solution. To overcome 
these issues, in this paper, a modified mutation method was developed, which maintained 
the balance between exploration and exploitation. The objectives of modification were to 
achieve a higher rate of convergence and to obtain better cluster efficiency. The proposed 
form of modification had been applied on probabilistic environment to define the differential 
vector through randomly selected members and to obtain the best solution. Over the 
number of benchmark dataset, clustering efficiency had been estimated and compared 
with Conventional Differential Evolution (CDE) as well as Particle Swarm Optimization. 
The proposed method had been tested on a number of benchmark datasets. Experimental 

results had shown that MMDE had better 
and consistent clustering efficiency when 
compared to Conventional Differential 
Evolution (CDE) and Dynamic Weighted 
Particle Swarm Optimization (DWPSO).  

Keywords: Clustering, convergence, differential 

evolution, mutation, particle swarm optimization 
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INTRODUCTION

Data based knowledge offer numerous opportunities in various practical applications like 
bioinformatics, engineering, biology, healthcare, medicine, prediction analysis, crime 
forecasting and computing techniques. The tremendous growth of data-based knowledge 
in scientific studies has presented a lot of challenges before the researchers to extract useful 
information using traditional database techniques. Hence effective mining methods are 
essential to discover the implicit knowledge from huge database. 

This knowledge extraction is done with the help of data mining techniques such 
as classification and clustering. Clustering is an important task of combining various 
population or data points into clusters. Clustering performs grouping of similar points. 
It is iterative process to discover the knowledge which involves major trial and failure. 
The clustering process does not require any kind of feedback to perform similarity of 
data points, it is self-organized. Clustering using PSO defines a new Swarm Intelligence 
(SI) for partitioning any datasets into an optimal number of groups through a single run 
of optimization. SI is an innovative distributed intelligent paradigm for solving optimization 
problems that originally took its inspiration from biological examples such as swarming, 
flocking and herding behavior in vertebrates. 

Data clustering is a popular approach of automatically finding classes, concepts, or 
groups of patterns. Particle Swarm Optimization (PSO) incorporates swarming behaviors 
observed in flocks of birds, schools of fish, and swarms of bees, and even in human social 
behavior. Data clustering using PSO can be used to find the centroids of user specified 
number of clusters. DE is one of the most powerful algorithms available in the community 
and it is being used for various practical purposes. DE works on the steps of defining 
differential vector, mutation vector, crossover, selection and finally with termination step, 
any further enhancement in the fundamental structure of DE will help to improve the 
quality of performance.

This work proposes the method for clustering based on differential evolution. Even 
though DE is very efficient, sometimes it suffers from the issue of slow convergence and the 
difficulties in achieving a global solution. To overcome these, balance between exploration 
and exploitation has been maintained by adding the two modules in the conventional DE. 
To increase the level of exploitation, under the probabilistic mode, selection between best 
and randomly selected member takes place. The Differential vector made by best solution, 
delivers fast change in the solution and results in a faster convergence. The multi-culture 
approach helps in exploration of new and efficient solutions. Gathering and selection of 
solutions from different environments will maintain the diversity in the population.
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Related Work

Das et al. (2008) used Differential Evolution for automatic clustering of large unlabeled 
data sets. Gupta and Saini (2018) proposed a new efficient clustering approach which was 
applied on k harmonic means (KHM) by using PSO. The local optimum problem of KHM 
was overcome by PSO. Also, fuzzy logic was used to control the various parameters of 
PSO. Nerurkar et al. (2018) had achieved the global optima on clustering by making use of 
two validation indices criteria. These indices were simple and robust against other outliers 
and showed best clustering that had lower computation cost and parallel execution and 
faster convergence. 

Wang et al. (2018) combined PSO and DE approach by taking velocity update of 
PSO and mutation parameter of DE to generate the new population. The DE re-mutation, 
crossover and selection were performed throughout the optimization process to get good 
results. This approach gave the best result when compared with inertia weight PSO and 
comprehensive learning PSO and basic DE. Zhu et al. (2018) discussed complications 
associated with K-means clustering algorithm and proposed the concept of centroid all 
rank distance. Liu et al. (2018) presented an efficient and intelligent DDC algorithm that 
helped to overcome the difficulties associated with density and delta distance clustering 
(DDC) when data derived from the two indicators were large.

Yi et al. (2018) had presented a robust recommendation algorithm based on kernel 
principal component analysis and fuzzy c-means clustering. Kuo and Zulvia (2019) 
presented a variation of differential evolution (DE) algorithm to solve an automatic 
clustering problem. Tran et al. (2015) described the new improved approach of PSO by 
improving the diversity mechanism and mutation operator to employ new neighborhood 
search strategy. These new approaches were tested on well-defined benchmark data sets. 
Jiau et al. (2006) presented a hierarchical clustering algorithm based on matrix partitioning.

MATERIALS AND METHODS

Modified Mutated DE (MMDE)

DE is one of the most powerful algorithms in which the formation of Differential vector is 
the central part that defines the quality of final solution. The existing method of DE based on 
random member selection slows down the convergence and results in a suboptimal solution.

To increase the convergence speed of DE, a new approach in mutation operation 
has been presented. It has two possibilities of differential change under the probabilistic 
environment. In the first case, differential change is defined through best member and 
random selected member. While in second case, three random members are selected to 
define the differential change. A threshold value is defined to determine the selection of 
differential change type. Best member based differential change generates faster change, 
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while the random member-based selection prevents from suboptimal convergence. The 
pseudo code for applied mutation strategy is shown below:

1. Define the parameter value for:
Popsz← population size,     Mf ← mutation rate,     Cf ←cross-over rate,
K      ← No. of Clusters,   Thr ←Define a Threshold value

Dm← problem dimension (k *No. of data attributes)

2. Initialize the population:
For i=1:Popsz

POP (i, :) ← [Select ‘K’ Random sample of data from data set and convert into an array];
End

3. While termination doesn’t occur, {do
For i=1: Popsz

X ← POP(i,:);
r ←U [0, 1]; a random number generated through uniform distribution in range of [0, 1];

if r < Thr
• Select two members’ m1 & m2 randomly from population
•Select best member BM from population 
•Mutation vector defined as: Mv = m1+ Mf* [ BM- m2];

Else
•Select three members m1, m2 & m3 randomly from population
• Mutation vector defined as: Mv= m1+ Mf*[m2-m3]

End

rv ←generate a random vector of size [1 l] by U [0, 1]; 

For j=1: dm

if rv(j) < Cr
Ox(j) ← Mv(j);

Else
Ox(j) ← X(j);

End

End

Select the better one among parent and offspring 
If ffitness(Ox) > ffitness (X)

NPOP(i,:)← Ox;
Else

NPOP(i,:)← X;
End;

End
Bs←Best solution from NPOP
If (termination doesn’t occur )

Go to step 3
Else

Final solution← Bs;
End
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In this proposed work Thr is considered as 0.2. Threshold value should not be high 
otherwise population will lose the diversity soon. 

Multi-domain-based DE 

A multi-culture concept called “Multi-culture modified mutation Differential Evolution” 
has been developed to evolve the individual population independently and later to exploit 
the population to form a better community, which allows an efficient search of the solution 
space. This approach finds its inspiration from the present human society, where two 
things can happen at the fundamental level (i) the independent existence of a number of 
separate populations, each progressing under the same environment up to a certain period 
of time, (ii) a number of selected individuals belonging to different population, forms a 
new population to achieve desired objectives. 

Rather than working under a monoculture formed by one population as in the 
conventional PSO, in this paper a multicultural environment has been considered, where a 
number of different environments are independently created by a different set of population. 
This study considered population samples that had undergone independent social evolution 
and among all from the diverse population samples the best individual were selected to 
finish the task.  This was a dual stage process where first stage found some potential solution 
discovered from different regions of solution space, and later in the second phase, each 
individual contributed more efficiently to find a global solution. Even with the small size 
of the population, the proposed method had achieved better quality solution with a very 
high degree of consistency.  

In the working principle of MMDE, population (POP) represents the initial random 
population, that evolves through the DE process, individually and independently, undergoing 
fewer iterations, and creates the multi-culture new population (NPOP). Even though the 
process of creating the NPOP is same for all POP, because of difference in leadership and 
different community environment, each NPOP has different characteristics. Through the 
fitness-based selection process, among all members of NPOP, better members were selected 
to form a new population (SPOP), which had the same size as initial POP. In SPOP, there 
are a number of good candidates, which are different and have higher fitness value, hence 
high level of diversity exists in the SPOP. Finally, to obtain the Final Population (FPOP), 
MMDE applied over SPOP, till the terminating criteria are met.

Datasets Used for Experiment

Experiment was conducted on the three benchmark data sets of UCI repository (Dua & 
Graff, 2019). Wine, Iris, and Glass datasets had been considered to analyze and compare 
the performance of proposed method with the evolutionary methods. Table 1 shows the 
details of Wine, Iris, and Glass datasets.
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Table 1 
Description of datasets

Data set No of attributes No of instances Type of data
Wine 13 178 Multivariate
Iris 4 150 Multivariate
Glass 10 214 Multivariate

RESULTS AND DISCUSSION

This section discusses the results obtained from various evolutionary methods. Parameters 
under discussion are size of population, mutation, crossover rate, and number of iterations. 
Lower population size will have lesser diversity and low exploration rate, which may result 
in convergence with suboptimal solution. Higher population size may lead to very slow 
convergence. So practically, depending upon the kind of application, a population size of 
50 to 150 is generally considered.

In practical applications, it was observed that low value of mutation and crossover 
rate caused slower convergence, while high mutation rate led to travelling the same area 
of search landscape. It also observed that high crossover rate caused loss of diversity and 
led to less exploration. It was also observed that very high value of crossover would cause 
loss of diversity and exploration. Therefore, a moderate value in the range of 0.3 to 0.7 
was preferred for both mutation and crossover rate and the mutation rate value must be 
lesser than the crossover rate value.

In the algorithm design process, instead of opting for self-termination it is better to 
give enough opportunity to the algorithm to come up with optimum results; this helps in 
evaluating the strength of the algorithm. During the process, more diversion characteristics 
had been observed from 100 to 200 iterations, while stability was observed from 300 to 400 
iterations and which was maintained up to 600 iterations, which could be clearly observed 
in the figures shown below. Hence, 600 iterations were good enough to define the stability 
of algorithm performance. 

Therefore, in this experiment, the size of population had been considered as 100, 
mutation rate and crossover rate as 0.4 and 0.5 respectively and the allowed number of 
iterations as 600.

The performances of all three approaches (DWPSO, CDE, MMDE) have been 
represented in a tabular format in terms of no of trials, correctly placed data samples in the 
clusters, number of data samples placed wrongly, cluster efficiency and total intra cluster 
distance value.

In the first part, only the MMDE had been applied and performances had been obtained 
for 5 independent trials for ‘Wine’, ‘Iris’ and ‘Glass’ datasets. Comparison had been made 
with Conventional DE (CDE) and Dynamic Weighted PSO (DWPSO).
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In second part, multidomain based experiment had been included with MMDE and 
performances had been estimated over “Glass” data set. Experimental process had been 
developed in the MATLAB version 7.1 environment.

Dataset: Wine Data

There are total 178 set of data carrying 3 clusters. Each data contains 13 attributes.
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Figure 1. DWPSO based convergence in 5 trials for wine data set
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Figure 2. CDE based convergence in 5 trials for wine data set
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Table 2 
Mean Performance over 5 trials by different algorithm over wine data set

Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra Cluster 
Distance value 
1.0e+006 *

DWPSO 125 53 70.22 2.4088e+006
CDV 125 53 70.22 2.3707e+006
MMDV 125 53 70.22 2.3707e+006
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Figure 3. MMDE based convergence in 5 trials for wine data set

Table 3 
Centroid position for wine data

Centroids of  Wine data set
C1 3.0351 3.0067 3.0065 3.0541 3.2816 3.0057 3.0043 3.0108 3.0041
C2 3.0375 3.0051 3.0065 3.0462 3.2867 3.0078 3.0081 3.0008 3.0051
C3 3.0339 3.0067 3.0062 3.0565 3.2508 3.0057 3.0048 3.0010 3.0040

Centroids of  Wine data set
C1 3.0154 3.0024 3.0067 4.9797
C2 3.0154 3.0029 3.0084 6.2486
C3 3.0111 3.0024 3.0067 4.2455
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The performances obtained under 5 independent trials by different algorithms are 
shown in Table 2. It can be observed that all the three algorithms have nearly the same 
performances; while the distance value is marginally greater for DWPSO. The obtained 
centroid values by MMDE for the 1st trial are shown in Table 3.

The convergence characteristics for DWPSO over wine data in 5 independent trials 
have been shown in Figure 1. It can be observed that, good amount of diversity existed 
in their convergence characteristics and mean convergence value obtained was around 
2.4088e+006, which is shown in Table 2. Over the same data set, CDE had been applied 
for 5 independent trials and obtained convergence characteristics are shown in Figure 2. 

It can be observed that, nearly same convergence path had appeared over different 
trials and the obtained final convergence value for total intra cluster distance was around 
2.3707e+006 which was substantially less compared to the value obtained by DWPSO. To 
get clarity on advantages of proposed MMDE, the experiment has been repeated over wine 
data with MMDE and obtained convergence characteristics have been shown in Figure 3.

It can be observed that faster convergence, with excellent reliability feature, has been 
achieved compared to both DWPSO and CDE. To demonstrate the relative comparison 
between DWPSO, CDE and MMDE, their mean performances over 5 trials have been 
plotted on a graph as shown in Figure 4.  It is observed from Table 2 that, the mean intra 
cluster distance for DWPSO and MMDE were nearly same. However, convergence of 
MMDE occurred around 100th iteration, while DWPSO took more than 200 iterations to 
converge.

Dataset: IRIS Data

Iris dataset contains a total of 150 data sets and each data has 4 attributes. Three different 
global clusters exist in the dataset. The performances over Iris data by different algorithms 
for a number of trials have been analyzed. Figure 5 depicts the performance of DWPSO 
in 5 trials for Iris dataset. 

It can be observed that, there was a consistency in performance in all the trials. While 
initially more uncertainty to explore the optimal solution has been observed, later after 
around the 80th iteration, optimal solution has been explored smoothly. The performance 
by DWPSO and MMDE on Iris dataset are shown in Figure 6 and in Figure 7 respectively. 

Diverse convergence has been observed in the beginning, later smooth convergence 
has been observed. CDV is the vector used by CDE and MMDV is the vector used by 
MMDE. The mean convergence characteristics comparison of DWPSO, CDE and MMDE 
has been shown in Figure 8. Intra cluster distance obtained for DWPSO, CDE and MMDE 
has been shown in Table 4, 5 and 6 respectively. The obtained centroid values have been 
shown in Table 7. It is observed that mean distance obtained by MMDE is less compared 
to distance obtained by CDE and DWPSO.
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Table 4 
DWPSO performance over Iris data

Trial No. Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra 
Cluster Distance 
value

1 134 16 89.33 79.3157
2 134 16 89.33 80.2949
3 133 17 88.67 79.4755
4 136 14 90.67 83.2333
5 133 17 88.67 79.7068
Mean 134 16 89.33 80.4052
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Figure 4. Mean convergence comparison for wine data set

Table 5     
CDE performance over Iris data

Trial 
No.

Correctly clustered 
data samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra 
Cluster Distance 
value

1 134 16 89.33 79.2028
2 134 16 89.33 78.9563
3 133 17 88.67 79.1462
4 134 16 89.33 79.2389
5 134 16 89.33 78.9430
Mean 133.8 16.2 89.2 79.0974
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Figure 5. DWPSO based convergence in 5 trials for Iris data set
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Figure 6. CDE based convergence in 5 trials for Iris data set
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Figure 7. MMDE based convergence in 5 trials for Iris data set
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Table 6    

MMDE performance over Iris data

Trial No. Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra 
Cluster Distance 
value

1 134 16 89.33 78.9471
2 134 16 89.33 78.9631
3 134 16 89.33 79.0133
4 134 16 89.33 78.9454
5 134 16 89.33 78.9494
Mean 134 16 89.33 78.9637

Table 7  
Centroids value for Iris data set

Centroids of IRIS Dataset
C1 5.8863    2.7456    4.3731    1.4115
C2 5.0173    3.4385    1.4452    0.2704
C3 6.8326    3.1128    5.7640    2.0469
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Figure 8. Mean convergence comparison for Iris data set

Dataset: Glass Data

This data set contains total 214 data set. Each data set carried 10 attributes and 6 clusters 
exists.
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Figure 9. DWPSO based convergence in 5 trials for Glass data set         
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Figure 10. CDE based convergence in 5 trials for Glass data set
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Figure 11. MMDE based convergence in 5 trials for Glass dataset

Table 8 
DWPSO performance over Glass data

Trial No.
 

Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra Cluster 
Distance value

1 183 31 85.51 2.4897 e+004
2 189 25 88.32 2.5737 e+004
3 178 36 83.18 2.4721 e+004
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Table 8 (Continued)

Trial No.
 

Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra Cluster 
Distance value

4 184 30 85.98 2.6271 e+004
5 188 26 87.85 2.5209 e+004
Mean 184.4 29.6 86.17 2.5367e+004
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Figure 12. Mean convergence comparison for Glass data set

Table 9 
CDE performance over Glass data

Trial No. Correctly 
clustered  data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra 
Cluster Distance 
value

1 187 27 87.38 2.4990 e+004
2 187 27 87.38 2.5797 e+004
3 187 27 87.38 2.5850 e+004
4 189 25 88.32 2.5368 e+004
5 184 30 85.98 2.5546 e+004
Mean 186.8 27.2 87.29 2.5510e+004
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Table 10 
MMDE performance over Glass data

Trial No. Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra Cluster 
Distance value

1 183 31 85.51 2.2950 e+004
2 189 25 88.32 2.3174 e+004
3 178 36 83.18 2.3401e+004
4 184 30 85.98 2.4461 e+004
5 188 26 87.85 2.3604 e+004
Mean 184.4000 29.6000 86.17 2.3518e+004

Table 11 
Centroids value for Glass data set

Centroids of  Glass data set
C1 166.0782    2.4471   13.7061    3.5266    2.2563   73.3031 2.4611   
C2 198.4844    2.5638   16.2827    3.2212     2.7751   73.5565    1.7972    
C3 54.2369      2.1344   14.2542    4.4666    1.9043   72.6730    1.0457    
C4 18.5031      2.1863   13.2582 4.4278    1.5191   74.4194    1.3567   
C5 129.9205    0.8875   13.9521    4.3390    2.7228   75.5818 0.9168    
C6 91.0957      2.8459   14.1901    3.6017    2.9122   72.2789    0.9257   

                Centroids of  Glass data set
C1 10.7421   -0.1976   0.5747
C2 9.9803    1.6024    -0.1853
C3 9.7003    1.4352     0.2335
C4 10.2181   0.4565    10.1096
C5 8.7067    1.4468     1.4522
C6 10.0617    0.7071    1.1787

Convergence characteristics obtained for DWPSO, CDE and MMDE on glass dataset 
over 5 independent trials have been shown in Figures 9, 10 and 11 respectively. It is 
observed that DWPSO convergences faster than CDE.  For DWPSO variation is observed 
in all the trials at the beginning, after 500 iterations, smooth convergence is obtained. 
Comparative mean convergence for DWPSO, CDE and MMDE is shown in Figure 12. 
Intra cluster distance obtained for DWPSO, CDE and MMDE is shown in Table 8, 9 and 
10 respectively. The obtained best centroid value has also been shown in Table 11. It is 
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observed that mean distance obtained by MMDE is less compared to distance obtained by 
CDE and DWPSO. MMDE has shown improved tendency of convergence with iteration 
when compared to DWPSO and CDE.

Multidomain Based MMDE

For the first stage, 10 independent population were considered to maintain the diversity. It 
can be observed that within 50 iterations each population has evolved in different manner. 
With this diversity, intra cluster distance of 720 to 775 was obtained. All the evolved 
population was combined to form the 2nd stage population. The diversity introduced has 
resulted in achieving minimal value of intra cluster distance. 

For the 5 independent trials, the obtained convergence in 1st stage and 2nd stage is shown 
in Figure 13 and Figure 14 respectively. It can be observed that multidomain MMDE has 
shown remarkable improvement and mean intra cluster distance value of 702.0192 MMDE 
has been obtained. Also, better cluster efficiency of 87.48% has been obtained as displayed 
in Table 12. The corresponding centroid values obtained by multidomain MMDE has been 
presented in Table 13.
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Figure 13. Convergence characteristics in 1st Stage for multidomain MMDE

Table 12 
Multidomain MMDE performance over Glass data

Trial No. Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra 
Cluster Distance 
value

1 188 26 87.85 695.5811
2 188 26 87.85 694.0454
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Table 12 (Continued)

Trial No. Correctly 
clustered data 
samples

Wrongly 
clustered data 
samples

Clustered 
efficiency

Total Intra 
Cluster Distance 
value

3 189 25 88.32 707.4350
4 190 24 88.79 697.8723
5 181 33 84.58 715.1624
Mean
(Std.Dev)

187.2
(3.5637)

26.8
(3.5637)

87.48
(  0.1252)

702.0192
(9.042)
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Figure 14. Convergence characteristics in 2nd stage for multidomain MMDE

Table 13 
Centroid values by Multidomain MMDE

Centroids of  MMDE
C1 16.0000    1.5165   13.4754 3.3530    2.4072   74.6342    0.0100    
C2 201.3622    1.5122   14.7074    0.1029    1.2528   72.3216    0.1859    
C3 165.4855    1.5189   12.7370    2.3479    2.1774   71.8032    0.7419    
C4 48.0214      1.5246   11.9324    4.4900    1.1781   72.9279    0.7290    
C5 88.8809      1.5116   13.4721    3.3903    1.0875   72.9210    0.3255    
C6 127.1936    1.5134   13.9751    3.8544    1.4775   73.6876    0.2323    
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Table 13 (Continued)

Centroids of  MMDE
C1 8.7993    0.0894    0.2050
C2 8.6580    1.3473    0.0031
C3 7.7070    0.2396    0.0068
C4 9.8281    0.0987    0.0876
C5 7.9812    0.0100    0.1157
C6 9.0625    0.0100    0.1454

Comparative Study of MMDE with K-Means

In practice it has been observed that K-means algorithm is very effective and useful along 
with having the dominance in the utilization. In fact it is one of the best algorithms in terms 
of computational cost and efficiency. 

Comparative performance between Multi-Domain MMDE and K-Means over all the 
three different data sets are shown in Table 14 to Table 16. For each data set 5 independent 
trials had been applied. It can be understood from the outcomes that the problems with 
K-Means algorithm are twofold. 

First it may not deliver the optimal performances, second, there is high level of 
variations in the performances over trials which is a really serious issue from the practical 
point of view. This happens because of sensitivity of K-Means algorithm towards 
initialization. Whereas the proposed method Multi-domain MMDE has delivered not only 
better performance because of exploration but also the variation level is marginal.
Table 14 
Comparative Performance of MMDE and K-means for Wine Data

WineData Multi-Domain K-Means

Trial
MMDE Samples K means Samples

Correctly
clustered

Wrongly
Clustered

Correctly
clustered

Wrongly
Clustered

1 125 53 125 53
2 125 53 120 58
3 125 53 120 58
4 125 53 120 58
5 125 53 120 58
Mean 125 53 123.75 54.28
Efficiency 70.22 67.98



Seema Patil and Anandhi Rajamani Jayadharmarajan

160 Pertanika J. Sci. & Technol. 28 (1): 141 - 162 (2020)

Table 15 
Comparative Performance of MMDE and K-means for Iris Data

Iris Data Multi-Domain K-Means

Trial
MMDE Samples K means Samples

Correctly
clustered

Wrongly
Clustered

Correctly
clustered

Wrongly
Clustered

1 135 15 134 16
2 134 16 134 16
3 137 13 100 50
4 133 17 134 16
5 134 16 100 50
Mean 134.6 15.4 120.4 29.6
Efficiency 89.73 80.27

Table 16 
Comparative Performance of MMDE and K-means for Glass Data

CONCLUSION
In this paper, a Modified Mutation Strategy for Differential Evolution (MMDE) has been 
proposed to facilitate the clustering requirement of data. This modification increases 
the convergence rate and delivers satisfactory cluster efficiency. To increase the level of 
exploration, two stage based a multimodal structure has also been proposed. With this 
structure, the bias variation sensitivity of cluster activity decreases. Number of benchmarks 
had been tested that had the number of clusters from 2 to 6 to ensure the algorithms 
generalized capability. Proposed solution has outperformed the Conventional form of DE 

Glass Data Multi-Domain K-Means

Trial
MMDE Samples K means Samples

Correctly
clustered

Wrongly
Clustered

Correctly
clustered

Wrongly
Clustered

1 188 26 187 27
2 188 26 187 27
3 189 25 187 27
4 190 24 187 26
5 191 33 187 27
Mean 187.2 26.8 187 26.8
Efficiency 87.48 87.38
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as well as Dynamic weighted form of PSO. Proposed work had been evaluated only using 
datasets of UCI Repository, further it could be applied on application oriented dataset to 
evaluate performance.

ACKNOWLEDGEMENT

SP would like to offer my special thanks to Dr. Anandhi Rajamani Jayadharmarajan, 
Professor and Head, Department of Information Science and Engineering, New Horizon 
College of Engineering, Bengaluru, my research supervisor, for her patient guidance, 
enthusiastic encouragement and useful critiques of this research work. SP would also 
like to thank the Principal, The Oxford College of Engineering, Bengaluru, for his advice 
and assistance in keeping my progress on schedule. SP would like to thank UCI machine 
learning repository for providing datasets. Finally, SP wishes to thank her husband and 
parents for their support and encouragement throughout her research work. We gratefully 
thank the Visvesvaraya Technological University, Jnana Sangama, Belgavi for providing 
opportunity to conduct this research work.

REFERENCES
Das, S., Abraham, A., & Konar, A. (2008). Automatic clustering using an improved differential evolution 

algorithm. IEEE Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans, 38(1), 
218-237. 

Dua, D., & Graff, C. (2019). UCI machine learning repository. Irvine, California: University of California, 
School of Information and Computer Science.

Gupta, Y., & Saini, A. (2018). A new swarm-based efficient data clustering approach using KHM and fuzzy 
logic. Soft Computing, 23(1), 145-162.  

Jiau, H. C., Su, Y. J., Lin, Y. M., & Tsai, S. R. (2006). MPM: A hierarchical clustering algorithm using matrix 
partitioning method for non-numeric data. Journal of Intelligent Information Systems, 26(2), 185-207.    

Kuo, R. J., & Zulvia, F. E. (2019). An improved differential evolution with cluster decomposition algorithm 
for automatic clustering. Soft Computing, 23(18), 8957-8973. 

Liu, X., Yuan, J., & Zhao, H. (2018). Efficient and intelligent density and delta-distance clustering algorithm. 
Arabian Journal for Science and Engineering, 43(12), 7177-7187. 

Nerurkar, P., Pavate, A., Shah, M., & Jacob, S. (2018). Performance of internal cluster validations measures 
for evolutionary clustering. Computing, Communication and Signal Processing, 810, 305-312. 

Tran, D. C., Wu, Z., & Deng, C. (2015). An improved approach of particle swarm optimization and application 
in data clustering. Intelligent Data Analysis, 19(5), 1049-1070.  

Wang, H., Zuo, L. L., Liu, J., Yi, W. J., & Niu, B. (2018). Ensemble particle swarm optimization and differential 
evolution with alternative mutation method. Natural Computing, 18(71), 1-14. 



Seema Patil and Anandhi Rajamani Jayadharmarajan

162 Pertanika J. Sci. & Technol. 28 (1): 141 - 162 (2020)

Yi, H., Niu, Z., Zhang, F., Li, X., & Wang, Y. (2018). Robust recommendation algorithm based on kernel 
principal component analysis and fuzzy C-means clustering. Wuhan University Journal of Natural 
Sciences, 23(2), 111-119. 

Zhu, Y., Zhang, M., & Shi, F. (2018). Application of algorithm CARDBK in document clustering. Wuhan 
University Journal of Natural Sciences, 23(6), 514-524.



Pertanika J. Sci. & Technol. 28 (1): 163 - 177 (2020)

ISSN: 0128-7680
e-ISSN: 2231-8526

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

Article history:
Received: 27 July 2019
Accepted: 15 November 2019
Published: 13 January 2020

ARTICLE INFO

E-mail addresses:
jtyusiong@up.edu.ph (John Paul Tan Yusiong)
pcnaval@dcs.upd.edu.ph (Prospero Clara Naval, Jr.)
*Corresponding author

© Universiti Putra Malaysia Press

DFRNets: Unsupervised Monocular Depth Estimation Using a 
Siamese Architecture for Disparity Refinement
John Paul Tan Yusiong1,2* and Prospero Clara Naval, Jr.1

1Computer Vision and Machine Intelligence Group, Department of Computer Science, College of Engineering, 
University of the Philippines, Diliman, Quezon City, Philippines
2Division of Natural Sciences and Mathematics, University of the Philippines Visayas Tacloban College, 
Tacloban City, Leyte, Philippines

ABSTRACT

Monocular depth estimation is gaining much interest in the computer vision community 
because it has broad applications in autonomous driving systems, robotics, and scene 
understanding. Significant progress has been made in solving the monocular depth 
estimation problem using deep learning techniques. Unsupervised learning methods are 
particularly appealing since the problem can be treated as an image reconstruction task, 
thereby forgoing the need for ground-truth depths. This paper presents an unsupervised 
approach to training convolutional neural networks for monocular depth estimation by 
introducing a novel architecture called DFRNets. DFRNets shares weight parameters 

between the image reconstruction sub-
network and the disparity refinement sub-
network and adopts a multi-scale structure 
for disparity predictions. The proposed 
method computes dense disparity maps 
directly from monocular images and refines 
them in an end-to-end fashion to reduce 
visual artifacts and blurred boundaries, 
thereby improving the method’s overall 
performance. Experiment results using the 
KITTI test set showed that the proposed 
method outperformed many state-of-the-
art methods, since it achieved the best 
performance on the two distance ranges: 
0–80 meters and 1–50 meters. Moreover, the 
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qualitative results revealed that the method generated more detailed and accurate depth 
maps of the scenes, with no border artifacts around the image boundary.

Keywords: Disparity refinement, monocular depth estimation, siamese architecture, unsupervised learning 

methods

INTRODUCTION

Depth estimation is a fundamental problem in computer vision, with various applications in 
autonomous driving systems, robotics, and scene understanding. The problem of estimating 
depth from a single image is ill-posed and inherently ambiguous, and as a result, a variety 
of methods to solve it have been proposed (Cadena et al., 2016; Liu et al., 2014; Saxena et 
al., 2005; Saxena et al., 2008). With the rapid development of deep learning methods and 
the availability of large training datasets, the performance of depth estimation models has 
improved significantly. Recently, there has been a growing interest in solving the monocular 
depth estimation problem using deep learning methods (Eigen et al., 2014; Garg et al., 
2016; Godard et al., 2017; Yusiong & Naval, 2019; Zhou et al., 2017) since these methods 
combine local and global contexts to automatically infer a depth map from a single image. 

Existing monocular depth estimation methods can be divided into two categories: 
supervised and unsupervised. Supervised learning methods require many training data 
with ground-truth depths since models must be trained using these ground-truth depths 
(Eigen et al., 2014). However, such training data may not always be available since it is 
quite challenging and expensive to collect numerous and diverse training data with ground-
truth depths from different real-world scenarios; these ground-truth depths must also be 
carefully aligned and calibrated. Unsupervised learning methods overcome this limitation 
by training models to infer depth; this is accomplished by minimizing the photometric loss 
using a warping-based view synthesis procedure, thereby forgoing the need for ground-
truth depths. The unsupervised methods can be further sub-divided into two groups based 
on the training data used: methods that employ monocular video sequences (Zhou et al., 
2017) and methods that use only rectified stereo images (Garg et al., 2016; Godard et al., 
2017; Yusiong & Naval, 2019).

Unsupervised learning methods also have certain limitations. As shown in the work of 
Zhou et al. (2017), training a model from monocular video sequences lowers the quality of 
depth predictions at test time. Also, in addition to estimating depth, the model requires a 
separate pose network to determine the ego-motion between temporal image pairs. It also 
requires the intrinsic camera parameters and the video frames as inputs during training. 
Moreover, models trained on monocular video sequences must address a scene’s motion 
or depth–speed ambiguity and occluded regions. For the latter, occlusion masks must be 
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integrated into the loss function to indicate the valid pixel coordinates when computing 
the training loss (Mahjourian et al., 2018; Zhou et al., 2017). In contrast to training on 
monocular video sequences, with rectified stereo images (Garg et al., 2016; Godard et 
al., 2017; Yusiong & Naval, 2019), the model requires only the images as inputs during 
training, and it can achieve promising results even though the predicted depth maps have 
visual artifacts and blurred boundaries. These visual artifacts and blurred boundaries are due 
to occlusions, since some parts of the scene are not visible given a fixed camera baseline. 
To resolve these issues and improve the model’s overall accuracy, mechanisms to handle 
occlusions are necessary. One such mechanism is the introduction of a post-processing 
step to refine the predicted disparity maps, but this decouples the final disparity maps from 
the training (Godard et al., 2017).

This research is another step toward solving the monocular depth estimation problem 
using the unsupervised learning method. First, this paper addresses the issue of decoupling 
depth estimation from disparity refinement by presenting a deep network that is trained 
using only rectified stereo images but can predict and refine a disparity map from a single 
image simultaneously and in an end-to-end manner. The proposed approach transforms the 
idea of a post-processing step into a trainable component of the model presented here so that 
it can perform depth estimation and refinement simultaneously, unlike in previous models 
(Garg et al., 2016; Godard et al., 2017; Yusiong & Naval, 2019), which can only perform 
depth estimation. The proposed method employs a novel Siamese architecture called 
DFRNets that has two autoencoders. These autoencoders generate high-quality disparity 
maps by sharing weight parameters between the image reconstruction sub-network and 
the disparity refinement sub-network, and they adopt a multi-scale structure for disparity 
predictions. In essence, training a model with this method requires performing a forward 
pass using the proposed Siamese architecture and inputting the original images to the 
image reconstruction sub-network and the horizontally flipped images to the disparity 
refinement sub-network. The predicted disparity maps are fused with a pixel-wise mean 
operation, while image boundaries are handled in a manner similar to that used by Godard 
et al. (2017). Next, the DFRNets is trained to jointly perform learning and refinement of 
depth maps in an end-to-end manner by reformulating an existing training loss function 
that was initially designed for depth estimation only. This paper presents a comprehensive 
evaluation of the proposed method using the challenging KITTI 2015 driving dataset, and 
experiment results show that, with the proposed Siamese architecture, the model achieves 
state-of-the-art results in an unsupervised setting, both quantitatively and qualitatively. The 
proposed unsupervised framework generates better disparity maps than other frameworks 
by converting the post-processing step into a trainable component of the model. It does this 
by training the model to simultaneously perform depth estimation and disparity refinement 
in an end-to-end manner using rectified stereo images only. This work is the first of its kind 
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to use a Siamese network consisting of two autoencoders that share weight parameters 
to handle the unsupervised monocular depth estimation problem by training the model to 
learn two related tasks jointly. The sample predictions in Figure 1 reveal that the proposed 
method effectively recovers scene structures such as street symbols. The main contributions 
of this work are the following:

1. It introduces an unsupervised learning framework that can jointly perform learning 
and refinement of depth maps in an end-to-end manner, thereby transforming 
the idea of a post-processing step into a trainable component of the model. This 
framework deviates from the usual approach, which involves training a model for 
depth estimation only.

2. It employs a novel Siamese architecture called DFRNets to simultaneously perform 
depth estimation and refinement of depth maps. This architecture consists of two 
autoencoders and shares weight parameters between the image reconstruction 
sub-network and the disparity refinement sub-network. 

3. It reformulates an existing training loss function for joint learning and refinement 
of depth maps even though it was originally designed for depth estimation only.

4. It demonstrates the effectiveness of the proposed method using the KITTI 2015 
driving dataset and compares the results against existing state-of-the-art methods 
in unsupervised monocular depth estimation, both quantitatively and qualitatively. 

METHODOLOGY

This section describes the proposed method in detail. Essentially, the proposed method 
involves learning to simultaneously predict and refine disparity maps in an unsupervised 
manner, that is, in an end-to-end manner with only rectified stereo images as inputs. Figure 
2 provides an overview of the framework and its components. At the core of this method 
is a Siamese network architecture called DFRNets, which consists of two autoencoders 

Figure 1. Example predictions generated by the proposed method using the KITTI 2015 test set. Top to bottom: 
input left image, ground-truth depth map, and the proposed method’s prediction. 
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that share weight parameters. More precisely, each sub-network of the DFRNets is an 
autoencoder; one handles the image reconstruction task while the other handles the visual 
artifacts and blurred boundaries to refine the predicted disparity maps.

Figure 2. Network architecture: (a) DFRNets, (b) disparity fusion and refinement module

Network Architecture

The proposed framework adopts a Siamese network using the AsiANet model (Yusiong 
& Naval, 2019) as the autoencoder, but the autoencoder can be any architecture that can 
produce a disparity map. The Siamese architecture consists of two sub-networks: the image 
reconstruction sub-network and the disparity refinement sub-network. These two sub-
networks share weight parameters to perform two different tasks simultaneously: predicting 
disparity maps and refining the predicted disparity maps. The image reconstruction sub-
network receives the original left images IL as inputs, while the disparity refinement sub-
network receives the horizontally flipped left input images IflipL. The sub-networks produce 
two pairs of disparity maps (dL1, dR1) and (dL2, dR2) for each scale, respectively.

Image Reconstruction Module. The main objective of training the Siamese network is 
to minimize image reconstruction errors between the input image I and the reconstructed 
image I*; therefore, the image reconstruction sub-network contains a module that transforms 
the disparity maps dL1 and dR1 and the images IR and IL to reconstruct I*

L and I*
R at each 

scale using the sampler from the spatial transformer network (Jaderberg et al., 2015) that 
performs bilinear interpolation. Essentially, the module accepts two pairs of inputs (IL, dR1) 
and (IR, dL1) to reconstruct I*

R and I*
L at each scale, respectively.

Disparity Fusion and Refinement Module. As shown in Figure 2(a), the disparity 
refinement sub-network contains a disparity fusion and refinement module that processes 
the disparity maps (dL1, dR1) and (dL2, dR2) and outputs a pair of refined disparity maps (DfinalL, 
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DfinalR) at each scale. This module is one of the main features of the DFRNets; it processes 
the inputted pairs of disparity maps by performing fusion and refinement to generate a pair 
of refined disparity maps, (DfinalL, DfinalR). Although DFRNets generates (DfinalL, DfinalR) from 
the left image IL at four different scales, only the left disparity map DfinalL with scale equal 
to 1 is relevant at test time. This module has three key components: the left–right disparity 
reconstructor, the disparity flip operator, and the disparity fusion and boundary processor. 
The left–right disparity reconstructor, which is based on the left–right consistency term from 
Godard et al. (2017), enforces coherence when generating two pairs of refined disparity 
maps (DL1, DR1) and (DL2, DR2), which are given in Equation 1, 2, 3 and 4.

     [1]
,     [2]
,     [3]
.     [4]

In designing this module, the authors expanded the left–right consistency principle 
of Godard et al. (2017) instead of merely using it as a term in the training loss function. 
Specifically, extending this principle required creating a left–right disparity reconstructor 
that generates two pairs of refined disparity maps from the Siamese network. Conversely, 
the disparity flip operator performs the horizontal flip operation on the disparity maps (DL2, 
DR2) to produce (DflipL, DflipR). To generate the final left disparity map DfinalL, the disparity 
fusion and boundary processor fuses (DL1, DflipL) by performing a pixel-wise mean operation 
and then removing the disparity ramps on the boundary pixels using the same technique as 
described in Godard et al. (2017). Essentially, removing the disparity ramps on the boundary 
pixels of the final left disparity map entails assigning the first 5% of DflipL to the left of the 
final left disparity map and the last 5% of DL1 to the right of DfinalL. A similar step is taken 
to fuse (DR1, DflipR) and produce the final right disparity map DfinalR. Integrating this module 
as a trainable component of the model improves the model’s performance significantly 
because it enables it to more effectively address the visual artifacts and blurred boundaries 
while performing depth estimation.

Loss Function

The model is designed to adopt an existing training loss function by reformulating it 
for joint depth estimation and refinement using a Siamese architecture, even though the 
original function was designed for depth estimation only and did not consider disparity 
refinement as a trainable component. As shown in Equation (5), the training loss at each 
scale s is a combination of three terms – appearance dissimilarity, disparity smoothness, 
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and left–right consistency – and is aggregated through four different scales for a total loss 
of ℒ = ∑ ℒ𝑠4

𝑠=1 , given in Equation 5, 6, 7 and 8.

ℒ𝑠 = 𝛼ℒ𝑎𝑝𝑝 + 𝛽ℒ𝑠𝑚𝑜𝑜𝑡ℎ + 𝛾ℒ𝑙𝑟, [5]

ℒ𝑎𝑝𝑝 = ℒ𝑎𝑝𝑝
𝑙𝑒𝑓𝑡 + ℒ𝑎𝑝𝑝

𝑟𝑖𝑔ℎ𝑡, [6]

ℒ𝑠𝑚𝑜𝑜𝑡ℎ = ℒ𝑠𝑚𝑜𝑜𝑡ℎ
𝑙𝑒𝑓𝑡 + ℒ𝑠𝑚𝑜𝑜𝑡ℎ

𝑟𝑖𝑔ℎ𝑡  , [7]

ℒ𝑙𝑟 = ℒ𝑙𝑟
𝑙𝑒𝑓𝑡 + ℒ𝑙𝑟

𝑟𝑖𝑔ℎ𝑡, [8]

where ℒ𝑎𝑝𝑝 measures the quality of the reconstructed images, ℒ𝑠𝑚𝑜𝑜𝑡ℎ  encourages the 
predicted disparities to be locally smooth, ℒ𝑙𝑟  enforces consistency between the left and 
right disparities, and 𝛼,𝛽, 𝛾 are the loss weightings for each term. This section provides 
details only for the left components ℒ𝑙𝑒𝑓𝑡 of the loss function since the right components  
ℒ𝑟𝑖𝑔ℎ𝑡 are defined symmetrically.

Appearance Dissimilarity Term. The appearance dissimilarity term measures the quality 
of the reconstructed image and usually involves minimizing the dissimilarity of pixel-wise 
correspondence between a target image and a reconstructed image. This term is a linear 
combination of the single-scale structural similarity (SSIM) term (Wang et al., 2004) and 
the L1 photometric term, as defined in Equation (9). It is used in several studies to evaluate 
the quality of a reconstructed image (Godard et al., 2017; Li et al., 2018; Mahjourian et 
al., 2018; Wang et al., 2018; Yin & Shi, 2018; Yusiong & Naval, 2019). This term is given 
in Equation 9.

ℒ𝑎𝑝𝑝
𝑙𝑒𝑓𝑡 = 1

𝑁
∑ 𝜔 1−𝑆𝑆𝐼𝑀 𝐼𝐿 𝑥 ,𝑦 , 𝐼∗𝐿 𝑥,𝑦

2 + 1 −𝜔 𝐼𝐿 𝑥, 𝑦 − 𝐼∗𝐿 𝑥, 𝑦𝑥,𝑦 [9]

with a 3-by-3 box filter for the SSIM term, and 𝜔 is set to 0.85. 

Disparity Smoothness Term. The disparity smoothness term is used to regularize the 
predicted disparities in textureless, low-gradient, and occluded regions to enforce the 
assumption that the predicted disparities must be locally smooth. As shown in Equation 
(10) and described in Godard et al. (2017) and Mahjourian et al. (2018), this term considers 
the gradient of the corresponding input image to allow for sharp changes in depth at pixel 
locations where there are sharp changes in the image. However, to train the DFRNets, this 
term is modified to include the final left disparity map DfinalL in the training loss. This term 
is given in Equation 10.

ℒ𝑠𝑚𝑜𝑜𝑡ℎ
𝑙𝑒𝑓𝑡 = 1

𝑁
∑ 𝜕𝑥𝐷𝑓𝑖𝑛𝑎𝑙𝐿

𝑥, 𝑦 𝑒− 𝜕𝑥𝐼𝐿 𝑥,𝑦 + 𝜕𝑦𝐷𝑓𝑖𝑛𝑎𝑙𝐿
𝑥, 𝑦 𝑒− 𝜕𝑦𝐼𝐿 𝑥,𝑦

𝑥,𝑦 . [10]

Left–Right Consistency Term. As described in Godard et al. (2017), Li et al. (2018), and 
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Yusiong and Naval (2019), the left–right consistency term enforces consistency between 
the left and right disparities and is crucial when generating the refined disparity maps. This 
modified term considers the final left disparity map DfinalL. This term is given in Equation 11.

ℒ𝑙𝑟
𝑙𝑒𝑓𝑡 = 1

𝑁
∑ 𝐷

𝑓𝑖𝑛𝑎𝑙𝐿
𝑥, 𝑦 − 𝐷

𝐿1
𝑥,𝑦𝑥,𝑦 . [11]

Enabling the model to handle visual artifacts and blurred boundaries requires a simple 
modification to the disparity smoothness term and the left–right consistency term to 
incorporate the refined disparity maps, DfinalL and DfinalR, in the training loss computation. 
Reformulating the existing loss function is necessary to allowing the training algorithm to 
optimize all the outputs of the network by minimizing training loss, which enables the model 
to generate depth maps of the scenes with no border artifacts around the image boundary.

Implementation Details

This research utilized TensorFlow (Abadi et al., 2016) to implement DFRNets and trained 
the model from scratch using a single GTX 1080 Ti (11GB) GPU. The Adam optimizer 
(Kingma & Ba, 2015) with 𝛽1 = 0.9,𝛽2 = 0.999, and 𝜀 = 10−8 trained the model for 50 
epochs with a batch size of 2 by optimizing the training loss. The learning rate was initially 
set to 𝜆 = 10−4 for the first 30 epochs and halved every 10 epochs afterward until the 
training was completed. The weightings of the different terms of the loss function were  
𝛼 = 1.0,𝛽 = 0.1

2𝑠 , and 𝛾 = 1.0, where s is the output scale. The dimensions of the stereo 
image pairs were reduced to 256 by 512 for training, but at testing time, the network could 
predict disparity maps for single images of varying dimensions. The weight parameters were 
initialized randomly using the Xavier initialization procedure (Glorot & Bengio, 2010). To 
prevent overfitting, L2 regularization was applied to all the weight parameters by adding a 
small constant, 0.00001. Furthermore, DFRNets was trained using the same train/test split 
as used in Eigen et al. (2014); this split is often referred to as the Eigen split. The dataset 
consisted of 22,600 stereo image pairs for training and 697 for testing. Training involved 
data augmentation, as in Godard et al. (2017).

RESULTS AND DISCUSSION

This section presents the results of the experiments conducted to evaluate the proposed 
framework, DFRNets, for monocular depth estimation in an unsupervised manner. The 
model was evaluated using the publicly available KITTI 2015 driving dataset (Gieger et 
al., 2012). Training the model entailed the use of rectified stereo image pairs, while testing 
required the left image to generate a depth map; the corresponding Velodyne data served as 
the ground-truth depth for benchmarking. Furthermore, the proposed model’s performance 
was compared both quantitatively and qualitatively with that of existing state-of-the-art 
methods. An ablation study was also conducted to show the versatility of the proposed 
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framework and the advantages of integrating a disparity refinement component into the 
depth estimation model. 

Specifically, the performance of DFRNets in monocular depth estimation was evaluated 
using the Velodyne ground-truth data of the test images. The experiment results were 
compared with various state-of-the-art methods by directly using the results reported in 
the original papers. As in the previous studies, an experiment was performed that involved 
pre-training the network on the Cityscapes dataset and then fine-tuning it on KITTI. Table 
1 and Table 2 show the quantitative comparisons between the proposed model and other 
state-of-the-art methods in unsupervised monocular depth estimation using the depth 
evaluation metrics introduced in Eigen et al. (2014). For the training dataset, K means 
trained on the KITTI dataset, and CS + K means pre-trained on the Cityscapes dataset and 
fine-tuned on the KITTI dataset. For the training protocol, depth means the methods used 
ground-truth depths at training time, mono means the methods used monocular sequences 
for training, and stereo means the methods used rectified stereo images for training. The 
evaluation results using the KITTI test set reveal that the proposed model achieved the best 
performance on the two distance ranges: 0–80 meters and 1–50 meters, since it obtained 
the lowest errors and achieved the highest accuracy compared to the previous methods.

In addition to the quantitative results, qualitative comparisons to certain related 
methods using the KITTI test set, as shown in Figure 3, reveal that the proposed method 
generated depth maps that are visually more accurate than those produced by other methods, 
since these predicted depth maps have no border artifacts around the image boundary. 
Also, these results show that the proposed method significantly reduced the ghosting 
and shadow artifacts around the boundaries of the objects, thereby enabling the model to 
capture the underlying geometry of distant objects and objects in areas with thin structures 
and homogeneous regions. Moreover, the model can successfully reconstruct various 
objects that are difficult to recover, such as poles, tree trunks, and street symbols, and 
recover scene structures with more explicit object boundaries. These results demonstrate 
that simultaneously generating depth maps from the monocular images and refining the 
predicted depth maps in an end-to-end manner lead to better performance.

Architectural Analysis

The ablation study introduced three more variants by using ResNet50 (He et al., 2016), the 
modified DispNet with skip connections (Godard et al., 2017), and U-Net (Ronneberger et 
al., 2015) to better illustrate the effectiveness of jointly performing depth estimation and 
refinement instead of using a post-processing heuristic that is decoupled from the training 
process. Some modifications to the different network architectures were performed to 
incorporate a multi-scale structure for disparity predictions into the decoder section of the 
network. Experiments involved using the KITTI 2015 driving dataset to train the different 
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Method Training 
Dataset

Train Error Metric
(Lower Is Better)

ARD SRD RMSE
(Linear)

RMSE
 (Log)

Depth range: 0–80 meters
Eigen et al. (2014) Coarse K Depth 0.194 1.531 7.216 0.273
Eigen et al. (2014) Coarse + Fine K Depth 0.190 1.515 7.156 0.270
DDVO (Wang et al., 2018) K Mono 0.151 1.257 5.583 0.228

CS + K Mono 0.148 1.187 5.496 0.226
GeoNet (Yin & Shi, 2018) K Mono 0.155 1.296 5.857 0.233

CS + K Mono 0.153 1.328 5.737 0.232
Mahjourian et al. (2018) K Mono 0.163 1.240 6.220 0.250

CS + K Mono 0.159 1.231 5.912 0.243
Zhou et al. (2017) K Mono 0.208 1.768 6.856 0.283

CS + K Mono 0.198 1.836 6.565 0.275
Godard et al. (2017) K Stereo 0.148 1.344 5.927 0.247

CS + K Stereo 0.124 1.076 5.311 0.219
AsiANet 
(Yusiong & Naval, 2019)

K Stereo 0.145 1.349 5.909 0.230
CS + K Stereo 0.128 1.161 5.470 0.213

Ours (DFRNets) K Stereo 0.133 1.137 5.332 0.212
CS + K Stereo 0.114 0.927 4.885 0.194

Depth range: 1–50 meters
GeoNet (Yin & Shi, 2018) K Mono 0.147 0.936 4.348 0.218
Mahjourian et al. (2018) K Mono 0.155 0.927 4.549 0.231

CS + K Mono 0.151 0.949 4.383 0.227
Zhou et al. (2017) K Mono 0.201 1.391 5.181 0.264

CS + K Mono 0.190 1.436 4.975 0.258
Garg et al. (2016) L12 Aug. 8x K Stereo 0.169 1.080 5.104 0.273
Godard et al. (2017) K Stereo 0.140 0.976 4.471 0.232

CS + K Stereo 0.117 0.762 3.972 0.206
AsiANet 
(Yusiong & Naval, 2019)

K Stereo 0.122 0.786 4.014 0.198
CS + K Stereo 0.107 0.663 3.717 0.184

Ours (DFRNets) K Stereo 0.111 0.679 3.675 0.183
CS + K Stereo 0.096 0.539 3.325 0.168

Table 1
Error metrics. Monocular depth estimation results using the KITTI test set and the Eigen split. The bold 
values indicate the best results
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Table 2
Accuracy metrics. Monocular depth estimation results using the KITTI test set and the Eigen split. The bold 
values indicate the best results

Method Training 
Dataset

Train Accuracy Metric
(Higher Is Better)

δ < 1.25 δ < 1.252 δ < 1.253

Depth range: 0–80 meters
Eigen et al. (2014) Coarse K Depth 0.679 0.897 0.967
Eigen et al. (2014) Coarse + Fine K Depth 0.692 0.899 0.967
DDVO (Wang et al., 2018) K Mono 0.810 0.936 0.974

CS + K Mono 0.812 0.938 0.975
GeoNet (Yin & Shi, 2018) K Mono 0.793 0.931 0.973

CS + K Mono 0.802 0.934 0.972
Mahjourian et al. (2018) K Mono 0.762 0.916 0.968

CS + K Mono 0.784 0.923 0.970
Zhou et al. (2017) K Mono 0.678 0.885 0.957

CS + K Mono 0.718 0.901 0.960
Godard et al. (2017) K Stereo 0.803 0.922 0.964

CS + K Stereo 0.847 0.942 0.973
AsiANet 
(Yusiong & Naval, 2019)

K Stereo 0.824 0.936 0.970
CS + K Stereo 0.858 0.947 0.974

Ours (DFRNets) K Stereo 0.848 0.947 0.976
CS + K Stereo 0.878 0.958 0.979

Depth range: 1–50 meters
GeoNet (Yin & Shi, 2018) K Mono 0.810 0.941 0.977
Mahjourian et al. (2018) K Mono 0.781 0.931 0.975

CS + K Mono 0.802 0.935 0.974
Zhou et al. (2017) K Mono 0.696 0.900 0.966

CS + K Mono 0.735 0.915 0.968
Garg et al. (2016) L12 Aug. 8x K Stereo 0.740 0.904 0.962
Godard et al. (2017) K Stereo 0.818 0.931 0.969

CS + K Stereo 0.860 0.948 0.976
AsiANet 
(Yusiong & Naval, 2019)

K Stereo 0.864 0.953 0.978
CS + K Stereo 0.893 0.960 0.981

Ours (DFRNets) K Stereo 0.885 0.962 0.982
CS + K Stereo 0.909 0.969 0.985
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non-Siamese networks and then applying the post-processing step as in Godard et al. 
(2017). Table 3 shows that the models based on the proposed framework perform much 
better than the other models. In Table 3, K means the network was trained on the KITTI 
dataset without the post-processing step, similar to Godard et al. (2017); pp means a post-
processing step was performed on the output of the model, as in Godard et al. (2017); and 
Ours means DFRNets was implemented with the specified network architecture as the 
autoencoder. The results also demonstrate the versatility of the proposed framework, since 
it may use any network architecture that can generate disparity maps. Most importantly, 
the results clearly show the advantages of integrating a disparity refinement component 
into the depth estimation model.

Table 3
Architectural analysis. Results using the KITTI test set with a depth range of 0–80 meters. The bold values 
indicate the best results 

Figure 3. Qualitative results using the KITTI test set. A visual comparison of the results generated by the 
proposed method and with the results of Garg et al. (2016), Godard et al. (2017), and AsiANet (Yusiong & 
Naval, 2019). The ground-truth depth maps are interpolated for visualization purposes only. Best viewed in color.

Architecture Method Error Metric 
(Lower Is Better)

ARD SRD RMSE (Linear) RMSE (Log)
DispNet K 0.163 1.620 6.265 0.247

pp 0.153 1.360 5.884 0.235
Ours 0.149 1.316 5.788 0.229
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CONCLUSIONS

This work has presented an unsupervised learning framework, DFRNets, for jointly 
performing depth estimation and depth refinement using rectified stereo images during 
training. In essence, the model can be trained to simultaneously predict and refine disparity 
maps using a Siamese network architecture consisting of two autoencoders and a novel 
DFRM that performs disparity refinement as a trainable component of the model. The 
DFRM enables the model to more effectively handle visual artifacts and blurred boundaries, 
resulting in better performance. Moreover, this paper has shown that an existing training 
loss function can be reformulated for the joint learning and refinement of depth maps even 
though the original purpose was for depth estimation only. Experiment results using the 
KITTI 2015 driving dataset reveal that the proposed method achieved superior quantitative 
and qualitative performance compared to previous unsupervised state-of-the-art methods. 
In addition, the ablation study confirmed that the proposed framework is versatile, since 
it can use any encoder–decoder network architecture. Also, the results have revealed the 
advantages of performing these two tasks simultaneously and in an end-to-end manner 
rather than introducing a post-processing heuristic as a separate component of the model.
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Table 3 (Continued)

Architecture Method Error Metric 
(Lower Is Better)

ARD SRD RMSE (Linear) RMSE (Log)
ResNet K 0.148 1.344 5.839 0.233

pp 0.140 1.181 5.557 0.223
Ours 0.137 1.149 5.449 0.217

U-Net K 0.151 1.466 5.980 0.237
pp 0.141 1.223 5.585 0.224
Ours 0.138 1.210 5.543 0.219

AsiaNet K 0.145 1.349 5.909 0.230
pp 0.135 1.132 5.475 0.217
Ours 0.133 1.137 5.332 0.212
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ABSTRACT

The use of graphical knowledge representation formalisms with a representational 
vocabulary agreement of terms of conceptualization of the universe of discourse is a new 
high potential approach in the ontology engineering and knowledge management context. 
Initially, concept maps were used in the fields of education and learning. After that, it became 
popular in other areas due to its flexible and intuitive nature. It was also proven as a useful 
tool to improve communication in corporate environment. In the field of ontologies, concept 
maps were explored to be used to facilitate different aspects of ontology development. An 
essential reason behind this motivation is the structural resemblance of concept maps with 
the hierarchical structure of ontologies. This research aims to demonstrate quantitative 
evaluation of 4 different hypotheses related to the effectiveness of using concept maps 
for ontology conceptualization. The domain of Quran was selected for the purpose of this 

study and it was conducted in collaboration 
with the experts from the Centre of 
Quranic Research, Universiti Malaya, 
Kuala Lumpur, Malaysia. The results of 
the hypotheses demonstrated that concept 
mapping was easy to learn and implement 
for the majority of the participants. Most of 
them experienced improvement in domain 
knowledge regarding the vocabularies used 
to refer to the structure of organization of 
the Quran, namely Juz, Surah, Ayats, tafsir, 
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Malay translation, English translation, and relationships among these entities. Therefore, 
concept maps instilled the element of learning through the conceptualization process and 
provided a platform for participants to resolve conflicting opinions and ambiguities of 
terms used immediately.

Keywords: Binomial test, concept maps, domain conceptualization, ontology

INTRODUCTION

Ontologies have been discussed for centuries in philosophy. It describes ontology as “the 
study of being or existence” (Cahn, 2012; Simperl, 2009). In computer science, ontologies 
are extensively used in the fields of knowledge management, information retrieval, natural 
language processing, e-Commerce, information integration, e-learning, database design, 
geographical information systems and many other areas. They are the essential parts of 
intelligent information systems where they are utilized by knowledge engineers to come 
up with problem-solving and reasoning mechanisms.

According to Lassila & McGuinness (2001), “An explicit specification of a 
conceptualization or ontology has the following properties: (1) a finite controlled 
vocabulary, (2) an unambiguous interpretation of classes and term relationships and, (3) 
strict hierarchical subclass relationships between classes”. There may be many definitions 
for ontology depending on the purpose of creation and utilization. Therefore, there is no 
one definite definition of ontology. It depends on the context that it is being referred to.

Similarly, there is no one definite methodology for engineering ontologies. There have 
been several feasible solutions and methodologies for engineering ontologies proposed 
to date. Instead of using a particular methodology, the notion of merging different 
methodologies and techniques is supported by the practitioners from the field of ontology 
engineering (Brusa et al., 2008; Spyns et al., 2008).

CONCEPT MAPS FOR ONTOLOGY DEVELOPMENT

There have been different techniques for conceptualizing ontologies presented over the 
years.  Conceptualization comprises a simplified version of objects, concepts and other 
entities that are assumed to exist in some area of interest and the relationships among 
them. The use of graphical knowledge representation formalisms with a representational 
vocabulary agreement of terms of conceptualization of the universe of discourse is a new 
high potential approach in the ontology engineering and knowledge management context 
(Soares & Sousa, 2008). 

A concept map is a kind of graphical knowledge representation formalisms that can 
be used for the purpose of ontology development. Concept maps present meaningful 
relationships between concepts linked by words from a semantic unit (Novak & Cañas, 
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2008). The concepts are included in circles or boxes while the links that connect the boxes 
represent relations among the concepts.

In the field of ontologies, concept maps were explored to use to facilitate different 
aspects of ontology development. Concept maps are effective, intuitive and adaptive in 
nature. They can be used to visualize any domain and can serve as a mechanism for domain 
experts to present the primary elements of their knowledge (Castro et al., 2006).

Tools were also proposed to convert concept maps into OWL ontologies. The tool 
proposed by Brilhante et al. (2006) which converted concept maps into OWL ontologies. 
The experts created the concept maps and a knowledge engineer used the tool to perform 
the conversion of maps into ontologies. Similarly, Dimitrova et al. (2008) came up with 
the notion of using controlled natural language to guide experts for ontology development. 
The system facilitated the users to develop ontologies by different ways. For instance, 
prompts errors when using controlled language and allows tracking classes that have been 
mentioned. There was another method proposed by Starr and De Oliveira (2013) to cater the 
need of a knowledge engineer to perform the conversion of concept maps into ontologies 
by using concept maps as a mean of defining domain knowledge by the experts followed 
by an application to analyze the concept maps using a set of questions.

Over the years, concept maps have been applied to develop ontologies for many 
different domains using different methods and techniques due to the structural resemblance 
of concept maps with the hierarchal structure of ontologies which makes them desirable 
to be used as a knowledge acquisition tool, and also as an intermediate representation 
to visualize any domain of knowledge. Some of the recent works on developing and 
conceptualizing ontologies using concept maps in different domains are discussed below. 

The study conducted by Qi and Sugumaran (2018) semi-automatically created detailed 
level of concepts as a keyword list by applying natural language processing techniques. 
The list was then used to extract concepts for the domain of automotive safety. The study 
reported that this method helped to enrich the existing ontology and at the same time 
closed the gap between ontology and real-world organization ontology-based knowledge 
management systems. 

The study conducted by Hedayati et al. (2017) explored to enhance curriculum 
development in the domain of ICT vocational education by using concept maps for 
collaborative ontology maintenance. The results of the study reported that the proposed 
method enabled to evaluate the external validity of the ontology developed for the domain 
of ICT vocational education effectively. 

Similarly, study conducted by Verbeek and Bothma (2019) reported that the use of 
concept maps and ontologies were used in the field of civil engineering design in order 
to analyze and record specific experience by the engineers. The study discussed on how 
knowledge theories could be coupled with knowledge acquisition techniques to come 
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up with solutions by creating new knowledge that can be linked to both existing and 
new ontologies. This will facilitate the thinking process and systematic organization of 
knowledge.  

Another study conducted by Rousseau et al. (2018) placed the foundation to develop 
an ontology for the domain of Systemology. The study argued that by drawing (concept 
maps) system thinking principles improvement could be made in the standard methods for 
ontology development. The study reported four examples of how these could be applied for 
both domain-specific and upper ontologies. Therefore, the study came up with a systematic 
framework for selecting and organizing knowledge in order to develop an ontology for 
Systemology. 

CONCEPTS IN QURAN  

The conceptualization emphasizes on the structure of organization of the Quran. The 
concepts in the Quran include Juz, Surah, Ayats, tafsir, translations and relationships among 
these concepts. The key concepts are explained as follows:

A Juz is one of thirty parts of which the Quran is divided. Of note, the division of the 
Quran into Juz has no relevance to the meaning of the Quran and anyone can start reading 
from anywhere in the Quran. The most commonly memorized juz is JuzAmma, which is 
the 30th juz and contains chapters (Surah) 78 through 114.

A Surah is a chapter of the Quran. There are 114 chapters of the Quran and each chapter 
is divided into verses. The chapters or Surahs are of unequal length where the shortest 
chapter (Al- Kawthar) has only three ayat (verses) while the longest chapter (Al-Baqara) 
contains 286 verses. Out of 114 chapters in the Quran, 86 of them are classified as Meccan 
while 28 of them are classified as Medinan. This classification is based on the locations 
of revelation.

Ayat means “evidence” or “sign”. In the context of Quran, ayat means “verse”, namely 
each statement or paragraph marked by a number. Sometimes an ayat contains more than 
one sentence or may even have many sentences within it. A sentence may also be divided by 
a break in the ayat and one would have to read from the next ayat to complete the subject or 
topic. Tafsir is a body of commentary to explain the meaning of verses (Ayats) in the Quran. 
It is a lengthy explanation which spans over a few sentences to explain a particular ayat.

ONTOLOGY CONCEPTUALIZATION IN A COLLABORATIVE 
ENVIRONMENT

This research presents an experiment of ontology conceptualization in a collaborative 
environment using concept maps. There were a total of 30 participants and it was in line 
with the size of samples used in the similar studies exploiting concept maps (Dimitrova et 
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al., 2008; Milton et al., 2006; Starr & De Oliveira, 2013). All the participants engaged in 
the study were split into groups and domain experts were invited to facilitate the discussion 
among the participants. The domain experts were from the Centre of Quranic Research, 
Universiti Malaya, Kuala Lumpur, Malaysia who specialized in the areas of Quran, hadith 
and Fiqh (Islamic jurisprudence). On the other hand, the participants (non-domain experts) 
engaged in the study were between the ages of 25 to 45. The minimum qualification of the 
participants in the study was Bachelor’s Degree. In respect of knowledge of the Quran, 
majority of the participants were having little knowledge about the domain of Quran and 
its concepts. The experiment was to perform ontology conceptualization for the domain 
of Quran. The conceptualization emphasis on the structure of organization of the Quran, 
namely, Juz, Surah, Ayats, tafsir, Malay translation, English translation and relationships 
among these entities. A sample concept map for the domain of Quran is shown in Figure 1. 
It shows that Quran is divided into Juz and each Juz has its given name which comprises 
different Surahs. Furthermore, each Surah has its given name which has its revelation 
place and there are a number of verses associated with each of the Suarah. Each verse has 
its translation and there is tafsir associated with it. The following sets of instructions were 
given to the participants:

1.  Every two members should construct one concept map and share it with others in 
the team.

2.  Participants should not hesitate to share any thoughts regarding any term used in 
the concept maps. Participants are encouraged to interact actively with each other 
as well as with the domain experts. They should feel free to suggest exclusion 
of any existing terms or inclusion of any new terms. The reason should be taken 
down for every suggestion.

3.  Whenever the domain knowledge of the participants increases as a result of 
interaction and discussion, the participants are advised to make changes to their 
maps. They are advised to keep all copies of their maps from the beginning till 
the end.

4.  A detailed discussion should be carried out until a consensus is reached on the 
agreed terms used in the map at the intra-team level.

5.  After this, every team should share the final agreed maps with the other teams 
and send a representative from their team for inter-team interaction. In the event 
there is any conflicting opinion among the teams, instruction 3 and 4 should be 
followed but it is at inter-team level for this round.

The interactive nature of such an activity reduced the ambiguity level of terms used 
and enhanced the understanding of the design and scope of ontology of the team members. 
Furthermore, it assured homogeneity and coherence in the way the team members perceived 
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of how the domain was being modeled. 
The reduction of ambiguities and growth or change of knowledge of participants 

was tracked and incorporated into subsequent versions of their maps over the time as 
highlighted by (Novak, 2003). The output of this activity is that the team develops a shared, 
homogeneous, coherent and unambiguous understanding of the ontology design through 
the concept mapping platform. All the participants engaged in the experiment were required 
to fill up the questionnaire after the completion of the experiment.

Figure 1. Concept map for the domain of Quran

QUANTITATIVE EVALUATION

The details of the quantitative evaluation of the effectiveness of using concept maps for 
ontology conceptualization are covered in this section.

Questionnaire

The questionnaire used in this research consisted of 21 closed-ended questions including 
the demographic questions. The questions of the questionnaire are shown in Table 1. 
The reason of using questionnaire of close-ended questions is because it provides faster 
response. Besides that, it provides the respondents a set of answers (explaining their 
response) for them to select of which is more reliable and consistent as compared to open-
ended questions. There were some important factors being considered when formulating 
the questionnaire (Kumar, 2011):

(a) Using simple and everyday language 
(b) Avoid asking ambiguous questions 
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(c) Avoid asking double-barreled questions
(d) Avoid asking leading questions 
(e) Avoid asking questions based on presumptions

Table 1
Questions in the questionnaire

1. Age 
2. Gender
3. Highest Qualification
4. Years of working experience
5. Are you a domain expert 
6. If yes, which category describes you best
7. Do you understand the term “ontology”?
8. Was it easy to learn concept mapping?
9. Did you feel comfortable creating the maps?
10. Were motivation scenarios and competency questions are effective way to represent ontology 

requirements & scope?
11. Was the term extraction engine (TEE) effective in reducing development time & efforts?
12. Was conceptualization process useful in resolving conflict in opinions & ambiguities related to 

terms used in the ontology on immediate basis?
13. Do you think that participants experience any improvement or enhancement in their knowledge 

while performing concept mapping activities? 
14. Did you get a chance to input your feedback during the evolution of ontology design?
15. Was the expert map a true and clear representation of the domain?
16. Did the “correct-incorrect discrimination task” provide you an opportunity to test your 

knowledge about the ontology design?
17. Was the understanding about the ontology design clear before it was implemented?
18. Were the tabular outputs and the expert map helpful in getting a quick insight about the 

ontology design details?
19. Was the ontology evaluation process effective in assessing compliance of the implemented 

ontology with its requirements specification?
20. Do you think that all the participants experience homogeneity & coherence in the way each one 

of them perceives the domain being modeled?
21. Do you feel confident in recommending the developed ontology for reuse?

The questions in the questionnaire are based on the Likert scale as it provides a 
reliable and direct mechanism for assessing any phenomenon when a definite answer is 
required. The answers in the questionnaire are based on 4 levels of Likert scale, denoted 
by L(4). The scale ranges from “strongly agree” to “strongly disagree.” An even number 
of options is chosen for the Likert scale in order to ensure that the respondents take a side 
where the middle option of “Neither agree nor disagree” is not available. The respondents 
have to either agree or disagree. It is sometimes called the “forced choice” method since 
the neutral option is removed (Allen & Seaman, 2007). The neutral option can be an easy 
option for a respondent who is unsure, and as such it is questionable whether it is a true 
neutral option (Armstrong, 1987). It was also taken into account that the sequence of the 
questions appearing in the questionnaire should follow a logical progression based on the 
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objectives of the study. This is to help to retain the interest of the respondents and keep 
them motivated to answer the questions. 

Method of Analysis: Non-parametric Statistics

In this research, each individual participant of the study is deemed as a unit of analysis. This 
research employed nonparametric statistics which was not based on parameterized families 
of probability distributions. They included both descriptive and inferential statistics. The 
typical parameters included mean and variance. Unlike parametric statistics, nonparametric 
statistics do not make any assumptions on the probability distributions of the variables 
being assessed. Non-parametric models differ from parametric models in that the model 
structure is not specified a priori but is instead determined from data (Wasserman, 2006). 
The term nonparametric is not meant to imply that such models are completely lack of 
parameters but that the number and nature of the parameters are flexible and not fixed in 
advance. Therefore, nonparametric models are also known as distribution-free (Wasserman, 
2006). Non-parametric (or distribution-free) inferential statistical methods are analytical 
procedures for statistical hypothesis testing which, unlike parametric statistics, do not make 
any assumptions on the frequency distributions of the variables being assessed (Gibbons 
& Chakraborti, 2003; Hollander et al., 2013). In this research, statistical hypothesis 
testing was performed, which is a method of inferential statistics. The binomial test was 
used, which is a non-parametric test of statistical significance and is an integral part of 
confirmatory data analysis (Wagner-Menghin, 2005). This binomial test was selected 
due to the dichotomous nature of the data where all the answers of the participants based 
on the questionnaire can be grouped into two categories: positive (agree) and negative 
(disagree) (Wagner-Menghin, 2005). The standard binomial test was applied to the data 
considering the p-value to be always less than 5% (p < 0.05). All the hypotheses referred 
to a proportion of the population. In the given scenario, the test was used to investigate the 
minimum population’s proportion with respect to the p-value due to the fact that there was 
no prior expected value for the population’s proportion. The following formula was used 
to calculate inference of the proportion of the population which at least agreed with the 
hypothesis (Fields, 2005). In the formula, 𝑞� = 1 − �̂� in Equation (1) presents the success proportion 
of a sample size where positive responses   refer to those responses which are categorized 
as positive and total response (n) refer to the total number of responses. Similarly, 𝑞� = 1 − �̂� 
in Equation (2) presents the failure proportion of a sample size of which is calculated by 
subtracting 𝑞� = 1 − �̂� (success proportion in the sample) by 1, considering p-value to be p < 0.05. 
A small p-value indicates strong evidence which is against the null hypothesis. The margin 
of error is presented as �̂�  

+
−  1.96 (𝑠𝑒)� 𝑝� 
+
−  1.96 (𝑠𝑒)� �̂�  

+
−  1.96 (𝑠𝑒)�. As such, 1.96 is the z-score for 95% confidence that 

is commonly used in statistics. 
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�̂� =
𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠
𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 (𝑛)   (1)

𝑞� = 1 − �̂�     (2)

𝑠𝑒 =  
�̂�𝑞�

𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠 (𝑛)

�̂�  
+
−  1.96 (𝑠𝑒)�

Hypotheses to be Tested

This research intended to investigate 4 hypotheses that were related to the effectiveness of 
employing concept maps for ontology conceptualization in a collaborative environment. 
The hypotheses are as follows: 

Hypothesis 1. Concept mapping is easy to learn.
Hypothesis 2. Concept maps are comfortable to create.
Hypothesis 3. During conceptualization, learning is experienced by the participants. 
Hypothesis 4. During conceptualization conflict of opinions are resolved on an 
immediate basis.
The quantitative hypothesis testing results for questions 8, 9, 12, and 13 of the 

questionnaire are reported in order to test the above hypotheses.

RESULTS AND DISCUSSION

Hypothesis 1 which is related with the ease of learning of concept maps is tested by the 
quantitative hypothesis testing result of question 8 of the questionnaire. The answers 
“Agree” and “Strongly Agree” were considered as the positive answer where 27 out of 30 
participants were on the positive side with a p < 0.05. This infers that at least 79% of the 
population agreed that concept mapping was easy to learn. The statistical output of the 
binomial test is shown in Table 2. 

Table 2
Binomial Output for Hypothesis 1

Category N Observed Prop. Test Prop. Exact Sig. (2-tailed)
Group 1 Positive 27 0.90 0.50 0.00
Group 2 Negative 3 0.10
Total 30 1.00
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Hypothesis 2 which is related with the comfort in developing concept maps is tested 
by the quantitative hypothesis testing result of question 9 of the questionnaire. The answers 
“Agree” and “Strongly Agree” were considered as the positive answer where 26 out of 30 
participants were on the positive side with a p < 0.05. This infers that at least 74% of the 
population agreed that concept maps were comfortable to develop. The statistical output 
of the binomial test is shown in Table 3.

Table 3
Binomial Output for Hypothesis 2

Category N Observed Prop. Test Prop. Exact Sig. (2-tailed)
Group 1 Positive 26 0.87 0.50 0.00
Group 2 Negative 4 0.13
Total 30 1.00

The quantitative results of hypotheses 1 and 2 are in line with the recommendation found 
in the existing literature that a down to earth method must be devised for conceptualization 
because the domain experts (as well as other participants including project stakeholders 
and users) have primarily practical skills with no experience whatsoever in modeling 
(Spyns et al., 2008). Some of the interviewees manifested their thoughts on the concept 
mapping as follows:

• “Concept mapping was easy to understand and implement.”
• “Concept mapping provided an easy way for us to model the concepts and 

relationships together in a way which enable us to visualize how will the final 
ontology design look like.”

• “It helped us to see how the structure of the final ontology will look.”

In addition, some critical characteristics of the concept mapping were identified through 
the responses of the interviewees during the interview sessions. These characteristics are 
the potential reason for the participants to agree on the fact that concept mapping was easy 
to learn and implement. These characteristics are as follows:

•  Easy for the brain to comprehend and straight forward.
•  It aligns with the daily categorization of entities, how things are related in the 

physical world.
•  It enables the ideas to flow freely and enables to link up things in a natural order.
•  It is simple, intuitive and expressive.
•  It is self-explanatory, and all the elements in it are logically connected.
•  It enables to sort vast and complex information and see connections in between 

different elements.
•  It is an effective way to visualize data and its connections.
•  It enables to understand the key terms in a domain quickly.
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•  The users do not face any difficulty in learning it.
•  It is close to the way how the human mind thinks and perceives any phenomena.
•  It had a learning element in itself. It increased knowledge and understanding 

gradually.
•  It does not require any prior technical knowledge or expertise for learning and 

implementing it.
•  Provides smooth transition of ontology design to its implementation.

Hypothesis 3 which is related to the existence of learning element during the experiment 
is tested by the quantitative hypothesis testing result of question 12 of the questionnaire. 
The answers “Agree” and “Strongly Agree” were considered as the positive answer where 
28 out of 30 participants were on the positive side with a p < 0.05. This infers that at least 
84% of the population agreed that they were learning through the process. The statistical 
output of the binomial test is shown in Table 4.

Table 4
Binomial Output for Hypothesis 3

Category N Observed Prop. Test Prop. Exact Sig. (2-tailed)
Group 1 Positive 28 0.93 0.50 0.00
Group 2 Negative 2 0.07
Total 30 1.00

The above result is also found to be consistent with the existing literature on concept maps 
which emphasize on their usage in different ways to enhance learning process where they 
can be exploited as a teaching, learning and assessment tool (Darmofal et al., 2002).

Hypothesis 4 which is related with the resolution of conflict of opinions on immediate 
basis during the experiment is tested by the quantitative hypothesis testing result of question 
13 of the questionnaire The answers “Agree” and “Strongly Agree” were considered as the 
positive answer where 27 out of 30 participants were on the positive side with value of p 
< 0.05. This infers that at least 79% of the population agreed that the decisive mechanism 
enables to resolve the conflict of opinions experienced during conceptualization on an 
immediate basis. For instance, in the domain of Quran, different participants know of the 
other name of the same concept (i.e., Juz and Para refer to the same concept in the domain 
of Quran). The statistical output of the binomial test is shown in Table 5.

Table 5
Binomial Output for Hypothesis 4

Category N Observed Prop. Test Prop. Exact Sig. (2-tailed)
Group 1 Positive 27 0.90 0.50 0.00
Group 2 Negative 3 0.10
Total 30 1.00
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Some of the participants also expressed their views during the interview sessions 
conducted after the experiment. Some statements of the interviewees supporting hypothesis 
4 are as follows: 

• “We had differences in opinions in a few matters, but we were able to resolve 
it via group interaction, we knew that we have limited time and have to reach a 
consensus within the given time frame.”

• “We got the opportunity to give our idea and suggestions supported with reasons. 
However, the final decisions were made based on the strength of the reason 
supporting the argument.”

• “The agreement of users based on two-step decision-making mechanism helped to 
foster communication amongst all the people in an organized and timely manner.”

Furthermore, some observations of the participants which signifies the effectiveness 
of concept maps while conceptualization are as follows:

(a)  The team members openly discussed their opinions, conflicts, and suggestions 
with each other and settled them on an immediate basis.

(b)  The team members continuously revised their concept maps.
(c)  The participants experienced improvement and enhancement in their domain 

knowledge.
(d)  All the participant groups actively contributed during the sessions.

As highlighted above, the domain knowledge of the participants was improved and 
they were able to clear ambiguities and resolve conflicting opinions immediately. It differs 
from most of the existing approaches which result in delayed argumentation and decisive 
mechanisms.

CONCLUSIONS

The results of hypotheses 1 and 2 show that 79% of the participants at least found that 
concept maps were easy to learn and 74% of the participants at least agreed that concept 
maps were comfortable to develop. The results of hypothesis 3 show that majority of the 
participants who participated the experiment of ontology conceptualization in a collaborative 
environment for the domain of Quran were learning through the experiment. Statistical 
inference shows that at least 84% of the population agreed that they were learning through 
the experiment and it is in line with the findings of an earlier study (Borgo et al., 2012). 
Moreover, it was shown that there was continuous enhancement in the domain knowledge 
of most of the participants evidenced by the series of artifacts (concept maps) drawn by 
the participants especially in the last maps drawn by them. As for hypothesis 4, the results 
manifest that participants who participated the experiment of ontology conceptualization 
had the opportunity to resolve conflicts and ambiguities. Statistical inference manifests that 
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at least 79% of the population agreed that the decisive mechanism enables to resolve the 
conflicts of opinions and ambiguities related to the terms used during conceptualization 
on an immediate basis.

Therefore, the overall results and observations from the experiment strongly support 
the existence of discourse and learning through ontology conceptualization process. 
Moreover, it also provides a platform for the participants to resolve conflicting opinions 
and ambiguities of terms used immediately. 
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ABSTRACT 

There are many variables involved in the real life problem so it is difficult to choose an 
efficient model out of all possible models relating to analytical factors. Interaction terms 
affecting the model also need to be addressed because of its vital role in the actual dataset. 
The current study focused on efficient model selection for collector efficiency of solar dryer. 
For this purpose, collector efficiency of solar dryer was used as a dependent variable with 
time, inlet temperature, collector average temperature and solar radiation as independent 
variables. Hybrid of the least absolute shrinkage and selection operator (LASSO) and robust 
regression were proposed for the identification of efficient model selection.  The comparison 
was made with the ordinary least square (OLS) after performing a multicollinearity and 
coefficient test and with a ridge regression analysis. The final selected model was obtained 
using eight selection criteria (8SC). To forecast the efficient model, the mean absolute 
percentage error (MAPE) was used. As compared to other methods, the proposed method 
provides a more efficient model with minimum MAPE.

Keywords: model selection, ordinary least square, robust regression, selection criteria, sparse regression 

INTRODUCTION

Food insecurity is considered to be a major 
problem in the agricultural sector (Ahmed 
et al., 2017). It is therefore necessary 
to produce more food due to the food 
insecurity problems (Rockstrom et al., 
2009). There are many stages of crop 
management, such as nutrient supply, water, 
crop production environment, in the process 
of seeding to harvesting (Yan, 2011). Drying 
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is one of the key processes in agriculture or aquaculture. Air drying  is the most commonly 
used dehydration operation in food and chemical industries (Ali et al., 2014). The global 
population has been growing over the years, and there are many variables with interactions 
needed to solve food insecurity in agriculture or aquaculture, so the main problem is to 
find the key variables amongst them so that the complexity of the model can be reduced 
and the model can be used to predict the supply  demand for food using a more efficient 
model (Taylor & Adelman, 2003). 

Many models only emphasise a single term without considering terms of interaction 
(Chen, 2012). Seaweed is one of the most common products used in agriculture and 
aquaculture. It is currently used mostly in food manufacturing, medical and manufacturing 
industries. Seaweed is regarded as a potential source for renewable energy. It also can 
be transformed into energy such as gas and biofuel oil. Dissa et al. (2011) claimed that 
carrageenan was a major cause of seaweed extraction. Ali et al. (2015) conducted the study 
to find out that carrageenan was also used in food and non-food products for humans, 
cosmetics, animal foods, meat binder and they developed a mathematical model for drying 
method and for smoothing drying rate. Many models have been proposed using analytical 
or empirical solutions in the aquacultural field (Neitsch et al., 2011). Different simple 
techniques such as ordinary least square (OLS) and other simple methods such as analysis of 
variance, principle component analysis was used to address problems related to agriculture 
and aquaculture, but these simple techniques have many constraints (Zuur et al., 2009). 

Multicollinearity is one of the problems, particularly in the case of large-scale 
data analysis. Rischbeck et al. (2016) used multiple linear regression models for midly 
drought-stressed field trials that were impacted by multicollinearity problems. In the case 
of multicollinearity, OLS estimates have large variances and covariances that make it 
difficult to calculate precisely estimates (Gujarati, 2004). The OLS model was also used 
to predict grain yield (Montesinos-Lopez et al., 2017). Linear regression was also used for 
the development of the dengue forecast model (Guo et al., 2017).  The regression analysis 
was used to explore the interaction between climate, water and agriculture by adding linear 
and quadratic terms (Mendelsohn & Dinar, 2003). Linear regression was used to estimate 
the structural economic model to increase productivity in agriculture (Pender et al., 2004). 
Some research has been performed on multicollinearity, as Giacalone et al. (2018) launched 
the regularizaton methods (L norm) for the compaction of the multicollinearity problem. 
Other work was done by Wouldiams et al. (2012) as they used the analysis of variance to 
examine the yield-related factors.

Variable selection is another issue with regression analysis as OLS does not cope with 
variable selection. Sparse regressions are implemented for this type of problem by adding 
a penalty term. This penalty term is introduced in the function of minimisation so it is 
necessary to work with sparse regression analysis for variable selection. Xu and Ying (2010) 
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used median regression with least absolute shrinkage and selection operator (LASSO) type 
penalty regression to select variables afterwards Zhao et al. (2012) investigated wavelet-
based LASSO methodology to regress function scalars. They also explored its asymptotic 
convergence as well as its finite-sample performance by using both simulation and actual 
data examples. Zhang et al. (2016) implemented LASSO, adaptive LASSO, adaptive 
LASSO II, multitask LASSO, reweighted LASSO on quantitative trait loci analysis that 
offered helpful insights in the research of human cancer. Zou (2006) used adaptive weights 
to penalize distinct coefficients in terms of the absolute value of magnitude of coefficients 
(L1 penalty). In order to understand the contribution of individual observations and 
robustness outcome for evaluated values of the model parameters (Jang & Anderson-Cook, 
2017) examined the influence plot of LASSO.

The presence of outliers is also a major problem in the dataset. The removal of the 
outlier is not always a good option for analysis, so robust methods are necessary in order 
to detect and remove outlier as (Gad & Qura, 2016) have reviewed a wide variety of 
robust outliers methods.  Midi et al. (2011) proposed some practical lower bound (LB) and 
upper bound (UB) for high leverage collinearity influential measure (HLCIM) that was 
an essential measure for the detection of multicollinearity degree. Ridge regression is also 
used in cases of multicollinearity but is considered to be affected in the presence of outliers 
(Shariff & Ferdaos, 2017). Gusnanto and Pawitan (2015) had compared various methods 
including sparse regression in case of number of variables were greater than number of 
observations (𝑝 > 𝑛) and had preferred sparse methods for high multicolinearity.

The method named two-step robust weighted least squares (TSRWLS) method was 
studied in Midi et al. (2014). Beath (2018) worked on robustness method for linear models 
but the disadvantage was that it could only deal with group logistics, not binary logistics, 
as binary logistics could not exactly fit observation. It had been evident, that LASSO was 
mostly applied to medical fields and gene data since in this area, there was a large number 
of variables to deal with, but little research was done in relation to LASSO as a wavelet-
based LASSO technique was done by Zhao et al. (2012). Gusnanto and Pawitan (2015) 
compared ridge, cauchy, LASSO, mixture of Normals and adaptive LASSO on near infrared 
(NIR) instruments. Similarly, in terms of robust or ridge regression analysis, not much 
research has been performed on agriculture. Many types of estimators were used in robust 
regression analysis as Susanti et al. (2014) presented maximum likelihood type estimators 
(M estimators), modified M estimates (MM) and estimators of scale (S) estimates on maize 
production data while mostly researchers preferred M estimates as Sinova and Van Aelst 
(2018) showed advantages for Tukey bisquare-based M estimates by comparing them with 
the hampel loss function for fuzzy number value calculation. Shariff and Ferdaos (2017) 
provided a robust ridge method of regression model for multi-collinearity and outlier 
problems. Model selection was also made by different reserachers, as Abdullah et al. (2011) 



Anam Javaid, Mohd. Tahir Ismail and Majid Khan Majahar Ali

196 Pertanika J. Sci. & Technol. 28 (1): 193 - 210 (2020)

used  eight selection criteria (8SC) to obtain the best model among all possible models. 
Similarly Zainodin et al. (2011) used 8SC in model selection problem.

It is clear that the work was done separately on LASSO and robust, but there is no 
such model that uses 8SC to combine Robust and LASSO. In this study, therefore, this 
gap is addressed in the development of a robust and LASSO models and the objective is 
to select the best model by using 8SC that can be used to efficient prediction. In this study, 
collector efficiency factors are observed for solar drier using a hybrid model of LASSO 
and Huber M estimator, and comparisons are made with OLS and ridge regression analysis.

MATERIAL AND METHODS 

OLS, Tikhonov regularisation (Ridge), LASSO and robust regression would be used for 
dataset assessment. The flow chart used in this research can be found in Figure 1. 

The following phases were performed for the application of the flow chart referred 
to in Figure 1.

Figure 1. Flow Chart for best selected model

Phase 1– All Possible Models

According to Khuneswari et al. (2008), all possible models are the prerequisite for 
determination of the best model and can be derived by using Equation 1

N = ∑ 𝑗
𝑘
𝐶
𝑗

𝑘
𝑗=1       (1)

Start

All Possible Models

OLS Regression 
(Comparison) LASSO with Huber M Ridge Regression 

(Comparison)

Four Phases
(1) All Possible Models
(2) Selected Models
(3) Best Model 
Selection
(4) Forecasting
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Where N is the number of all Possible models, k is total number of independent 
variables and j=1,2,…,k

These all possible models would be used by OLS, LASSO and ridge after that the 
procedure would be moved on to the next phase.

No observation was missing in the dataset. Thus, approximately 16.67% of data 
reserved for the mean absolute percentage error (MAPE) would be used to predict the 
best model in Phase 3 later.

Phase 2- Selected Variables

For this phase, two tests were performed for OLS, i.e. the multicollinearity test and the 
coefficient test. After performing these two tests, selected models would be obtained in 
the OLS regression analysis while the significant variables would be selected for the ridge 
and LASSO regression because LASSO is a sparse regression to perform an automatic 
selection of variables. The coefficients were compared to the 0.05 level of significance 
for ridge regression.

Multicollinearity Test. Multicollinearity occurs in the case of a correlation of independent 
variables and is considered to be a problem in multiple regression analysis as a problem 
arises in the model validity of the investigation (Gujarati, 2004).

The following steps were taken to address the problem of multicollinearity.
i. In the first step, the correlation coefficient is calculated for all variables in each 

model and the verification is performed between independent variables with a high 
value (coefficient > 0.95).

ii. Following this, most common high correlation coefficient variable was removed 
and the correlation coefficient recalculated.

iii. Steps (i) and (ii) are repeated until there is no variable left with a high 
multicollinearity problem, if any, the variable with a lower value of the absolute 
correlation coefficient with the dependent variable is removed.

iv. The correlation coefficient between the dependent variable and the entire 
multicollinearity source was checked for the existence or non-existence of 
multicollinearity between the dependent and the other variables.

Coefficient Test. According to Ramanathan (2002), the coefficient test is considered to 
be a test for each independent variable whether or not it differs significantly from zero. 
i.e. it can be tested under the following hyporthesis.

H0: 𝛽𝑗= 0

H1: 𝛽𝑗 ≠ 0
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Where is the coefficient of variable in the model for j = 1,2, ..., k and the t test would 
be performed at a 5% level of significance for the test. The best model would undergo a 
fitness test that includes a normality test and a randomness test on residuals for the model 
(Abdullah et al., 2011).

For LASSO regression analysis, robust regression was conducted as a coefficient test 
on each model. Tibshirani (1996) first introduced LASSO that could select coefficients β 
to minimise (Equation 2).

(𝑦 −𝑋𝛽)(𝑦 −𝑋𝛽)′ +λ∑ |𝛽𝑗
𝑝
𝑗=1 |

= (𝑦 −𝑋𝛽)(𝑦 −𝑋𝛽)′ s.t. ∑ |𝛽𝑗
𝑝
𝑗=1 | ≤ 𝑠

(𝑦 −𝑋𝛽)(𝑦 −𝑋𝛽)′ +λ∑ |𝛽𝑗
𝑝
𝑗=1 |

= (𝑦 −𝑋𝛽)(𝑦 −𝑋𝛽)′ s.t. ∑ |𝛽𝑗
𝑝
𝑗=1 | ≤ 𝑠   (2)

Where s and λ are considered to be non-negative regularisation parameters. LASSO 
used the L1 norm that explains the coordinates vertices and the edge polotype where some 
coordinate values are zero. A solution for LASSO is commonly found on polotype vertex 
or polotype edges. LASSO can therefore be called a variable selection method where 
coefficient shrinkage to zero can eliminate variables from the model. Hoerl and Kennard 
(1970) introduced ridge regression with a bias parameter b (d)  obtained by using all 
variables as follows (Equation 3).

𝑏 𝑑 =  (𝑋′𝑋 + 𝑑𝐼)−1𝑋′y     (3)

Where d  is the bias parameter. If d=0 , the ridge parameter is equal to the OLS 
parameter.

There are many types of estimators available in the case of robust regression analysis, 
but the most common types are the M estimators where Huber, Hampel and bisquares were 
mostly used. Stuart (2011) defined the typical tuning constant for Huber as a= 1.345 for 
95% relative efficiency, For Hampel the typical tunning constants are  a = 2, b = 4 and c = 
8 and for Tukey’s Bisquare the typical tuning constant is a= 4.685 results in 95% relative 
efficiency with the weight functions defined in Table 1

Phase 3 - The Best Model

Once the selected models have been obtained, the best model can be obtained among 
selected models. Ali et al. (2017) stated the 8SC that could be used to choose the best 
model from the list of selected models. For best model selection, 8SC would be used in 
this research. The formulae are outlined in Table 2.
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By using formula in Table 2, Akaike information criterion (AIC), RICE, Final 
prediction error (FPE), SCHWARZ(SBC), generalized cross validation (GCV), sigma 
square(SGMASQ), Hannan-Quinn information criterion (HQ) and SHIBATA were 
calculated for the purpose of efficient model selection.

Phase 4 - Goodness of Fit 

Gujarati (2004) had described some assumptions concerning the least square estimators, 
such as that there should be no ideal multicollinearity and that the model should be 
completely identified. Ramanathan (2002) stated that the goodness of the fitness test ensured 
that the model fitted well into the data. In this phase, 16.67% of Phase 1 datasets were used 
for the calculation of the MAPE value, in order to determine model efficiency. Residual 
data would be gathered by taking into account the difference in real and expected value 
for the best model in Phase 3. Ali et al. (2017) used the MAPE Formula as in Equation 4.

𝑀𝐴𝑃𝐸 =   100
𝑁

(
∑ |𝐴𝑖−𝐸𝑖|
𝑗
𝑖=1

𝐴𝑖
) i=1,2,…,j   (4) 

Table 2
Formula used for eight selection criteria
Selection criteria Formula Reference
AIC

AIC:

𝑆𝑆𝐸
𝑛 𝑒 2(𝑘+1) 𝑛⁄

(Akaike, 1969)

Akaike, 1969

RICE

RICE:

𝑆𝑆𝐸
𝑛 1−

2(𝑘+ 1)
𝑛

−1

(Rice, 1984)

Rice, 1984

FPE

FPE:

𝑆𝑆𝐸2

𝑛
𝑛 + (𝑘+ 1)
𝑛 − (𝑘+ 1)

(Akaike, 1974)

Akaike, 1974

SCHWARZ

SCHWARZ:  

𝑆𝑆𝐸
𝑛 𝑛(𝑘+1)/𝑛

(Schwarz, 1978)

Schwarz, 1978

GCV

GCV:

𝑆𝑆𝐸
𝑛 1−

𝑘 + 1
𝑛

−2

(Golub et al., 1979)

Golub et al., 1979

SGMASQ

SGMASQ:

𝑆𝑆𝐸
𝑛 1−

𝑘 + 1
𝑛

−1

(Ramanathan, 2002)

Ramanathan, 2002

HQ

HQ:

𝑆𝑆𝐸
𝑛 𝑙𝑛 𝑛 2(𝑘+1) 𝑛⁄

(Hannan and Quinn, 1979)

Hannan and Quinn, 
1979

SHIBATA

SHIBATA:

𝑆𝑆𝐸
𝑛

𝑛 + 2(𝑘 + 1)
𝑛

(Shibata, 1981)

Shibata, 1981

where 
n = total number of observations
k +1 =  estimated parameters numbers (including constant)
SSE  = sum of square error 
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Where 
A = actual value of dependent variable (y)
E = expected value (𝑦�)
N = number of observations points

A non-parametric test such as a randomness test would be performed to check the 
random pattern of observations. For normality assumptions, the Sharpio wilk test and the 
Kolmogrov smirnov test would be used with the sporting documents of the scatter plot, 
the histogram and the box plot of the residues obtained from the efficient selected models.

RESULT AND DISCUSSION

Data Collection and Procedure 

The information used in this research was drawn from Sabah. In Sabah, solar dryer is 
used for the drying method and various variables influence on the effectiveness of the 
collector. In this research, four factors, such as time, inlet temperature, collector average 
temperature and solar radiation, were taken as independent variables while the collector 
efficiency was maintained as dependent variables. For analysis purposes, 66 observations 
were taken. Data were collected for every second and then converted into hour to analyse 
the behaviour of different variables during the given time frame. Dataset was collected for 
four days in which solar radiation was at the peak during this time period, from 8:00 a.m. 
to 5:00 p.m. The purpose of this study was to monitor each factor behaviour on collector 
efficiency of  solar dryer  in which Y was used to indicate the efficiency of the collector as a 
dependant variable whereas x1, x2, x3 and x4 represented independent variables such as time, 
inlet temperature, collector average temperature and solar radiation, respectively, where  
x12 represented the interaction between x1 and x2 and was used to observe the combined 
behaviour of x1 and x2 on the collector effectiveness. Inlet temperature was observed to 
be between 27.9oC and 58.3oC in the complete data procedure, while the collector average 
temperature was found to be between 33.0oC and 87.7oC. Solar radiation was observed to 
be between 104.3 W/m²  and 819.8 W/m² at 8:00 a.m. to 5:00 p.m. in four days.

For four independent variables, 32 possible models were available until the third order 
interaction term. All possible models consisting of four independent variables could be 
observed as shown in Table 3.

All possible models were calculated as indicated in Table 3 and, following a 
multicolinearity test and a coefficient test, a list of selected models was obtained. The list 
of selected models was achieved by the sum of square of error (SSE) and the number of 
variables left in the selected model (k) can be seen in Table 4.

From Table 4, the original model demonstrated that Model M32 had to go through 
two phases. The multicollinearity test was applied to this original model and, as a result, 
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seven variables were removed from the model. So it  became as M32.7.0. Coefficient test 
was performed and two variables were removed from the model so that the best selected 
model obtained as M32.7.2. With all significant variables in the model, the resulting model 
was now free of multicollineraity. The best model selected using the formula for the 8SC 
set out in Table 2 can be found in Table 5.

Table 3
All possible models 

No of variables single Interact Total
1st  Order 2nd Order 3rd Order

1 4 - - - 4
2 6 6 - - 12
3 4 4 4 - 12
4 1 1 1 1 4
Total Models 15 5 5 1 32
Model ID M1-M15 M16-M26 M27-M31 M32

Table 4
Selected models by using ordinary least square method

Sr. NO Selected models using OLS k SSE
1 M1.0.0=M5.0.1 1 2810.25
2 M2.0.2 1 3021.1
3 M3.0.0= M6.0.1 1 2090
4 M4.0.0 = M7.0.1 1 1210.8
5 M8.0.0=M19.1.0 2 1547.1
6 M9.0.0=M12.0.1=M25.4.0 2 948.53
7 M10.0.0=M13.0.1=M14.0.1=M15.0.2=M21.1.0 2 824.86
8 M11.0.0 3 1361.23
9 M16.0.1 2 2588.28
10 M17.0.1 2 1566.93
11 M18.0.1 2 915.71
12 M20.1.0 2 1341.24
13 M22.2.0=M27.2.1 4 990.71
14 M23.1.1 4 650.97
15 M24.2.0 4 742.16
16 M26.5.1 4 585.31
17 M28.2.1 4 650.97
18 M29.2.0 5 562.59
19 M30.4.1 2 619.59
20 M31.8.4 3 544.92
21 M32.7.2 6 444.07
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From Table 5, it is clear that the minimum selection criterion value for model M32.7.2 
was obtained from all the best possible models by using formulae for each selection 
criterion, thus the final selected model M32.7.2 can be observed with its coefficient values 
in Equation 5 using R software. 

𝑀32.7.2 = 𝑌 = 32.12 + 1.58𝑥1 − 0.0548𝑥4− 0.0274𝑥12−

0.002 𝑥14+ 0.005 𝑥23+ 0.00000058𝑥1234
        (5)

For the purpose of analysis, coefficients were observed in the final selection of models 
for each variable. After multicollineraity and coefficient testing of 15 variables, there were 
6 variables left in the model including interaction terms in it. From the selected model 
in Equation 4, the significant variables were time, solar radiation, interaction of time and 
inlet temperature, interaction of time and solar radiation, interaction of inlet temperature 
and collector average temperature, interaction of time, inlet temperature, collector average 
temperature and solar radiation. The interaction terms between variables could be seen to 
be crucial for model selection so that we could not ignore them. From the coefficient, as 
the time increased, dryer collector efficiencies were increased by 1.58 units. Similar to the 
increase in solar radiation, there would be a 0.05 unit decrease in collector dryer efficiency, 
as solar radiation would mostly be effective from 11: 00 a.m. to 1: 00 p.m. Time and inlet 
temperature interactions would cause collector efficiency to decrease by 0.0274 units as 
inlet temperature can not be controlled. Solar radiation would cause collector efficiency to 
decrease by 0.002 units. Interaction between the inlet temperature and the average collector 
temperature had a positive effect on the collector’s efficiency.

For this selected model, the MAPE value was calculated using a specific formula as 
defined in Equation 4. SSE with the number of variables left in the model (k) was used to 
obtain MAPE value. The MAPE value for the dataset was found to be MAPE = 29.2198 .

The MAPE value is not so high that the selected model can be used for forecasting. 
The standardised residuals for the selected model were calculated after MAPE calculation. 
The standardised residual for this final selected model can be viewed as in Figure 2.

In Figure 2, the pattern for an effective chosen model is random and suggests a good 
fit for a linear model. Outliers can be seen outside the 2 sigma boundaries. The randomness 
test and the normality test were also conducted for proof. Stuart (2011) explained that the 
performance of the least square estimators was not good in the case of outliers or in the 
case of deviations from normal assumptions, so that Ridge regression was considered 
as an alternative method in the case of highly collinear predictors. The ridge regression 
estimates are biased, but the mean square error of the ridge estimator is smaller than the 
OLS estimators of Hoerl and Kennard (1970). Since the data used in this study also has 
multicollinearity problem, for comparison purposes ridge regression is performed on all 

M32.7.2
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possible models and the selected models are obtained. In these selected models, 8SC is 
performed in the same way as in OLS and the best model is selected. M24 was observed 
as the best model with a minimum SSE value of 8SC. The coefficients are obtained using 
the library glmnet in R software (Equation 6).

𝑀24 = 31.938 + 0.3144 𝑥1 + 0.0604 𝑥3− 0.0218𝑥4 +

0.0022𝑥13+ 0.00082𝑥14 − 0.000032𝑥34

        (6)

The best model in Equation 6 can be observed with the key variables. Since ridge 
regression and OLS contained all the variables in the model as they did not have the 
ability to select the model, so for the purpose of a sparse regression analysis, the modified 
LASSO was performed using the Huber M estimation method. LASSO was performed on 
all possible models for a sparse regression analysis. Significant variables were observed 
in LASSO with 17 models after grouping a model consisting of the same variables, while 
Huber M was used for efficient model selection. After the performance of Huber M, 12 
models were left at a 0.05% significance level in the modified LASSO. 8SC for efficient 
model selection were performed on these 12 models and M29.1.1 was observed to describe 
the efficient model with minimum SSE as in Equation 7.

With 239.48 SSE and significant variables for collector efficiency can be seen from 
the above selected models. Using R software (glmnet library), other models with their 
coefficients were selected the same way. M29.1.1 represented that from model 29, one 
variable was removed in LASSO and one variable was removed using Huber M as non-
significant variables. The resulting model notation became as M29.1.1.

Figure 2. Standardized residual for OLS                 

M24



Anam Javaid, Mohd. Tahir Ismail and Majid Khan Majahar Ali

206 Pertanika J. Sci. & Technol. 28 (1): 193 - 210 (2020)

Table 6
MAPE for final selected models of all methods

Selected Model Technique used Variables in the Model SSE MAPE
M32.7.2 OLS Y = β0 + β1x1+ β4x4+ β12x12+ β14x14+ 

β23x23+β1234x1234

444.07 29.21

M24 Ridge Regression Y= β0+ β1x1+ β3x3+ β4x4+ β13x13+β14x14+ β34x34 740.801 33.89
M29.1.1 LASSO with 

Huber M
Y = β0+ β1x1+ β3x3+ β4x4+ β14x14+ β134x134 239.48 28.28

From Table 6, it is clear that LASSO used the Huber M estimator to provide a good 
forecasting fit as compared to other methods because the MAPE value was smaller than 
the Huber M estimator compared to other methods. While the weight function for OLS 
is 1/n, it means that all observations including outliers are given equal weight as well as 
ridge regression MAPE is high as compared to others because ridge regression is capable 
of dealing with multicollinearity but has an effect in the presence of outliers.

As a consequence, five variables remain in the effcient model chosen from LASSO 
with Huber M with 28.28% MAPE. There are 6 variables in the final model in OLS and 
ridge regression analysis, but MAPE is greater than the suggested method with a enormous 
difference in SSE.

By comparing all methods with OLS, it is evident that there is a 46.07% reduction in 
SSE for Huber M compared to OLS. For all methods used in the analysis, a standardised 
residual graph is noted as in Figure 3 and Figure 4.

The box plot for an effective model is also observed for all three methods used in the 
analysis 

From box plots in Figure 5, 6 and 7, it is possible to see the outlier detection for each 
method. It is clear that OLS shows three observations as outlier but there is one observation 
as outlier for the ridge regression and for Huber’s M method.

Figure 3. Standardized residual by using ridge regression
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Figure 4.Standardized residual using Huber M after LASSO

Figure 5.Box plot for OLS Figure 6. Box Plot for Ridge Regression

Figure 7. Box plot for Huber M method  after LASSO   

CONCLUSION

From the above results, it can be concluded that LASSO with the Huber M estimator 
provides the most efficient model compared to other methods with minimum MAPE. 
Thus, the best model for forecasting can be chosen by using the significant variables as 
time, collector average temperature, solar radiation,  interaction of time and solar radiation, 
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interaction of time, collector average temperature and solar radiation. The model is ready 
to predict the collector efficiency of solar drier. By using 8SC for different types of data, 
this developed model may also be used in big data analyses.
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ABSTRACT

Since its debut in 2009, League of Legends (LoL) has been on a rise in becoming an 
extremely favoured multiplayer online battle arena (MOBA) game. This paper presented 
a logic mining technique to model the results (Win / Lose) of the LoL games played in 3 
regions, namely South Korea, North America and Europe. In this research, a method named 
k satisfiability based reverse analysis method (kSATRA) was brought forward to obtain 
the logical relationship among the gameplays and objectives in the game. The logical rule 
obtained from the LoL games was used to categorize the results of future games. kSATRA 
made use of the advantages of Hopfield Neural Network and k Satisfiability representation. 
The data set used in this study included the data of all 10 teams from each region, which 
composed of all games from Spring Season 2018. The effectiveness of kSATRA in obtaining 
logical rule in LoL games was tested based on root mean square error (RMSE), mean 
absolute error (MAE), mean absolute percentage error (MAPE) and CPU time. Results 
acquired from the computer simulation showed the robustness of kSATRA in exhibiting 
the performance of the LoL teams.

Keywords: 2 satisfiability, 2 satisfiability reverse analysis method, hopfield neural network, league of legends, 
logic mining

INTRODUCTION

In these past few years, eSports has started 
to attain more fans and recognition from 
all over the globe. It is difficult to define 
eSports since the industry is comparatively 
new. Hence, several authors have written on 
what defines a sport and why eSports should 
be recognized as sports (Kane and Spradley, 
2017; Jenny et al., 2017). While there is 



Liew Ching Kho, Mohd Shareduwan Mohd Kasihmuddin, Mohd. Asyraf Mansor and Saratha Sathasivam

212 Pertanika J. Sci. & Technol. 28 (1): 211 - 225 (2020)

a vast number of studies on data mining for sports, such as, football (Nunes & Sousa, 
2006; Baio & Blangiardo, 2010), swimming (Chen et al., 2007; Johnson et al., 2009) and 
basketball (Bhandari et al., 1997; Lamb et al., 2010), there is still an inadequate amount 
of researches exploring data mining in eSports. 

League of Legends (LoL) is a multiplayer online battle arena (MOBA) game developed 
and published by Riot Games. LoL is a competitive eSports played in teams of five. In 
LoL, each players takes control of one “champion” and compete with another team of 
players. The aim is to knock down the opposing team’s “nexus”, a structure in the middle 
of the base. Reitman (2018) gave a complete introduction of gameplay for LoL for those 
unfamiliar with its distinct quirks and features. LoL has a global competitive scene. Major 
regional competition exist in North America (NA LCS), Europe (EU LCS), China (LPL), 
South Korea (LCK), Taiwan/Hong Kong/Macau (LMS) and various other regions. Teams 
that won in their respective regions will get the chance to compete in the annual World 
Championship. The 2018 World Championship had 99.6 million unique viewers and a total 
prize pool of over 6.45 million USD (Riot Games, 2018). As the eSports scene advances 
forward, the need to analyse game strategies arises. At present, most professional gaming 
teams recruit analysts to analyse their opponents, work out their strategies and come up 
with counterstrategies. Shout casters and analysts report their analyses during tournaments 
and matches. Nowadays, eSports players are lodged together with their team coaches, 
managers and strategists. With the fast growing level of competition, the need for strategies 
to enhance players’ performance also increases.

Kim et al. (2017) used collective intelligence to anticipate team performance in LoL. 
They showed that collective intelligence was able to anticipate the team performance based 
on the players’ tacit coordination. Nascimento Jr et al. (2017) divided teams’ performance 
into several groups. They evaluated the features in each group to find out how these features 
affected the results in LoL by applying machine learning and statistical analysis. Yang 
et al. (2014) modelled combat tactics in graphs and extracted features from the graphs 
to construct a decision tree that predicted the results of MOBA game. Lan et al. (2018) 
proposed a player behaviour model that allowed to predict the result of a MOBA game once 
enough data on the behaviour of the players were collected. They used recurrent neural 
network to process the interaction among the features of player behaviour variation and 
predict the outcome of a game. Johansson and Wikström (2015) showed that partial game 
data collected as the game progressed could be used to accurately predict the results of an 
ongoing game of Defense of the Ancients 2 (DotA 2) in real-time with the application of 
machine learning techniques. Wang (2016) used multi-layer feedforward neural networks 
to predict DotA 2 game outcome based on hero draft data. All these studies did not take 
gameplays or objectives in game into consideration while the main purpose of the game 
was to take down the objectives such as the turrets in order to win. Hence, we would like 
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to propose a new method to determine the relationship among the gameplays or objectives 
and how they affect the outcome of the game.

Rojas (1996) mentioned that artificial neural network (ANN) learnt how the brain 
of human beings process information. One of the popular network used to solve several 
optimization problems is Hopfield Neural Network (HNN) (Hopfield & Tank, 1985). HNN 
shows outstanding learning behaviour. For example, productive learning and retrieval 
operation. Traditional HNN is susceptible to a few deficiencies (Gee et al., 1993), so 
HNN is embedded with logic programming to work as a single intelligent unit (Abdullah, 
1992). HNN was proven to be effective in data mining (classification) with incomplete 
survey data (Wang, 2005). Gaber et al. (2000) presented an algorithm to solve data mining 
problems (association rule mining) using HNN. Logic mining in HNN was proposed by 
Sathasivam (2006) by applying Reverse Analysis method. This method could obtain the 
logical rule among neurons. Mean field theory applied to perform logic programming in 
HNN had proven to be fruitful in accelerating the computational ability of neuro symbolic 
integration by Velavan et al. (2015). Maknickas (2015) showed that 2 Satisfiability (2SAT) 
could further improve the representation of general SAT. Hence, it is appropriate to select 
2SAT as the logical rules in HNN. It also lowers the logical complexity in learning the 
relationship between the variables in real life problems since only 2 literals per clause are 
taken into consideration. By hybridizing HNN, Reverse Analysis and 2SAT, a new method, 
2 Satisfiability based Reverse Analysis method (2SATRA) will be utilized to obtain the 
logical rule of LoL games. In this paper, we will employ the 2 Satisfiability based Reverse 
Analysis method (2SATRA) to induce the best logical rule that shows how gameplays or 
objectives in game can affect the outcome of a game in 3 different regions, namely NA 
LCS, EU LCS and LCK. 

The remaining of this paper is organized as follows. In Materials and methods section, 
2SAT representation and logic programming in HNN will be discussed in detail. The 
implementation of 2SATRA in doing LoL data sets from 3 different regions is illustrated. 
Results and discussion section demonstrated the performance analysis of the data sets 
such as root mean square error, mean absolute error, mean absolute percentage error and 
computation time. Key findings from induced logic are summarized. Conclusion section 
concluded the research work with summary of findings and future works.

MATERIALS AND METHODS

2 Satisfiability Representation

Logical rule that is made up of 2 literals per clause is called 2 Satisfiability (2SAT). 2SAT 
is composed of a few elements (Kasihmuddin, 2017):

(a) A set of x variables, 1 2 3, , ,..., xv v v v .
(b) A set of literals. A literal can be any variable or a negation of any variable.
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(c) A set of y definite clauses, 1 2 3, , ,..., yC C C C  linked by logical AND (∨ ). Each 
clause contains only 2 literals connected by logical OR (∨ ).

Each variable can take bipolar value of 1 or -1 only. It represents true or false 
respectively. Definition of the 2SAT formula 2SATP  is as follows

2
1

y

SAT i
i

P C
=

= ∧
      

[1]

where iC  is a list of clause with 2 variables each, 

1
( , )

y

i i i
i

C m n
=

= ∨        [2]

The primary aim of 2SAT representation is to discover the consistent interpretation 
that makes formula 2SATP  become satisfied (Kasihmuddin et al., 2017). The focal point of 
the logic programming in this paper is to make sure in every execution, the program only 
considers 2 literals per clause. It has been proven that a great number of combinatorial 
problem can be directly or indirectly formulated by using 2SAT logical rule (Even et al., 
1975; Miyashiro & Matsui, 2005; Mukherjee & Roy, 2015). In this paper, 2SAT logic will 
be embedded to HNN as a proposed logical rule. 

Logic Programming in Hopfield Neural Network

Neural network is able to model complex relationships between inputs and outputs also 
look for patterns in data. Pattern recognition and function estimation are the reasons why 
neural networks are utilized in data mining (Singh & Chauhan, 2009). Hopfield Neural 
Network (HNN) is a widely used recurrent neural network model. Muezzinoglu et al. 
(2003) mentioned that HNN saved patterns as content addressable memory (CAM). 
HNN was chosen for logic mining because recurrent neural networks were able to learn 
the patterns of the data inputted to them, and used the pattern at one instant to assist in 
making prediction for the next instance (Craven & Shavlik, 1997). In HNN, each neuron’s 
output and input are connected. The connection weight from neuron i to j is denoted by 

ij jiw w= . In HNN, ij jiw w=  (symmetric networks) and 0ii jjw w= =  (no self-feedback 
connections). Let θ  be the state or output of the i th unit, θ  is the pre-defined threshold 
of unit i. In an asynchronous network such as HNN, each neuron was “excited” at random 
time and changes its state to 1 or -1 independently according to the total excitation. For 
bipolar networks, iS  is either +1 or -1. HNN assumed that the individual units preserved 
their individual states until they were selected for a new update. General updating rule in 
HNN is given by:
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𝑆𝑖 = �
 1    𝑖𝑓   �𝑤𝑖𝑗𝑆𝑗 > 𝜃𝑖

𝑗
 −1    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       

[3]

The local field of the network is given by: 

ℎ𝑖(𝑡) = ∑ 𝑤𝑖𝑗
(2)𝑆𝑗 +𝑤𝑖

(1)
𝑗      [4]

The updating rule of ( )ih t  is given by:

𝑆𝑖 𝑡+ 1 = 𝑠𝑔𝑛 ℎ𝑖 𝑡      [5]

where “sgn” represent the signum function. Signum function offers an output squashing 
mechanism to HNN.
The final state of neurons was examined by using Lyapunov energy function:

𝐻𝑃2𝑆𝐴𝑇 = −
1
2� � 𝑤𝑖𝑗

2 𝑆𝑖𝑆𝑗 −� 𝑤𝑖
1 𝑆𝑖

𝑖𝑗𝑖
 [6]

Final energy of HNN will without exception decrease with the dynamics. Minimum values 
from the energy function correspond to the stable state of the neurons. The aim of the 
HNN model is to ensure the solution move towards the lowest point. Lowest point (global 
minimum energy) corresponds to the optimal solution produced by HNN model. Learning 
phase of HNN model advanced by embedding the correct synaptic weight of 2SAT logic 
in HNN. 2SAT in HNN is abbreviated as HNN-2SAT model. Figure 1 shows the algorithm 
of implementation of HNN-2SAT models.

2 Satisfiability Based Reverse Analysis Method (2SATRA) in League of Legends 

Logic mining will execute efficiently if the most favourable HNN-2SAT model is used. The 
neurons are represented in bipolar form {-1,1}. By acquiring the synaptic weight between 
2 neurons, 2SATRA might be able to reveal the level of their connectedness. Therefore, 
Wan Abdullah’s method was utilized in the learning phase of 2SATRA to figure out the 
accurate synaptic weight between the two neurons (Abdullah, 1992). By considering both 
neurons C and D where { 1,1}DS ∈ −  and { 1,1}DS ∈ − , Table 1 summarizes the feasible 
synaptic weight corresponding to the 2SAT clause. 

As an example, given that neuron C and D exhibits 1 and -1, 3P  is going to be selected 
as the clause representation for the data set. In accordance with the nature of the neuron, 
2SATRA will convert the data sets into 2SAT logic. Figure 2 shows the implementation 
of 2SATRA.
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Figure 1. Algorithm of implementation of HNN-2SAT models

Table 1
Feasible synaptic weight corresponding to 2SAT logic

Synaptic Weight P1 = C ˅ D    

WC 0.25 -0.25 0.25 -0.25

WD 0.25 0.25 0.25 -0.25

WCD -0.25 0.25 -0.25 -0.25

3P C D= ∨¬ 4P C D=¬ ∨¬2P C D=¬ ∨
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Figure 2. Algorithm of implementation of 2SATRA

In LoL, a split second decision or one team fight could turn the results of the game 
around. Hence, the coaches and players should be extra cautious when coming up with game 
strategies and their decisions in game. Logic mining is used in LoL to help the coaches 
and strategists in analysing the important gameplay or objectives in game. In this paper, 
2SATRA is used to extract the logical relationship among the gameplay or objectives in 
game.

Experimental Setup

Every region has their own read on the game and hence there will be slight difference in 
the way they approach the game. Therefore, it is important to figure out the playing pattern 
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of every region in order to win games. By using 2SATRA, it is possible to determine the 
relationship among the gameplay or objectives in game. In learning data set, {Win, Lose} 
would be converted into bipolar representation {1,-1} respectively. Each gameplay or 
objective taken would be represented in terms of neuron in 2SATRA. Hence, there would 
be a total of six neurons being considered in this data set. The respective gameplay or 
objective taken and neuron are summarized in Table 2. Explanation of the gameplay or 
objective is summarized in Table 3. 

Table 2
Respective gameplay/objective and neuron

Neuron Gameplay/Objective
A First Blood (FB)
B First Turret (FT)
C First Dragon (FD)
D Rift Herald (RH)
E Gold Ahead at 20 Minutes (GA)
F First Baron Nashor (FN)

Table 3
Explanation for gameplay/objective

Gameplay/Objective Explanation
First Blood The first kill in the game.
First Turret The first tower to fall in the game.
First Dragon The first elemental drake secured in the game.
Rift Herald Rift Herald secured in the game.
Gold Ahead at 20 Minutes Gold lead exists at the 20th minute mark of the game.
First Baron Nashor The first Baron Nashor secured in the game.

The threshold CPU time was 24 hours and outputs that exceeded the time were all 
excluded. Dev C++ Version 5.11 was used to implement the HNN-2SAT model. Computer 
used was equipped with Intel Core i7 2.5GHz processor, 8GB RAM and Windows 8.1. In 
order to decrease the statistical error, the program ran 100 trials with 100 combination of 
neurons. (Sathasivam & Abdullah, 2011). 

Performance Evaluation

In order to determine the efficiency of the HNN-2SAT model in doing 2SATRA, four 
performance evaluation metrics namely root mean square error, mean absolute error, mean 
absolute percentage error and computational time were analysed. 
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Root Mean Square Error

Root mean square error (RMSE) showed the differences between observed value and target 
value of a model. RMSE is defined as follows (Schwenker et al., 2001; Willmott et al., 1985)

2

1

1 ( )
n

NC i
i

RMSE f f
n=

= −∑     [7]

where if  is the fitness of the solution in HNN-2SAT model, i NCf f=  is the total number 
of 2SAT clauses, and n is the number of iteration before i NCf f= . Lowest value of RMSE 
indicates the best HNN-2SAT model.

Mean Absolute Error

Mean absolute error (MAE) is derived from each difference of NC if f− . MAE is defined 
by (Mansor et al., 2018).

1

1n

NC i
i

MAE f f
n=

= −∑
     

[8]

The best HNN-2SAT model has the least value of MAE.

Mean Absolute Percentage Error

Mean absolute percentage error (MAPE) is a measure of accuracy in percentage form. 
MAPE can be expressed as (Tayman & Swanson, 1999)

1

100n
NC i

i i

f f
MAPE

n f=

−
=∑

    
[9]

However, MAPE cannot be used if the observed value is zero as it will lead to division by 
zero. Lowest percentage of MAPE shows the best HNN-2SAT model.

Computational Time

CPU time is the time required by a HNN-2SAT model to finish one execution. CPU time 
implies the capability and stability of the HNN-2SAT model. Equation of CPU time is as 
follows (Sathasivam, 2010)

CPU_Time = Learning_Time + Retr ieval_Time  [10]



Liew Ching Kho, Mohd Shareduwan Mohd Kasihmuddin, Mohd. Asyraf Mansor and Saratha Sathasivam

220 Pertanika J. Sci. & Technol. 28 (1): 211 - 225 (2020)

The best HNN-2SAT model would have the shortest CPU time since a good HNN-2SAT 
model is capable of reducing the computation time in learning phase of HNN.

RESULTS AND DISCUSSION

A total of 4 performance evaluation namely RMSE, MAE, MAPE and CPU time were 
analysed to determine the effectiveness, precision and steadiness of HNN-2SAT in doing 
2SATRA. NC was the total number of clause and 1 clause had 2 neurons. Figure 3, Figure 
4, Figure 5 and Figure 6 show  the results of RMSE, MAE, MAPE and CPU time for all 
3 regions. In this execution, 214 data points for LCK, 95 data points for NA LCS and 
91 data points for EU LCS had been embedded to 2SATRA. The data points for LCK, 
NA LCS and EU LCS were obtained from the Riot Games website https://matchhistory.
na.leagueoflegends.com. 60% were used as learning data and 40% used as testing data. 

Based on Figure 3, Figure 4 and Figure 5, it can be observed that at NC=1, the 
HNN-2SAT model had the best results in terms of RMSE, MAE and MAPE. The reason 
behind this was when the number of clauses got larger, learning phase of 2SATRA got 
more complicated as HNN-2SAT had to discover the consistent interpretation for bestP . 
Conjointly, the learning error for 2SATRA increased as the number of neurons increased. 
2SATRA achieved maximum value of RMSE, MAE and MAPE when NC=10. In this case, 

Figure 3. RMSE for HNN-2SAT model

Figure 4. MAE for HNN-2SAT model
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learning phase of HNN in 2SATRA reached a trial and error state. This phenomenon had a 
good agreement with the study by Sathasivam (2010). Figure 6 demonstrated the stability 
of 2SATRA in logic mining. 2SATRA was capable of inducing optimal B

iP  in moderate 
CPU time. At NC=4, 2SATRA was capable of inducing optimal B

iP  in 0.2 seconds. B
iP  

induced by 2SATRA during the learning phase managed to accomplish an accuracy of 
72% (LCK), 75% (NA LCS) and 73% (EU LCS). This is because the character of neuron 
in HNN, rather than oscillating, the neurons have always converged to minimum energy. 
Limitation of this model was the proposed gameplay or objective in game might not be 
the ones that will come out with the highest accuracy in 2SATRA. This was because in a 
LoL game, a lot of different factors will affect the outcome of the game. In this paper, we 
were only considering 6 of them. The results in this paper was not being compared to other 
existing methods because the approaches were different and incomparable. For example, 
Wang (2016) managed to achieve an accuracy of 61.04%. However, the research was done 
based on hero draft data while this paper was considering the gameplay or objectives in 
game. The best induced logic, inconsistentP  and inconsistent interpretation, inconsistentP  for each 
region are summarized in Table 4. 

Figure 6. CPU Time for HNN-2SAT model

Figure 5. MAPE for HNN-2SAT model

0
20
40
60
80

100
120

1 2 3 4 5 6 7 8 9 10

M
A

PE

NC

LCK

NA LCS

EU LCS

0

0.5

1

1.5

2

1 2 3 4 5 6 7 8 9 10

CP
U

 T
im

e

NC

LCK

NA LCS

EU LCS



Liew Ching Kho, Mohd Shareduwan Mohd Kasihmuddin, Mohd. Asyraf Mansor and Saratha Sathasivam

222 Pertanika J. Sci. & Technol. 28 (1): 211 - 225 (2020)

Table 4 
Best induced logic and inconsistent interpretation

Region Best induced logic, Pbest Inconsistent interpretation, Pinconsistent 
LCK  

NA LCS  
EU LCS  

According to Table 4, the relationship among the gameplays and objectives taken in 
game is shown. A list of key findings are summarized in Table 5. 

Table 5
Key findings from induced logic 

Region Key Findings
LCK In LCK, first blood is the least deciding factor of the game. Players should focus on contesting 

other objectives on the map such as first turret, first dragon, rift herald and first baron nashor. 
They should also maintain a gold lead at 20 minutes to increase their chances of winning the 
game.

NA LCS For games in NA LCS, rift herald does not have much impact on the outcome of the game. 
Hence, teams should give priority on getting first blood, first turret, first dragon and first baron 
nashor. It is also important to maintain a gold lead at 20 minutes.

EU LCS The winning rate is higher when a team gets first blood, first turret, first dragon, rift herald and 
gold lead at 20 minutes. The impact of first baron nashor in the game is not huge. Therefore, 
teams should not give away free kills or objectives to contest the first baron nashor of the game.

Every different regions have their own playstyle and hence the best induced logic, bestP  
for all 3 regions, LCK, NA LCS and EU LCS are different. The results have shown that 
2SATRA has decent potential to obtain the logical rule that classifies the results of win or 
lose for a LoL game. It is extremely important to understand the playstyle of each region 
especially during the LoL World Championships. This is because the teams are not only 
competing with another team from their own region, they are also competing with top teams 
from other regions. The induced logic can help the coaches, managers and strategists in 
deciding the strategies in game. Game casters could also use the induced logic to provide 
expert discussion during a LoL game.

CONCLUSION

In this research, 2SATRA is shown to be a decent relationship extraction system to model 
the results of LoL games. The effectiveness of 2SATRA in doing logic mining is examined 
by using 3 data sets from 3 different regions. The results acquired showed that 2SATRA 
has decent potential to obtain optimal logic from learned data set. Future research could 
be done by using other gameplays such as first buff stolen, first success gank, numbers of 
turret plating fallen, first inhibitor taken and vision score at 20 minutes. Another logical 

( FB FT) (FD RH) (GA FN)¬ ∨ ∧ ∨ ∧ ∨
(FB FT) (FD RH) (GA FN)∨ ∧ ∨¬ ∧ ∨
(FB FT) (FD RH) (GA FN)∨ ∧ ∨ ∧ ∨¬

(FB FT) ( FD RH) ( GA FN)∧¬ ∨ ¬ ∧¬ ∨ ¬ ∧¬
(FB FT) (FD RH) (GA FN)∨ ∧ ∨ ∧ ∨¬

( FB FT) ( FD RH) ( GA FN)¬ ∧¬ ∨ ¬ ∧¬ ∨ ¬ ∧
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rule such as randomized kSAT where k > 2 could also be utilized. Metaheuristic algorithm 
such as Ant Colony Optimization, Artificial Bee Colony and Artificial Immune System 
could also be utilized to accelerate the process of learning phase of 2SATRA. 
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ABSTRACT

Clonal selection algorithm and discrete Hopfield neural network are extensively employed 
for solving higher-order optimization problems ranging from the constraint satisfaction 
problem to complex pattern recognition. The modified clonal selection algorithm is a 
comprehensive and less iterative immune-inspired searching algorithm, utilized to search 
for the correct combination of instances for Very large-scale integrated (VLSI) circuit 
structure. In this research, the VLSI circuit framework consists of Boolean 3-Satisfiability 
instances with the different complexities and number of transistors are considered. Hence, 
a hybrid modified clonal selection algorithm with discrete Hopfield neural network is 
well developed to optimize the configuration of VLSI circuits with different number of 
electronic components such as transistors as the instances. Therefore, the performance 
of the developed hybrid model was assessed experimentally with the standard models, 
HNNVLSI-3SATES and HNNVLSI-3SATGA in term of circuit accuracy, sensitivity, 
robustness and runtime to complete the verification process. The results have demonstrated 
the developed model, HNNVLSI-3SATCSA produced a minimum error (consistently 
approaching 0), better accuracy (more than 80%) and faster computational time (less 
than 125 seconds) against changes in the complexity in term of the number of transistors. 

Furthermore, the developed hybrid model is 
able to minimize the computational burden 
and configurational noises for the variant of 
VLSI circuits.

Keywords: 3-Satisfiability problem, clonal selection 
algorithm, genetic algorithm; Hopfield neural 
network; VLSI circuit
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INTRODUCTION

The unprecedented growth of hybrid computational approach combining neural network 
and the nature-inspired algorithm has benefited various applications such as in the circuit 
verification, face recognition, path optimization and many more (Erdener & Ozoguz, 2016; 
Jain et al., 2018; Elhoseny et al., 2018). The bombardments of hybrid verification model 
are fueled by the complexities of the problem as the industrial demand is challenging 
in this era. The conventional production of binary transistor units in Very Large-Scale 
Integration (VLSI) circuit requires an effective hybrid model to verify for any early fault 
due to power dissipation during the production (Constantinescu, 2003). Hence, the VLSI 
design with early verification will improve the performance of the VLSI configuration 
itself as the complexities are dependent on the number of transistors embedded in the 
system. We will propose a VLSI verification model by hybridizing the modified clonal 
selection algorithm (CSA) and Hopfield neural network (HNN) with the different number 
of bipolar transistors combination. The VLSI verification process tends to be tedious, due 
to the extensive searching process in the response to complexities (Kumar et al., 2018).

According to Mansor et al. (2016), the VLSI circuit can be configured into Boolean 
2-Satisfiability (2-SAT) and its higher order counterpart, 3-Satisfiability (3-SAT) logic 
form by representing the literals as a single unit of bipolar transistors. The results were 
encouraging with the circuit accuracy above 90 % for the different number of transistors. 
However, according to Global VLSI circuit perspective, it was observed that the method 
proposed by Mansor et al. (2016) required modification in terms of training algorithm 
to obtain a better result. The work of Zaruba et al. (2016) utilizing the nature-inspired 
algorithm which was an artificial bee colony (ABC) in optimizing VLSI design has been 
the motivation to venture the robust nature-inspired algorithm. In addition, Kumar et al. 
(2018) had successfully applied the adaptive particle swarm optimization in improving 
VLSI optimization. The 3-Satisfiability was chosen for this work due to the reducibility 
feature especially for the higher-order combinatorial problem. The work of Rai et al. (2018) 
discussed the reduction in polynomial 3-SAT for solving the Sudoku puzzle. 

Recently, a renowned immune-inspired algorithm, called clonal selection algorithm 
(CSA) has been utilized in various optimization problems ranging from the social media 
metrics, routing problem and pattern recognition. Basically, the CSA serves as other 
meta-heuristic or searching approach, probably effective than the standard standalone 
evolutionary algorithm such as a genetic algorithm (GA). Nevertheless, CSA is apparently 
different than GA, with the normalization and hypermutation will take place. The pioneer 
work of CSA has been coined by Layeb et al. (2010). Therefore, the modified clonal 
selection is selected due to the capability to work in tandem with discrete Hopfield neural 
network to tackle the logic programming such as Maximum k-Satisfiability problem 
(Mansor et al., 2017). The recent work by Zhang et al. (2019) had highlighted the ability 
of CSA with modified combinatorial recombinant in solving the various numerical 
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optimization problem. The results obtained were acceptable to support the effectiveness 
of CSA in solving the optimization problem. Since the VLSI circuit verification can be 
regarded as an optimization problem, this work motivates us to venture this approach. 
Then, Avatefipour and Nafisian (2018) proposed the modified CSA as a feature selection 
paradigm to predict the load consumption with minimum error and iterations. The work 
has demonstrated better performance metrics when CSA is deployed as a feature selection 
approach. The effectiveness of CSA has been a motivation in modeling cell formation and 
verification problems (Karoum & Elbenani, 2017). Pursuing that, Schmidt et al. (2017) had 
applied CSA in internet traffic classification, which was a common problem in computer 
sciences. Cai et al. (2015) utilized CSA in order to detect the community in a complex 
network. In addition, CSA is applied widely in higher scale hydrothermal scheduling 
problem (Swain et al., 2011). Since most of the work focus on the implementation of CSA 
in solving optimization directly, there is limited work on combining CSA with a neural 
network as a single model. The effectiveness of CSA will be able to boost the capability 
of HNN during training and retrieval stage. Thus, we will combine CSA with HNN in 
verifying VLSI circuit in 3-SAT form.

In order to test the capability of CSA with HNN, we compare with the standard genetic 
algorithm (GA) and exhaustive search (ES). The genetic algorithm is a standard nature 
inspired searching algorithm, inspired by the Darwin theory. The standard algorithm of 
GA being used in this work is based on the studies done by Aiman and Asrar (2015) and 
Kasihmuddin et al. (2016). The effectiveness of GA in optimizing the weight in Multi-
Criteria recommender system. This work has been coined by Kaur and Ratnoo (2019). 
Additionally, the exhaustive search is a primitive searching algorithm by deploying 
“enumerate and test” procedure in attaining the solution. In this work, the basis of 
exhaustive search is based on Mansor et al. (2016) and Kasihmuddin et al. (2017a). The 
ability of Hopfield neural network as a dynamic network especially to store the important 
information is the motivation of this research. Theoretically, Hopfield Neural Network is 
a class of recurrent neural network with sturdy capability in learning, acceptable memory, 
storage and mimics our biological brain system (Rojas, 2013). HNN was proposed by 
Hopfield (1982) to be utilized as a tool to solve notable combinatorial optimization problem 
and constraint satisfaction problem. In fact, HNN is an approach in artificial intelligence 
that demonstrates high-level learning behavior such as effective learning and retrieval 
mechanism. Since traditional HNN is prone to a few drawbacks (Gee et al., 1993), logic 
programming was embedded in HNN as a single intelligent unit (Abdullah, 1992). The 
effectiveness of HNN in VLSI verification has been demonstrated in the work of Mansor et 
al. (2016). The results were generally good, but the modifications need to be made to make 
it better. The main weaknesses of the work are the training method should be effective to 
truncate any circuit miss and errors especially if the number of transistors gets higher. In 
order to overwhelm the problem in complex VLSI circuit verification, the effectiveness 
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of the proposed hybrid model will be simulated by using VLSI circuit with a different 
combination of transistors.

The work is organized as follows. The materials and method discuss about VLSI circuit, 
Boolean 3 Satisfiability representation, 3SAT Programming in Hopfield Neural Network, 
Clonal Selection Algorithm in VLSI Configuration and Implementation. In the following 
section, the results and discussions are enclosed briefly. In the final section, the concluding 
remarks are included to summarize the output of the work. 

MATERIALS AND METHOD

Very Large-Scale Integration (VLSI) Circuit

The Boolean logic is the building block of the Boolean circuit units, utilized in various 
electronic components in the market. In theory, Very Large-Scale Integration (VLSI) can be 
defined as an amalgamation of an array of bipolar transistors to form an integrated circuit 
(IC) to be utilized in various devices (Kumar et al., 2018). The transistor plays an integral 
role as an automatic switch or controller for a specific IC. Due to the complexities of the 
devices, the VLSI circuit verification became tedious as the circuit structural configuration 
loss and defect might occur without any early alarm. 

According to Mansor et al. (2016), the conventional paradigm to configure the VLSI 
circuit by translating then circuit structure (transistors configuration) into a Conjunctive 
Normal Form (CNF) instances. The weakness of this method is the circuit structural 
configuration loss, specifically if the circuit components are getting higher in number. 
Therefore, a VLSI circuit inspired by the Boolean circuit is suggested by considering the 
3-SAT instances. The HNNVLSI-3SATCSA model shall magnify the early error or fault 
in the VLSI circuit. 

According to Figure 1, the configuration of the bipolar transistor was constructed 
by representing its Boolean 3-SAT representation. The single clauses of 3-SAT logic are 

Figure 1. Schematic diagram of VLSI circuit (Mansor et al., 2016)
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represented by a unit consisting of 3 bipolar transistors. Hence, the task of verifying the 
correct output is basically dependent on the number of transistors. The full implementation 
has been coined by Mansor et al. (2016). However, we verified the capability of CSA 
algorithm during the training phase to speed up the process per execution especially when 
dealing with more transistors. 

Boolean 3 Satisfiability Representation

Implicit knowledge is hard to be represented in standard mathematical formulation (Sun 
et al., 2007). The conversion from implicit information to explicit representation can be 
done efficiently by formulating Boolean Satisfiability (SAT). SAT has been applied in 
different areas of electronic automation and functional verification (Kanj et al., 2017). 
With respect to VLSI application, any abstract circuit can be represented in terms of SAT 
formulation for which the output value needs to be validated. The resulting formulation 
will be mapped onto an instance of SAT. Given a set of assignment that represents the 
state of each component, the aim is to find the assignment of the component that satisfy 
the output circuit. Boolean Satisfiability (SAT) is a problem of deciding if there is a truth 
assignment that makes the Boolean function to be true. Any n-SAT problem with n > 2 
where n is the number of variable, the problem can be reduced to 3-SAT (Shazli & Tahoori, 
2010). In this paper, the systematic form of SAT will be formulated. The properties of SAT 
that ensembles 3-SAT logical rule are as follows: 

The SAT formula comprises of an array of n variables, 𝑧1 ,𝑧2, … . ,𝑧𝑛, 𝑧 ∈ −1,1  inside 
each clause. Since n = 2, any SAT clauses will strictly consist of 3 variable/clause. 

A set of k clauses connected by AND Ú( )Ú˄( ) in a 3-SAT formula as follows: 
∃𝑘:𝐹 = 𝑐1˄ 𝑐2˄…˄ 𝑐𝑘 .       

A set of lk ,i  literals and each clause ck , ∀1 ≤ 𝑘 ≤ 𝑚,𝑐𝑘 = (𝑙𝑘,1˅𝑙𝑘,2˅𝑙𝑘,3) which consists 
of only literals combined by the logic operator OR Ú( )Ú˅( ). 

The literals can be the variable itself or the negation of the variable.
∀1 ≤ 𝑘 ≤ 𝑚,≤ 𝑖 ≤ 3: 𝑙𝑘,𝑖 = 𝑧𝑝 or 𝑙𝑘,𝑖 = ¬𝑧𝑝 for 1 ≤ 𝑝 ≤ 𝑛.

The 3-SAT formula is usually specified in product of sums or conjunctive normal form 
or CNF. Typical example of 3-SAT formula are as follows:

𝑃 = (¬𝐴˅𝐵˅𝐶)˄(¬𝐷˅𝐸˅𝐹)(¬𝐺˅𝐻˅𝐼)   (1)

If the state of each variable reads  𝐴 = 𝐷 = 𝐸 = 𝐹 = 1, 𝐵 = 𝐶 = −1, P becomes 
unsatisfiable. Several studies formulated (Prasad et al., 2005) various methods to find the 
consistent assignment that makes P became satisfiable. The problem with the proposed 
method is the complexity of the backtracking algorithm. This algorithm demands more 
conflict analysis towards the SAT formulation before the correct assignment can be 
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generated. Thus, the complexity of the algorithm increases with the number of 3-SAT 
variables. These limitation motivates researchers (Martinez-Rios, 2017, Kasihmuddin et 
al., 2017b & Layeb, 2012) to emplore intelligent metaheuristic method to find the correct 
assignments. In this paper, the clonal selection metaheuristics is proposed to find consistent 
interpretation of 3-SAT formulaton.

3SAT Programming in Hopfield Neural Network

There is a number of ways of organizing bipolar input data. Generally, the element will be 
arranged in a single layer of N  neurons that influence each other with external bias. One of 
the most powerful single layer neural network is Hopfield Neural Network (HNN). In HNN, 
each neuron represents the solution of the constraint optimization problem and the quality 
of the solution increase with the decrease of the energy function. In this case, if the energy 
function of HNN decreased to absolute minima, HNN reached optimal solution. Several 
studies implemented (Wang & Hong, 2019) Hebbian learning during the learning phase 
of HNN. Ideally, this learning rule produced optimal synaptic weight that asynchronously 
update the state of the neurons. In reality, conventional HNN prone to several weaknesses 
such as low storage capacity (Agliari et al., 2013) and easy to be trapped in local minima 
solution (Yang et al., 2016). Several studies indicated that the usage of logical rule during 
learning phase of HNN could increase the accuracy of the models (Sathasivam, 2010). In 
this paper, transistor configuration is tranformed to 3SAT logical rule.

𝑇1 ,𝑇2,𝑇3, 𝑇4, … … , 𝑇𝑁 → 𝑃3𝑆𝐴𝑇 ,𝑇𝑖 ∈ −1,1    (2)

𝑇𝑖 ∈ −1,1  signifies “off” and “on” of the transistor. The cost function EPCircuit
 of the 

logical rule in HNN is given by

𝐸𝑃𝐶𝑖𝑟𝑐𝑢𝑖𝑡 = ��𝑀𝑖𝑗,𝑘 = 3
𝑘

𝑗=1

𝑁𝐶

𝑖=1

   (3)     

where NC  is denoted by the number of clause containing transistors and Mij  is the 
inconsistency of the clause iC  given by

𝑀𝑖𝑗 =
 
1
2 1− 𝑇𝑥 ,𝑖𝑓 ¬𝑥

 
1
2 1 + 𝑇𝑥 ,𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (4)

where ¬𝑥 is the negation of literal in 3SAT clause. Generally, the local field of the 
HNN-3SAT is given as follows
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 (5)

where Qij  is the synaptic weight from unit j  to i . Qi
1( ) , Qij

2( ) , Qijk
3( )  are the 

first, second and third order neuron connection. Tj  is the state of unit j  and 𝜉 is 
the threshold of unit i. The connection in HNN-3SAT has no connection with itself 
Qii = Qjj = Qkk = Qiii = Qjjj = Qkkk = 0 . It is necessary to examine the quality of the 
neuron state produced in equation (5). The Lypunov energy function for the PCircuit  is 
given as follows

𝐻𝑃𝐶𝑖𝑟𝑐𝑢𝑖𝑡 = −
1
3 � � � 𝑄𝑖𝑗𝑘

3
𝑁

𝑘=0,𝑘≠𝑖≠𝑗

𝑇𝑖𝑇𝑗𝑇𝑘

𝑁

𝑗=0,𝑗≠𝑖≠𝑘

−
1
2

𝑁

𝑖=0,𝑖≠𝑗≠𝑘

� � 𝑄𝑖𝑗
2 𝑇𝑖𝑇𝑗

𝑁

𝑗=0,𝑗≠𝑖

−�𝑄𝑖
1

𝑁

𝑖=0

𝑇𝑖

𝑁

𝑖=0,𝑖≠𝑗

        (6)

Synaptic weight of HNN-3SAT will be obtained by comparing  equation (3) and (6). 
Due to the symmetrical property of HNN, Lyapunov energy function always converge to 
minimum energy. Since the energy value of each clause in 3SAT is always constant, the 
separation of global and local minimum energy is defined with energy threshold y . 

𝐻𝑃𝐶𝑖𝑟𝑐𝑢𝑖𝑡
𝑚𝑖𝑛 −𝐻𝑃𝐶𝑖𝑟𝑐𝑢𝑖𝑡 ≤ 𝜓      (7)       

Plotting the final state of neuron in HNN-3SAT as heights on a 2D state-space place 
creates a landscape of hills and valleys. Lypunov energy function will develop a neuron 
state that are locally stable. In this case, global solution corresponds to the correct transistor 
configuration. 

Clonal Selection Algorithm in VLSI Configuration 

Creating a functional VLSI model is important before it can be physically manufactured. 
Thousands of transistors will be simulated inside a single circuit board before it is ready 
for experimentation. Due to mathematical complexity in deciding the valid VLSI model 
such as Castañeda et al. (2018), the usage of metaheuristics will find the optimal solution 
in acceptable time range. Unfortunately, the inherent problems of VLSI configuration 
simulation are exacerbated in an exponential manner as the number of transistors increases 
linearly. Only a few works has attempted to simulate the VLSI configuration by using 
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evolutionary metaheuristics algorithm (Laudis et al., 2018 & Kumar et al., 2018). These 
metaheuristics have been converted to binary representation. Pursuing that, the most 
popular evolutionary algorithm used is binary genetic algorithm. Although binary GA has 
a successful theoretical a practical history that arguably stretches further back compared to 
recent metaheuristics, binary GA prone to limitation such as initial solution convergence. 
Kasihmuddin et al. (2017b) argued that during the first few hundreds generation of 
crossover, only mutation would reduce the similarity of the candidate solution. This finding 
shows that the solution quality of GA (during the first few generation) is almost similar to 
conventional exhaustive search method. 

This poses an important question, what if we could fully utilize the directional 
mutation behavior of the GA? Artificial Immune System (AIS) algorithm has evolved as a 
prolific metaheuristic technique that improve the main weaknesses in binary GA. AIS was 
introduced by Farmer et al. (1986) by systematically model the solution search according 
to Jerne’s Immune network theory. Due to the nature of the immune system, AIS can be 
described as a distributed solution network which consist of functional B-Cell. Any massive 
and diverse population in B-Cells represent a massive space search of solutions that tends 
to global solutions. In this paper, each B-Cell is represented with a bipolar string which 
is a possible configuration of transistors. Bipolar string of 1 and -1 will be represented as 
“on” and “off” respectively. Our approach is to create a functional VLSI model that has 
the following objective function:

EPCircuit
= 0       (8)

The following steps represent the algorithm of AIS embedded to HNN:
Step 1: B-cells Initialization. 100 B-cells, Bij  are initialized. Each B-cell contains 

bipolar value that represent the configuration of transistors in VLSI. The formulation of 
initialization is as follows

𝐵𝑖𝑗 = � 1     ,𝑟𝑎𝑛𝑑 0,1 ≥ 0.5
 −1    ,𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   , 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 100 (9)

Step 2: B-cell Affinity Computation. The affinity of every B-cells would be computed. 
The affinity measures the sum of satisfied PCircuit  that contains set of transistors.

𝑎𝑓𝑓𝑖 = � 𝐶𝑖𝑗

𝑁𝐶

𝑖=1,𝑗=1

      (10)
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𝐶𝑖𝑗 = �
1,  𝐸𝐵𝑖 ,𝑗˄𝐵2˄𝐵3 = 0

−1,  𝐸𝐵𝑖 ,𝑗˄𝐵2˄𝐵3 ≥ 0
    (11)

where 𝐸𝐵𝑖 ,𝑗˄𝐵2˄𝐵3  
is the cost function of clause Cij . 

Step 3: Cloning of B-cells. Based on step 2, top 5 B-cells with the (highest affinity 
value) were chosen. Roulette wheel selection (Goldberg & Deb, 1991) would identify 
B-cell with the most affinity value in order to proceed with the cloning phase.

𝑁𝐵𝑖 =
𝑎𝑓𝑓𝑖
∑𝑎𝑓𝑓𝑖

× 𝛽       (12)

where N Bi
 is a number of newly produced B-cells population and β  is the predefined 

number of clone population.
Step 4: Normalization of B-Cells. The antibodies exist in a memory response achieve 

a higher average affinity than those of the initial primary response (maturation of the 
immune response). Hence the normalized affinity of each B-cell, aff Biwill be calculated 
based on the following:

𝑎𝑓𝑓𝐵𝑖 =
𝑎𝑓𝑓𝐵𝑖 −min 𝑎𝑓𝑓𝐵𝑖

max 𝑎𝑓𝑓𝐵𝑖 −𝑚𝑖𝑛 𝑎𝑓𝑓𝐵𝑖
    (13)

where max 𝑎𝑓𝑓𝐵𝑖 ≠ 𝑚𝑖𝑛 𝑎𝑓𝑓𝐵𝑖  because B-cell that achieved 𝑎𝑓𝑓𝐵𝑖 = 𝑚ax 𝑎𝑓𝑓𝐵𝑖  will 
automatically exit the algorithm via step 2. Normalization of B-Cell is crucial in AIS 
because it defines the rigorousness of mutation during the next step.

Step 5: Somatic Hypermutation. Local maxima (non-improving B-cell) is potentially 
disrupted the local search process. In this step, somatic hypermutation is implemented by 
flipping the state of B-Cell based on the following formula

𝑁𝐵𝑖 =
1
𝜂 𝑎𝑓𝑓 𝑁𝑖 + 1− 𝑎𝑓𝑓 𝑁𝑖 0.01   (14)

where NBi  denotes the number of mutation in B-cell i and 𝜂  refers to the number 
of variables. The affinity of the B-cells was calculated by using equation (10). The best 
B-cells were selected as the candidate cell and stored into the memory cell. In this case, 
this memory cell would be retrieved to combat pathogenic attacks. This step is required 
to reduce the similarity index among the antibodies. In our context, any satisfied VLSI 
configuration would be stored in CAM to be recalled by the network.
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Implementation

The implementation of hybrid models in VLSI reconfiguration are:

Step 1. The 3-SAT clauses were translated and transformed into Boolean algebra. 
Basically, the clauses would form a formula that would determine the overall 
satisfiability. In VLSI circuits, the clauses denote the different set of bipolar transistors. 

Step 2. Identify a neuron to each ground neuron. 

Step 3. Initialize the entire synaptic weights to zero.

Step 4. Derive a cost function that is related with negation of all 3-SAT clauses. For 

instance, X =
1
2

1+ SX( )  and X =
1
2

1Ú SX( ) . SX = 1 (True) and SX = Ú1 (False). 

Multiplication represents CNF and addition represents DNF.

Step 5. Compare the cost function with energy function to attain the values of synaptic 
weight. (Abdullah, 1992).

Step 6. Check clauses satisfaction by using ES (Mansor et al., 2016), GA (Kasihmuddin 
et al, 2017a) and the modified CSA. Hence, the satisfied clauses will be stored. In VLSI 
circuits, the satisfied transistors configuration will be stored as content addressable 
memory.

Step 7. Randomize the states of the neurons. The network undergoes sequences of 
network relaxation via Sathasivam method (Sathasivam, 2010).

Step 8. Find the corresponding local field of the state. If the final state is stable for 5 
runs, we consider it as final state.

Step 9. Compute the corresponding final energy of the final state by using Lypunov 
equation. Validate whether the final energy obtained is a global minimum energy or 
local minima. In VLSI circuit, the final energy will determine correct configuration 
of the circuit. 

Step 10. The RMSE, MAE, SSE, circuit accuracy and circuit runtime are calculated 
the VLSI circuit with different number of transistors per execution.

The implementation of VLSI verification models, HNNVLSI-3SATCSA, HNNVLSI-
3SATES and HNNVLSI-3SATGA was carried out via Microsoft Visual Basic C++ 2013 
for Windows 10. Similar processing system and CPU would be used in every execution to 
avoid possible bad sector. In addition, it would make the comparison to be fair and square.  

RESULTS AND DISCUSSIONS

As compared to the previous VLSI verification method by utilizing HNN as coined by 
Mansor et al. (2016), this simulation had been developed by using modified clonal selection 

− −
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algorithm (CSA) as the training algorithm. The comparison would be made with the other 
algorithms such as exhaustive search (ES) and genetic algorithm (GA). The hybrid VLSI 
verification model proposed is HNNVLSIA-3SATCSA and would be compared with 
HNNVLSI-3SATES and HNNVLSI-3SATGA. The simulation had been restricted until 
the number of transistors was 108 for simplicity. 

The root mean square error (RMSE) and mean absolute error (MAE) recorded by 
the developed model, HNNVLSI-3SATCSA are presented in Figure 2 and Figure 3 to 

Figure 2. RMSE for the HNNVLSI-3SAT models

Figure 3. MAE for the HNNVLSI-3SAT models
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be compared to other two counterparts, HNNVLSI-3SATES and HNNVLSI-3SATGA. 
Figure 2 and Figure 3 demonstrate the ability of our proposed model in verifying the 
circuit configuration during training phase without consuming the additional iterations 
and errors in generating fit strings as VLSI combinations. Thus, this emphasizes the 
supremacy of the somatic hypermutation operator in CSA that allows the VLSI circuits to 
be verified accurately without undergoing multiple unnecessary iterations and processes. 
The solutions will be improved directly via the effective flipping mechanism (Layeb, 
2012) to obtain the feasible VLSI circuit combinations. Hence, fewer iterations will allow 
the model to attain faster convergence, resulting in minimum RSME and MAE obtained 
by HNNVLSIA-3SATCSA. HNNVLSI-3SATES is performed apparently poor due to 
the “trial and enumerate” procedure in attaining the correct VLSI circuit combinations. 
Additionally, HNNVLSI-3SATGA is still acceptable for the lower number of transistors as 
the non-fit strings need to be improved before undergoing the mutation operator (Aiman 
& Asrar, 2015).

Figure 4 shows the sum of squared error (SSE) recorded by the models in VLSI 
verification. Generally, it can be deduced that as the number of transistors increases, the 
accumulation of errors also increases. The accumulation of the errors can be magnified by 
observing the SSE for different execution. The significant differences can be seen when 
the number of transistors is between 63 to 108. From that point, the developed model, 
HNNVLSI-3SATCSA outperforms HNNVLSI-3SATES and HNNVLSI-3SATGA in term 
of sensitivity towards any incoming errors. Thus, the error during the training phase of the 
VLSI verification can be reduced by the optimization operators employed by CSA such as 
normalization of affinity and somatic hypermutation. In fact, the effectiveness of somatic 
hypermutation in improving the solutions has been coined by Layeb (2012) and Mansor 
et al. (2017). On the contrary, the ES algorithm deploys the tedious iteration processes 
before attaining the feasible solutions. Then, GA worked well but required early fitness 
and undergoing crossover and mutation. 

Figure 5 manifests the circuit accuracy when the simulation is carried out by using 
different models. The circuit accuracy is calculated by the number of correct configurations 
of VLSI circuit after the retrieval phase. The proposed model, HNNVLSI-3SATCSA has 
recorded the accuracy between 95%-100% for the different number of transistors. The results 
delineate the performance of the developed model as compared with HNNVLSI03SATES 
and HNN-3SATGA in generating the correct VLSI circuits at the end of every execution. 
The reason lies in the efficiency of CSA in modeling and verifying the VLSI circuits without 
the interferences of massive errors and iterations. Apart from that, the proposed model is 
apparently worked well when the number of transistors was 108 compared to the other 
counterparts. Relatively high circuit accuracy demonstrates that HNNVLSI-3SATCSA 
has a greater stability when more transistors are introduced. In addition, better accuracy 
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Figure 4. SSE for the HNNVLSI-3SAT models

Figure 5. Circuit accuracy (%) for the HNNVLSI-3SAT models

will improve the functionality of normal VLSI circuit as the complexity increases. The 
robust training algorithm will exponentially lower the complexity of the whole VLSI 
verification processes. The conventional approach, HNNVLSI-3SATES has recorded the 
lowest accuracy due to the ineffectiveness of generating the fit VLSI combinations and 
reduced the number of correct VLSI configurations generated at the end of the execution. 

Figure 6 demonstrates the circuit runtime recorded by HNNVLSI-3SATCSA, 
HNNVLSI-3SATGA, and HNNVLSI-3SATES by using different combinations of the 
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Figure 6. Circuit runtime for the HNNVLSI-3SAT models

transistor. Based on the circuit runtime, HNNVLSI-3SATCSA completes the VLSI 
verification faster than HNNVLSI-3SATGA and HNNVLSI-3SATES. Theoretically, the 
training process by ES requires extra training time due to the trial and error process in 
attaining the correct VLSI configurations. Therefore, the entire non-fit strings that resemble 
the VLSI combinations will collapse if any one of the clauses is not satisfied. On the 
contrary, the GA will enhance the training process but require early population adjustment 
together with crossover and mutation. The procedure will reduce the time taken to check the 
VLSI circuit as compared to ES. However, when compared with CSA, the correct non-fit 
VLSI circuit can be improved with the robust hypermutation operator without the need to 
reset the whole combinations. Thus, HNNVLSI-3SATCSA experienced less computation 
burden during the training processes as compared to the other two approaches. Thus, the 
developed model is more robust than the other two counterparts. The faster circuit runtime 
together with better accuracy is essentially needed in VLSI circuit verification in order to 
avoid any miss and power dissipation. The results have improved the VLSI verification 
paradigm done by Mansor et al. (2016) and Kumar et al. (2018).

CONCLUSION

This work was largely motivated from industrial application point of view where we clearly 
identified a need for model verification by using neural network ensembles as decision 
support system. We have presented our proposed algorithms, namely HNNVLSI-3SATCSA 
model and the conventional models, HNNVLSI-3SATGA and HNNVLSI-3SATES to check 
the VLSI circuit accuracy if the number of transistors gets higher. It had been shown by the 
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computer simulations that both models that incorporated with HNN were able to retrieve 
the desired output as the traditional VLSI models did. However, it was identified that 
HNNVLSI-3SATCSA outperformed the other models in terms of accuracy and robustness 
of the techniques in VLSI configuration. Hence, the proposed models are supported by 
the solid agreement of RMSE, MAE, SSE, circuit accuracy and circuit runtime obtained. 
Thus, our hybrid paradigm can be further integrated to solve and model more complicated 
electronics problem. Future research topics are to deal with other variant of HNN such as 
Mutation HNN (Hu et al., 2011), memristor HNN (Liu et al., 2018) and genetic optimized 
HNN (Jayashree & Kumar, 2019).
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ABSTRACT 

Interactions between multispecies are usual incidence in their habitats. Such interactions 
among the species are thought to be asymmetric in nature, which combine with environmental 
factors can determine the distributions and abundances of the species. Most often, each 
species responds differentially to biotic interactions and environmental factors. Therefore, 
predicting the presence-absence of species is a major challenge in ecology. In this paper, 
we used mathematical modelling to study the combined effects of biotic interactions (i.e. 
asymmetric competition) and environmental factors on the presence-absence of the species 
across a geographical region. To gain better insight on this problem, we performed invasion 
and numerical simulation analyses of the model of multispecies competitive dynamics. 
Different threshold values of competition coefficients were observed, which result in 
different phenomena; such as coexistence of species and priority effects. Consequently, 
we propose that asymmetric biotic interactions, combined with environmental factors can 

allow coexistence of relatively weak and 
strong species at the same location x.  

Keywords: Coexistence, competition, invasion point, 

priority effects, threshold values

INTRODUCTION

Generally, all species have natural geographic 
range margins (i.e. the geographic boundary 
of species presence-absence). Most often, 
the range margins of the species can be 
shifted due to biotic interactions (e.g. 
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competitions) and environmental factors (e.g. climate change) (Freeman et al., 2018). 
These factors, are recognized as part of ecological forces that have significant impacts 
on the distributions and range margins of species (Godsoe et al., 2015). Climate change 
may persist and biotic interactions in a multispecies habitat, usually, is unavoidable due to 
limited resources. Consequently, the prediction of the presence-absence of the species in 
a geographical region is still one of the challenges in ecology (Amundrud, & Srivastava, 
2019). Therefore, a research study which focuses on the influence of these factors on the 
species distribution, will continue to fascinate the ecologists. 

Environmental factors often act as a limiting factor on species distributions and its 
range margins  (Hill & Preston, 2015) and can lead to the presence-absence of the species 
across a geographical region (Kearney & Porter, 2009; Wiens, 2011). Environmental 
factors have been demonstrated to determine the distributions of species in a habitat. For 
example, species in intertidal communities are shown to have altered their range margins 
due to shore temperature changes (Barry et al., 1995). Also, Perry et al. (2005) illustrated 
that fish species distributions had  shifted in mean depth (or latitude) due to temperature 
increase. In a similar way, Rowe et al. (2015) demonstrated that extreme cold spells had 
strong impacts on the distributions and abundances of tropical species.

Similar to environmental factors, biotic interactions in the form of competition 
among the species, have significant effects on the distributions and range shifts of the 
species (Gause, 1932). Empirical studies have shown that biotic interactions is a key 
factor affecting species distributions (Wisz et al., 2013). Also, there are suggestions which 
also acknowledged that competitive interactions can regulate species range margins in 
geographic environments (Mohd et al., 2017). They observed that, weak biotic interactions 
lead to coexistence of species, while strong biotic interactions result in exclusion of species; 
i.e. multiple coexistence of these interacting species is impossible. Consequently, only 
single-species can be observed at a particular location. In this case, initial abundance of 
the species determines the competitive outcomes of the species  (Hiscox et al., 2015) and 
the phenomenon is known as priority effects. However, the occurrence of priority effects 
can be influenced by environment factors. Empirical study on Daphnia species has shown 
how environmental factors (e.g. temperature, salinity and humidity) altered priority effects 
outcomes (Loureiro et al., 2013). Other experimental evidences exist which used initial 
abundance to illustrate the occurrence of priority effects (Park et al., 1965). 

Also, species distributions can be influenced by the combined effects of biotic 
interactions and abiotic environments (Alexander et al., 2016). This is because the effects 
of climate change on species can strongly be influenced by species’ interactions (Gilman 
et al., 2010). Similarly, environmental components can also influence the nature of biotic 
interactions (Meier et al., 2011). Experimental studies conducted on fruits fly species 
distributions, confirmed that competitive interactions could lead to different responses 
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of species to environmental perturbations (Davis et al., 1998a; Davis et al., 1998b).  
Connell (1961) also, demonstrated empirically the combined effects of biotic interactions 
and environmental factors in shaping community assembly. Similarly, Park (1954) in 
experimental study illustrated the importance of interactions between biotic and abiotic 
factors in species distributions. It was also confirmed that the roles of both biotic and 
abiotic factors were significant in shaping range margins of species (Darwell et al., 2017).

However, there are few theoretical researches which investigate the interplay of biotic 
interactions and environmental factors on species range margins, using mathematical 
modelling. One obvious limitation of the existing models is the assumptions that species 
competitive strength is symmetrical (Godsoe et al., 2014; Mohd et al., 2017), which may 
not be true. The strength of competition among species is often asymmetrical (Lawton & 
Hassell, 1981). These differences may modify the outcomes of species interactions and 
then, the presence-absence of species across a geographical region. On this basis, Mohd 
et al. (2017) suggested that the analysis of multispecies competition could be extended to 
asymmetric competition, which was the main thrust of this paper. 

To gain insight on the presence-absence of interacting multispecies across a 
heterogeneous geographical region, we used mathematical model which incorporated biotic 
and environmental factors. Hence, we performed analytical and numerical simulations 
analyses of the model, to observe the range margins of multispecies communities. To 
further illustrate the presence-absence of the species across the geographical locations, 
we constructed summary plots and then bifurcation analyses of the model as a parameter 
value varies.

Thus, this paper is organized as follows. After this section, is another section with the 
presentation and description of the model. This is followed by derivations of our analytical 
results on the range margins of species using invasion analysis. Then, we illustrate our 
results on the range margins of species using numerical simulations. We then, present the 
results of our summary plots and bifurcation analyses to show the presence-absence of the 
species across a geographical location as a model’s parameter varies. Based on our results, 
we highlight our observations and then discuss the ecological implications of the results.

MATERIALS AND METHODS

The Models

In the 1920s and 1930s, Lotka (1925) and Volterra (1926) developed competition model 
between two-species, which is popularly referred to as Lotka-Volterra competition (LVC) 
model. The well-known LVC, which becomes the framework for studying competition 
in ecology (Gavina et al., 2018), is spatially implicit, and does not explicitly incorporate 
environmental changes. However, the analysis of the LVC have revealed fundamental 
predictions. These include coexistence of two species when competition is weak and 
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bi-stability of single-species, which converges to one species and the other excluded 
when competition is strong. The existence of bi-stability gave rise to the question of 
what additional ecological forces lead to convergence to one single-species. To answer 
this question, resulting in several possibilities of studies, which include the effects of 
environmental heterogeneity (Godsoe et al., 2017; Birand & Barany, 2014).  Therefore, 
we extended LVC model to study the distributions of n-species with densities Ni(x,t) across 
heterogeneous environments. The competition model is a system of ordinary differential 
equations (ODEs) in one-dimensional domain with 0 ≤ x ≤ 1, which is written as Equation 1:

1
( )

( )

n
i i i

i ij j
ji

dN r N k x N
dt k x

α
=

 
= − 

 
∑ , (i = 1,2, …, n)              [1]

where ri is the intrinsic growth rate, ki(x) is the carrying capacity at location, αij is the 
coefficient of the competition of species j on species i, αii is the intraspecific coefficients 
and Ni is the densities of species i at time t. For simplifying the model, αii is rescaled to 
equal 1 and αij ≠ αji implies asymmetric competition strengths between the interacting 
species. Subsequently, we would simply denote αij as αj; such that for a system of four 
species interactions (i.e. n = 4), α1, α2, α3, and α4 represent species 1, 2, 3 and 4 interspecific 
competition coefficients respectively.

The suitability of the environments is modelled into the carrying capacity of each 
species, such that the effects of environmental factors on the species, depend on ki(x). The 
term x represents a geographical location and it is used as a proxy for abiotic components 
like temperature, humidity and salinity. Thus, we modeled ki(x) to vary linearly with x; 
such that in Equation 2:

( )i i ik x m x b= +         [2]
Here, mi is the slope of species i’s carrying capacity and it serves as a measure of the 

environmental suitability with respect to x, bi is the intercept of species i carrying capacity 
when x = 0. 

To understand the dynamics of the system, we solved numerically for the steady states 
of Equation [1] by setting idN

dt
 to zeros. The stability analysis of the steady states was then 

performed using MAPLE package. Thus, at a location x, the steady state who’s all the real 
parts of the eigenvalues are negative is considered stable. Based on the steady states, we 
used the techniques of invasion analysis to derive analytical results on the species’ range 
margins. Numerical simulation results on the range margins of the species were obtained 
by employing MATLAB ode15s solver (Higham & Higham, 2016) for t = 1000 to solve 
Equation [1] until steady states were achieved. We also generated summary plots using 
MATLAB ode15s solver and then computed bifurcation analyses of the Equation [1] using 
XPPAUT package, as the model parameter (α1) varies. The numerical simulations were 
carried out separately at categorized levels of species coefficients of competition. The 
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values of αj were determined from Table 1 of Ayala et al. (1973), when they conducted 
empirical study using pairs of Drosophila species in eight experiment to determine the 
abundances of the species at equilibrium. αj was estimated between 0.33 and 5.32; except 
one outrageous value which was 12.37 (Ayala et al., 1973). In this study, we assumed that 
competition strengths of the species were asymmetrical and because of the uncertainty of 
competition coefficients, our model’s behavior was analyzed for a range of αj. However, 
modifying the values of αj used this study, could alter the range margins of the species. 
Also, the parameter values bi and mi of the carrying capacities of the species in Table 1, 
were determined from the linear regression analysis of Figure 3 of Davis et al. (1998b) by 
Godsoe et al. (2014). Similarly,  the intrinsic growth rate, ri of the species was obtained. 
The parameters values used in the analyses are shown in Table 1 and parameter values not 
presented in Table 1 are written below the Figures. 

Symbol Items description Parameter value
ri The intrinsic growth rates of species i 1
m1 Gradient of k1 1
m2   Gradient of k2 0.8
m3 Gradient of k3 0
m4

b1

b2

b3

b4

Gradient of k4

Carrying capacity of species 1 at x = 0
Carrying capacity of species 2 at x = 0
Carrying capacity of species 3 at x = 0
Carrying capacity of species 4 at x = 0

0
0
0
0.5
0.4

Table 1
Symbols with the descriptions and parameter values used for the computation of the figures

RESULTS

This section consists both analytical and numerical simulation results of the Equation 
[1]. The analytical results are based on numerical simulation results on the species’ range 
margins illustrated in Figure 1A and both results broadly agreed with each other.

Analytical Results on the Range Margins of Species

Here, we used the method of invasion analysis to derive analytical results of the Equation 
[1]. The invasion analysis method was based on the derivation of species’ range margins 
using the criterion that a species that could invade at a location must be rare at that point 
and its growth rate had to be greater than zero (i.e. idN

dt
 > 0) (Hastings & Gross, 2012). 

Godsoe et al. (2014) analyzed the invasion points (denoted by xi) of Equation [1] 
with n = 2. The technique is by setting the right-hand side of Equation [1] greater than 
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zero; then, substitute the steady states and the values of the carrying capacities in it. We 
extended their method to derive the invasion points for four-species. The method of our 
analysis was based on tracking the species that are present in the numerical result, and the 
species that can invade when rare at a location x. Based on Figure 1A, only species 3 and 
4 were present at the locations where species 1 and 2 were rare. In this case, either species 
1 or 2 could invade in the presence of species 3 and 4; depending on the magnitude of the 
carrying capacities of species 1 and 2. From Table 1, k1 > k2; so that species 1 had higher 
potentials to invade in the presence of species 3 and 4 than species 2. Thus, for species 1 
to invade it required that the right-hand side of 1dN

dt
 in Equation [1] be greater than zero. 

Species1 was considered rare at its invasion point and so, its density (i.e. N1) was set to 
zero. Similarly, the density of species 2 (i.e. N2) was also considered to be zero, since at 
the invasion point of species 1 only species 3 and 4 were present. Thus, species 1 could 
invade if * *

1 3 3 4 4( )k x N Nα α= +  k1(x). Therefore, the point x satisfying * *
1 3 3 4 4( )k x N Nα α= +  

corresponds to species1 invasion point which is denoted as x1. But k1(x) = m1x and for 
stable steady state * *

3 4(0,0, , )N N , with k3 = b3 and k4 = b4, we have the invasion point of 
species 1 given as in Equation 3:

3 4 3 4 3 3 4 4
1

1 3 4

( ) ( )
( 1)

b b b bx
m

α α α α
α α

+ − +
=

−
   [3]

Moving along the environmental gradient x to the right of x1 (see Figure 1A), we 
observed the presence of species 1, 3 and 4 with species 2 absent. Thus, we can derive 
species 2 invasion point in a similar manner to species 1. In this case, 2dN

dt
 in Equation [1] 

must be greater than zero for species 2 to invade. Also, at the invasion point of species 2, 
its density (i.eN2) was zero, so that * * *

2 1 1 3 3 4 4( )k x N N Nα α α> + + . Thus, invasion point of 
species 2 satisfies  * * *

2 1 1 3 3 4 4( )k x N N Nα α α= + +  and for stable steady state * * *
1 3 4( ,0, , )N N N  

where k2(x) = m2x, k3 =b3 and k4 = b4, the invasion point of species 2 becomes Equation 4: 

1 3 4 3 4 3 3 1 4 4 4 1 3
2

2 1 3 4 1 3 1 4 3 4 1 1 3 4 3 4

( ) (1 ) (1 )
(2 1) ( 1)

b b b bx
m m

α α α α α α α α α
α α α α α α α α α α α α α α

+ + − − + − −
=

− − − + − − − +  [4]

In this case, the scenarios by which species 2 range margin can increase depends 
on strong interspecific competition from species 1, 3 and 4 at the boundary of species 2 
fundamental niche. For instance, increase in α3b3 or α4b4 or both can shift species 2 from 
its fundamental niche and increase the range of x for which species 2 can be present or 
absent.  However, since species 2 is ecologically different from species 3 and 4 due to their 
carrying capacities vary differently as the environmental gradient changes; so, we expect 
a modest change in species 1, 3 and 4 to bring about a modest change in the range margin 
of species 2 (Godsoe et al., 2014) . Also, species 2 range margin can also increase when 
the denominator in Equation [4] becomes rather small. As the denominator tends to zero, 
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the range margin of species 2 also tends to infinity. This second mechanism is associated 
with two species (e.g. species 1 and 2) that are ecologically similar (i.e. their carrying 
capacities vary directly as the environmental gradient changes).

In a similar way, species 4 invasion point can be computed in the presence of species 
1, 2 and 3. Thus, invasion point of species 4 is given as in Equation 5. 

4 1 2 3 1 2 1 3 2 3 3 3 1 2 1 2
4

1 1 2 3 2 3 2 2 1 3 1 3

(2 1) ( 1)
( 1) ( 1)

b bx
m m

α α α α α α α α α α α α α α
α α α α α α α α α α

− − − + − − − +
=

− − + + − − +   [5]

Similarly, we have the invasion point of species 3 computed to give in Equation 6:

3 1 2
3

1 1 2 2 2 1

( 1)
( 1) ( 1)

bx
m m

α α
α α α α

−
=

− + −
    [6]

Numerical Results on the Range Margins of Species

Numerical results are presented to illustrate the influence of biotic interactions and 
environmental gradients on the range margins of species across locations x. To show the 
impacts of asymmetrical competition strengths on multispecies community structures, 
the numerical results were obtained separately for different competitive strengths of the 
species. A detection threshold value of 0.5% was employed for these results, such that a 
species was considered absent if its density was below the expected value (Gaston, 2003).

A B

Figure 1. The steady states of species i due to weak interactions (αj < 1). Solid lines indicate steady states and 
the dotted lines represent the carrying capacities of species i. Circles on the horizontal axis of the Figures, 
represent the invasion points (xi) of the species. Figures 1A and B are computed with α1 = 0.63, α2 = 0.60, α3 
= 0.62, α4 = 0.64; k1(x) = x, k2(x) = 0.8x, k3(x) = 0.5, k4(x) = 0.4 and initial abundance: N1(x) = 0.1k1(x), N2(x) 
= 0.9k2(x), N3(x) = 0.1k3(x), N4(x) = 0.9k4(x). In Figure 1B, k2(x) = 2x - 0.8

Multispecies Range Margins due to Weak Interactions (αj < 1)  

Figures 1A and B illustrate interactions outcomes of multispecies with relatively weak 
interaction strengths (i.e. αj < 1) of all the species. The same carrying capacities (dotted 
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lines) and initial abundances are used for the two Figures except in Figure 1B where k2(x) 
= 2x - 0.8. We observed multispecies coexistence and the range margins of the species 
depended on the interaction strengths and carrying capacities of the species.  For instance, 
in Figure 1A, two or more species coexisted at the same locations x, with multiple species 
coexistence was possible near the central location. However, due to impacts of competition 
interactions, the region of coexistence between the four-species was rather very small. 
This observation is also illustrated in Figure 4A, where the region of four-species (i.e. red 
colored region) also decreased as α1 varies from 0.3 – 1.4. The range margins of the species 
are indicated as circles, according to the colors of the species on the horizontal axis and 
they correspond to the invasion points of our analytical results. 

To illustrate the influence of environmental components on the community assembly, 
we compute Figure 1B. In this case, the community structures differ from that observed 
in Figure 1A. Due to changes in the environmental gradient, only two and three species 
coexistence are possible. However, in both cases illustrated, species 1 and 2 occupied the 
right-hand side of the locations x; while species 3 and 4 occupied the left-hand side. This 
community structures are possible because, species 1 and 2 are both warm tolerant species 
and so, they are regarded as similar species. Also, species 3 and 4 are also another set of 
similar species with homogenous distributions throughout the locations x. Thus, they can 
easily be displaced from the upper locations by species 1 and 2. This also, accounts for 
species 1 and 2 being rare at the lower part of the locations and multispecies coexistence at 
the centre, where the environment is most suitable for all the species. Generally, competing 
species coexist for relatively weak (i.e αj < 1) biotic interactions.

Multispecies Range Margins due to Weak (α1 < 1) and Strong (αj > 1) Biotic Interactions  

Figure 2 is computed to illustrate competition outcomes between relatively weaker (α1 < 1) 
species 1 and other relatively stronger (αj > 1) species. Thus, Figures 2A and C and Figures 
2B and D, are computed with α1 = 0.60, α2 = 1.10, α3 = 1.12, α4 = 1.14 and α1 = 0.60, α2 = 
1.30, α3 = 1.32, α4 = 1.34 respectively. The same carrying capacities are used for the figures 
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with varying initial abundance to show the range margins where a species may be present 
or absent. In both cases, we observed exclusion of species and coexistence of competitively 
weaker species 1 with other stronger species at the same location x. For instance, Figures 
2A and C show bistable coexistence of species 1 with species 2 and 3 (i.e. (N1,0,N3,0) and 
(N1,N2,0,0)) at the same location x (e.g. see location x = 0.6). To further illustrate these 
results, we computed Figures 2B and D which also show coexistence of relatively weaker 
species 1 with other stronger species at the same location x. However, due to high priority 
effects (see Figures 2B and D), the weaker species 1 lost its coexistence with the similar 
stronger species 2 and maintained its coexistence with the dissimilar stronger species 3 
and 4. These observations illustrate that, ecologically similar species (e.g. 1 versus 2 and 
3 versus 4) competitively affect each other more than the dissimilar species.

Figure 2. The steady states of species i due to weak (α1 < 1) and strong (αj > 1) interactions. Solid lines indicate 
steady states and the dotted lines represent the carrying capacities of species i. Figures 2A and C are computed 
with α1 = 0.60, α2 = 1.10, α3 = 1.12, α4 = 1.14 and Figures 2B and D are computed with α1 = 0.60, α2 = 1.30, 
α3 = 1.32, α4 = 1.34. The Figures are computed with the same carrying capacities: k1(x) = x, k2(x) = 0.8x, k3(x) 
= 0.5, k4(x) = 0.4 and varied initial abundance.
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Figure 3. The steady states of species i due to intense biotic interactions (αj > 1). Solid lines indicate steady 
states and the dotted lines represent the carrying capacities of the species i. Figure 3A is computed with α1 
= 1.33, α2 = 1.30, α3 = 1.32, α4 = 1.34; k1(x) = x, k2(x) = 0.8x, k3(x) = 0.5, k4(x) = 0.4 and initial abundance: 
N1(x) = 0.1k1(x), N2(x) = 0.9k2(x), N3(x) = 0.1k3(x), N4(x) = 0.9k4(x). Figure 3B is computed with α1 = 1.43, 
α2 = 1.40, α3 = 1.42, α4 = 1.44; k1(x) = x, k2(x) = 0.8x, k3(x) = 0.5, k4(x) = 0.4 and initial abundance: N1(x) = 
0.1k1(x), N2(x) = 0.9k2(x), N3(x) = 0.1k3(x), N4(x) = 0.9k4(x). Figure 3C is computed with α1 = 1.33, α2 = 1.30, 
α3 = 1.32, α4 = 1.34; k1(x) = x, k2(x) = 0.8x, k3(x) = 0.5, k4(x) = 0.4 and initial abundance: N1(x) = 0.001k1(x), 
N2(x) = 0.9k2(x), N3(x) = 0.1k3(x), N4(x) = 0.9k4(x). Figure 1D is computed with α1 = 1.33, α2 = 1.30, α3 = 
1.32, α4 = 1.34; k1(x) = x, k2(x) = 0.8x, k3(x) = 0.4, k4(x) = 0.5 and initial abundance: N1(x) = 0.1k1(x), N2(x) 
= 0.9k2(x), N3(x) = 0.1k3(x), N4(x) = 0.9k4(x).

Multispecies Range Margins due to Intense Biotic Interactions (αj > 1)

We observed that when competitive strengths of species are relatively intense, αj > 1, 
coexistence of species is impossible, and the dynamical outcomes of the model depend 
on initial abundances, interaction strengths and carrying capacities of the species. For 
instance, Figure 3A illustrate interactions outcomes of the multispecies, where species 1 
and 3 occupied the geographical region as single-species; each to its carrying capacity and 
exclude species 2 and 4. To illustrate the effects of interaction strengths on competition 
outcomes, we compute Figure 3B with different competition coefficients, α1 = 1.43, α2 = 
1.40, α3 = 1.42, α4 = 1.44 but with the same carrying capacities and initial abundances as 
in Figure 3A. Due to increase in the competition coefficients, we observe the presence of 
the four single-species. However, species 2 with higher initial abundance dominated the 
larger part of the right region and then shifted species 1 with smaller initial abundance 
towards a smaller right center. Similarly, species 4 with higher initial abundance than 
species 3 occupied a larger region on the left.

To further illustrate the importance of initial abundance, we compute Figure 3C with 
the same competition coefficients and carrying capacities as in Figure 3A but with different 
initial abundances: N1(x) = 0.001k1(x), N2(x) = 0.9k2(x), N3(x) = 0.1k3(x), N4(x) = 0.9k4(x). 
We observed the presence of species 2 in the place of species 1 (compare Figure 3A with 
Figure 3C). The result demonstrates the influence of initial abundance in the presence-
absence of species. This situation where the dynamical behavior of the model depends 
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on initial abundance is known as alternative stable states; ecologically refer to as priority 
effects (Gilman et al., 2010). Lastly, Figure 3D was computed to illustrate the influence of 
the environmental gradients on the presence-absence of the species. Thus, we computed 
the Figure with the same parameters as in Figure 3A except that, the carrying capacities 
of species 3 and 4 were interchanged with each other. Species 4 now with the advantage 
of the carrying capacity and initial abundance, excluded species 3 and occupied the region 
as a single-species (compare Figure 3A and Figure 3D). Generally, ecologically similar 
species have more impacts on one another than the reverse.
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Figure 4. The summary plots of the presence-absence of the species as competitive strength of species 1 (i.e. α1) 
varies with respect to environmental gradients x. Different colors are used to represent different combinations 
of species present and the change in color represent a change in stability of one combination of species for 
another one. Figure 4A is computed with α1 = 0.3 - 1.4, α2 = 0.60, α3 = 0.62, α4 = 0.64; Figure 4B is computed 
with α1 = 0.3 - 1.4, α2 = 1.10, α3 = 1.12, α4 = 1.14 and Figure 4C is computed with α1 = 0.3 - 1.4, α2 = 1.30, 
α3 = 1.32, α4 = 1.34

Presence-Absence of Species Across Geographical Locations as Competition Strength 
(α1) Varies

Figures 4A-C are summary plots of the Equation [1] generated to show the presence-
absence of species as competition strength of species 1 (i.e. α1) changes with respect to 
environmental locations x. The plots are generated using four sets of initial abundances, 
each favoring one of the four species. Changes in colors illustrate different combinations 
of species present across the geographical region. Each color represents the range margins 
of species present at a given location x. Also, the boundary where one-color changes to 
another correspond to the critical value of the competitive strength of species 1 (i.e. α1); 
where one stable combination of species lost its stability for another stable combination 
of species. In Figures 4A-C, α1 varies from 0.3 - 1.4 with competitive strengths of other 
species kept constant at α2 = 0.60, α3 = 0.62, α4 = 0.64 in Figure 4A, α2 = 1.10, α3 = 1.12, 
α4 = 1.14 in Figure 4B and α2 = 1.30, α3 = 1.32, α4 = 1.34 in Figure 4C. The regions label 
(A):, (B): and (C): tristable in Figure 4C respectively correspond to the presence of three 
stable combinations of species at the same location x.

        A                         B         C
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When α1 < 1 in Figure 4A, we observed multispecies coexistence especially near the 
central location x. However, as competition strength α1 increases, species 2 and 4 are 
simultaneously exclude, such that only species 1 and 3 coexistence can be observed. As 
earlier observed in our numerical simulations in Figure 2, coexistence of relatively weaker 
species with stronger species is also evident in Figure 4. For instance, Figure 4A illustrates 
bistable coexistence of species (i.e. (N1,0,N3,0) and (0,0,N3,N4)) where species 1 is a 
stronger competitor at that location relative to other species. The same bistable coexistence 
of species (i.e. (N1,0,N3,0) and (N1,N2,0,0)) is also observed in Figure 4B, where species 
1 is a weaker competitor at that location compared to other competitors. These results 
show the leading roles of asymmetric interactions among multispecies; through which the 
coexistence of weaker species with stronger species is illustrated. Further, as other species 
competition strengths become stronger relative to species 1 as in Figure 4C, we observed 
higher priority effects which result to more species diversity. Thus, we observe single- and 
multiple- species and two or three single species co-occurrences at the same location x 
when α1 < 0.8.  However, as α1 > 0.8 (see Figure 4C), co-occurrence of multiple species 
and single- and multiple- species (e.g. (0,k2,0,0), (N1,0,N3,0)) is impossible due to higher 
priority effects. This situation leads to existence of bistable, tristable and tetratable single-
species steady states. These results show the persistence of priority effects throughout the 
range of α1 = 0.3 – 1.4 except in Figure 4A where evidence of priority effects is observed 
only at α1 > 1.24. This means that priority effects can occur if at least, the coefficient of 
competition of one of the competing multispecies is greater than 1.
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Figure 5. The density plot at a location x of focal species (i.e. species 1) as competitive strength of species 
1 (i.e α1) varies. Figure 5A represents the density of the species 1 at the location x = 0.5. Figures 5B and C 
represent the density of the species 1 at the location x = 0.64. Red and black solid curves indicate stable and 
unstable steady states respectively. The threshold values correspond to transcritical bifurcation points (i.e. αq1, 
αq2, …, αw2). Figure 5A is computed with α1 = 0.3 - 1.8, α2 = 0.60, α3 = 0.62, α4 = 0.64; Figure 5B is computed 
with α1 = 0.3 - 1.8, α2 = 1.10, α3 = 1.12, α4 = 1.14 and Figure 5C is computed with α1 = 0.3 - 1.8, α2 = 1.30, 
α3 = 1.32, α4 = 1.34

        A                        B              C



Presence-Absence of Multispecies

257Pertanika J. Sci. & Technol. 28 (1): 245 - 261 (2020)

Presence-Absence of Species at a Location as Competition Strength (α1) Varies

To improve the understanding of different species presence-absence as α1 varies, we 
performed bifurcation analysis (Figure 5) to track the stable and unstable steady states of 
the species at a location x. Figure 5A and Figures 5B-C illustrate the stable steady states 
densities of species 1 at locations x = 0.5 and x = 0.64 respectively. The same results are 
expected if any of the species, other than species 1 is used for the plots. The red and black 
curves represent stable and unstable steady states respectively. 

The results show threshold values which correspond to the critical values in the 
summary plots in Figure 4 and transcritical bifurcation points (i.e. αq1, αq2, … αw2) that 
illustrate different species presence-absence. Thus, we have the region of four species 
coexistence as illustrated in Figure 5A for α1 < αq1. This region is followed by another 
region (i.e. αq1 < α1 < αq2) where we have simultaneous exclusion of species 2 and 4 with 
only species 1 and 3 coexisting as competition gets stronger. Beyond the region, α1 > αq2 
is the region of stable steady states of single species (k1,0,0,0). We also observe (Figure 
5B) that at the location x = 0.64, the model exhibits bistable coexistence of species (i.e. 
(N1,0,N3,0) and (N1,N2,0,0)) which undergoes transcritical bifurcation at α1 > αn1 to show 
one stable single-species (k1,0,0,0). Also, Figure 5C illustrate co-occurrence of bistable 
single-species and coexisting species (i.e (0,k2,0,0), (0,0,k3,0) and (N1,0,0N4)) at the same 
location x = 0.64. The presence of bistable and tristable species respectively in Figures 
5B and C further illustrate evidence of priority effects for α1 < 1.

DISCUSSIONS

We studied multispecies competition in an environmentally changing habitat with 
asymmetrical competitive strengths of the species. The numerical simulation results 
generated provide an easier and accurate predictions of species distributions; and the 
results are found to be consistent with previous studies (Connell, 1961).  Our findings are 
significant as they improve the understanding on the combined effects of biotic interactions 
and environmental factors, in determining multispecies community structures. For instance, 
environmental components alone can determine the range margins and then, defines the 
fundamental niche of the species (Geijzendorffer et al., 2011). The inclusion of competition 
interactions can shift the range margins of the species to a realized niche. Therefore, the 
presence-absence of species depends on the competitive intensity on one another and the 
response of species to environmental changes. 

Our results show that different values of the competition coefficients can lead to 
different dynamical behavior of the model. For instance, when αj < 1, we observe 
coexistence of multispecies near the central region with the exclusion of some species 
at the peripheral regions. This form of community structure has earlier been observed 
in empirical study of small mammal species along elevational gradients (McCain, 2004; 



James Omaiye Ojonubah and Mohd Hafiz Mohd

258 Pertanika J. Sci. & Technol. 28 (1): 245 - 261 (2020)

McCain, 2005). The implication is that, diversity of species will be at its peak where the 
environment is moderately suitability with low competition intensity on the species. Thus, 
exclusion of the species at the lower and upper environments of the locations is expected 
due to unfavorable environments on some species, couple with competition interactions 
from the environmentally favored species. Connell (1961) reported in his empirical research 
that, competitive interactions and environmental factors could combine to determine 
the presence-absence of species. Consequently, the conservation of biodiversity can be 
maintained at relatively weak biotic interactions and moderate environmental components. 
In this way, both species can favorably compete for space and resources without anyone 
being eliminated from the community.

However, with strong competition interactions among the species, exclusion of the 
species from the locations are observed and coexistence is impossible.  Consequently, 
initial abundances determine the presence-absence of the species. However, environmental 
suitability of the species has also been illustrated in our results to influence priority effects 
outcomes. This observation agreed with empirical research using Daphnia species (Loureiro 
et al., 2013) who observed that the outcomes of priority effects and community dynamics 
can be altered by environmental factors. Also, the coexistence of weaker competitor with 
other stronger (i.e. αj > 1) competitors as indicated in our result, implies that species 
whose ecological needs are not very similar can afford to coexist, in-respective of their 
competition strengths.

Also, our numerical continuation results which illustrate both stable and unstable steady 
states and bifurcation points of the models, proffer detail explanation on the differences in 
the presence-absence of species observed in our numerical simulation results. The threshold 
values of the competitive strengths α1, correspond to the critical points of gradual exchange 
of one stable combination of species for another stable one. The bifurcation points therefore, 
give rise to different dynamical behaviors of the models such as coexistence, simultaneous 
exclusion of species and priority effects.     

CONCLUSIONS

We studied competition interactions dynamics in multispecies using a system of ordinary 
differential equations to illustrate the competition outcomes in a varying environment. 
The model analyses revealed different dynamical outcomes such as coexistence of species 
and priority effects. Our result is significant as it further improved understanding on 
multispecies community dynamics. Most intuitively, is the coexistence of both weak and 
strong species at the same location, especially if the species are less ecologically similar. 
Generally, the findings of our research illustrate how biotic interactions and environmental 
factors can combined to strongly shape the range margins of multispecies in a habitat 
(Little & Altermatt, 2018). A previous study (Mittelbach, 2012) had shown that, without 
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biotic interactions, environmental factor alone determined the fundamental niche of the 
species. Thus, in this research, we have shown that competition interactions can exclude 
interacting multispecies from some locations in their habitat and then, determine their 
realized range margins.  

However, other ecological factors such as dispersal may change the dynamics of the 
competitions. Therefore, inclusion of dispersal in our model will be an interesting extension 
of this paper. Since species response to environmental changes is not always linear, as 
claimed in this paper, model that expresses the carrying capacities of the species as Gaussian 
equations, is also a possible extension of our model for future studies.

ACKNOWLEDGEMENT

Thanks to the School of Mathematical Sciences and the Universiti  Sains Malaysia for the 
facilities and support. Mohd Hafiz Mohd is supported by the USM Fundamental Research 
Grant Scheme (FRGS) No. 203/PMATHS/6711645 and USM Short-Term Research Grant 
No. 304/PMATHS/6315083.

REFERENCES
Alexander, J. M., Diez, J. M., Hart, S. P., & Levine, J. M. (2016). When climate reshuffles competitors: A call 

for experimental macroecology. Trends in Ecology and Evolution, 31, 831-841.

Amundrud, S. L., & Srivastava, D. S. (2019). Disentangling how climate change can affect an aquatic food 
web by combining multiple experimental approaches. Global Change Biology, 25(10), 3528-3538.

Ayala, F. J., Gilpin, M. E., & Ehrenfeld, J. G. (1973). Competition between species: Theoretical models and 
experimental tests. Theoretical Population Biology, 4, 331-356.

Barry, J. P., Baxter, C. H., Sagarin, R. D., & Gilman, S. E. (1995). Climate-related, long-term faunal changes 
in a California rocky intertidal community. Science(Washington), 267(5198), 672-675.

Birand, A., & Barany, E. (2014). Evolutionary dynamics through multispecies competition. Theoretical 
Ecology, 7, 367-379. 

Connell, J. H. (1961). The influence of interspecific competition and other factors on the distribution of the 
barnacle Chthamalus stellatus. Ecology, 42(4), 710-723. 

Darwell, C. T., Segraves, K. A., & Althoff, D. M. (2017). The role of abiotic and biotic factors in determining 
coexistence of multiple pollinators in the yucca–yucca moth mutualism. Ecography, 40(4), 511-520. 

Davis, A. J., Jenkinson, L. S., Lawton, J. H., Shorrocks, B., & Wood, S. (1998). Making mistakes when 
predicting shifts in species range in response to global warming. Nature, 391(6669), 783-786. 

Davis, A. J., Lawton, J. H., Shorrocks, B., & Jenkinson, L. S. (1998). Individualistic species responses invalidate 
simple physiological models of community dynamics under global environmental change. Journal of 
Animal Ecology, 67(4), 600-612.



James Omaiye Ojonubah and Mohd Hafiz Mohd

260 Pertanika J. Sci. & Technol. 28 (1): 245 - 261 (2020)

Freeman, B. G., Lee‐Yaw, J. A., Sunday, J. M., & Hargreaves, A. L. (2018). Expanding, shifting and shrinking: 
The impact of global warming on species’ elevational distributions. Global Ecology and Biogeography, 
27, 1268-1276. 

Gaston, K. J. (2003). The structure and dynamics of geographic ranges. Oxford, UK: Oxford University Press.

Gause, G. F. (1932). Experimental studies on the struggle for existence. Journal of Experimental Biology, 
9(4), 389-402.

Gavina, M. K. A., Tahara, T., Tainaka, K. I., Ito, H., Morita, S., Ichinose, G., ... & Yoshimura, J. (2018). Multi-
species coexistence in Lotka-Volterra competitive systems with crowding effects. Scientific Reports, 
8(1), 1198-1205.

Geijzendorffer, I., Van der Werf, W., Bianchi, F., & Schulte, R. (2011). Sustained dynamic transience in a Lotka–
Volterra competition model system for grassland species. Ecological Modelling, 222(15), 2817-2824. 

Gilman, S. E., Urban, M. C., Tewksbury, J., Gilchrist, G. W., & Holt, R. D. (2010). A framework for community 
interactions under climate change. Trends in Ecology and Evolution, 25(6), 325-331. 

Godsoe, W., Murray, R., & Plank, M. J. (2014). Information on biotic interactions improves transferability of 
distribution models. The American Naturalist, 185(2), 281-290. 

Godsoe, W., Murray, R., & Plank, M. J. (2015). The effect of competition on species’ distributions depends 
on coexistence, rather than scale alone. Ecography, 38(11), 1071-1079.

Godsoe, W., Franklin, J., & Blanchet, F. G. (2017). Effects of biotic interactions on modeled species’ distribution 
can be masked by environmental gradients. Ecology and Evolution, 7, 654-664.

Hastings, A., & Gross, L. (2012). Encyclopedia of theoretical ecology. Berkeley, California, USA: University 
of California Press.

Higham, D. J. & Higham, N. J. (2016). MATLAB guide. Massachusetts, USA: Society for Industrial and 
Applied Mathematics Philadephia.

Hill, M. O., & Preston, C. D. (2015). Disappearance of boreal plants in southern Britain: habitat loss or climate 
change? Biological Journal of the Linnean Society, 115(3), 598-610. 

Hiscox, J., Savoury, M., Müller, C. T., Lindahl, B. D., Rogers, H. J., & Boddy, L. (2015). Priority effects during 
fungal community establishment in beech wood. The ISME Journal, 9(10), 2246-2260. 

Kearney, M., & Porter, W. (2009). Mechanistic niche modelling: Combining physiological and spatial data to 
predict species’ ranges. Ecology Letters, 12(4), 334-350. 

Lawton, J., & Hassell, M. (1981). Asymmetrical competition in insects. Nature, 289(5800), 793-795.

Little, C. J., & Altermatt, F. (2018). Do priority effects outweigh environmental filtering in a guild of dominant 
freshwater macroinvertebrates? Proceedings of the Royal Society B: Biological Sciences, 285(1876), 1-9.

Lotka, A. J. (1925). Elements of physical biology. Baltimore, Maryland: Williams and Wilkins.

Loureiro, C., Pereira, J. L., Pedrosa, M. A., Gonçalves, F., & Castro, B. B. (2013). Competitive outcome of 
Daphnia-Simocephalus experimental microcosms: salinity versus priority effects. PloS one, 8(8), 1-7. 

McCain, C. M. (2004). The mid‐domain effect applied to elevational gradients: species richness of small 
mammals in Costa Rica. Journal of Biogeography, 31(1), 19-31. 

McCain, C. M. (2005). Elevational gradients in diversity of small mammals. Ecology, 86(2), 366-372. 



Presence-Absence of Multispecies

261Pertanika J. Sci. & Technol. 28 (1): 245 - 261 (2020)

Meier, E. S., Edwards Jr, T. C., Kienast, F., Dobbertin, M., & Zimmermann, N. E. (2011). Co‐occurrence 
patterns of trees along macro‐climatic gradients and their potential influence on the present and future 
distribution of Fagus sylvatica L. Journal of Biogeography, 38(2), 371-382.

Mittelbach, G. G. (2012). Community ecology. Massachusetts, USA: Sinauer Associates Inc. 

Mohd, M. H., Murray, R., Plank, M. J., & Godsoe, W. (2017). Effects of biotic interactions and dispersal on 
the presence-absence of multiple species. Chaos, Solitons and Fractals, 99, 185-194. 

Park, T. (1954). Experimental studies of interspecies competition II. Temperature, humidity, and competition 
in two species of Tribolium. Physiological Zoology, 27(3), 177-238. 

Park, T., Mertz, D. B., Grodzinski, W., & Prus, T. (1965). Cannibalistic predation in populations of flour beetles. 
Physiological Zoology, 38(3), 289-321. 

Perry, A. L., Low, P. J., Ellis, J. R., & Reynolds, J. D. (2005). Climate change and distribution shifts in marine 
fishes. Science, 308(5730), 1912-1915. 

Rowe, K. C., Rowe, K. M., Tingley, M. W., Koo, M. S., Patton, J. L., Conroy, C. J., ... & Moritz, C. (2015). 
Spatially heterogeneous impact of climate change on small mammals of montane California. Proceedings 
of the Royal Society of London B: Biological Sciences, 282(1799), 1-10.

Volterra, V. (1926). Flunctuations in the abundance of a species considered mathematically. Nature, 118, 
558-560.

Wiens, J. J. (2011). The niche, biogeography and species interactions. Philosophical Transactions of the Royal 
Society of London B: Biological Sciences, 366(1576), 2336-2350. 

Wisz, M. S., Pottier, J., Kissling, W. D., Pellissier, L., Lenoir, J., Damgaard, C. F., ... & Guisan, A. (2013). The 
role of biotic interactions in shaping distributions and realised assemblages of species: implications for 
species distribution modelling. Biological Reviews, 88(1), 15-30.





Pertanika J. Sci. & Technol. 28 (1): 263 - 278 (2020)

ISSN: 0128-7680
e-ISSN: 2231-8526

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

Article history:
Received: 08 February 2019
Accepted: 27 November 2019
Published: 13 January 2020

ARTICLE INFO

E-mail addresses:
latifahsy@upm.edu.my (Latifah Saiful Yazan)
neshjoel@gmail.com (Kaveinesh Paskaran)
banulatagopalsamy@gmail.com (Banulata Gopalsamy)
roslaini@upm.edu.my (Roslaini Abd Majid)
* Corresponding author

© Universiti Putra Malaysia Press

Aedestech Mosquito Home System Prevents the Hatch of Aedes 
Mosquito Eggs and Reduces its Population

Latifah Saiful Yazan1, Kaveinesh Paskaran1, Banulata Gopalsamy1 and 
Roslaini Abd Majid2*
1Department of Biomedical Sciences, Faculty of Medicine and Health Sciences, Universiti Putra Malaysia, 
43400 UPM, Serdang, Selangor, Malaysia
2Department of Medical Parasitology and Enthomology, Faculty of Medicine and Health Sciences, Universiti 
Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia

ABSTRACT

Dengue fever (DF) is a global health problem and considered to be endemic in Malaysia. 
Conventional mosquito traps currently applied as vector control do not effectively reduce 
Aedes mosquito population. AedesTech Mosquito Home System (AMHS) is an autocidal 
ovitraps for Aedes mosquitoes that uses the ‘lure and kill’ concept and is expected to 
be able to reduce Aedes mosquito population. The effectiveness of AMHS in reducing 
Aedes mosquito population was investigated in Block A, B and D (control) of the 17th 
College, Universiti Putra Malaysia (UPM). For the first two weeks (pre-intervention), the 
conventional ovitraps were used to obtain the initial abundance of mosquito population 
in Block A, B and D. Subsequently, AMHS was used for the next three months and 
again followed by the conventional ovitrap for the final two weeks (post-intervention). 
Ovitrap Index, Hatching Index and percentage of emergence of adult mosquitoes were 
calculated once every two weeks. Data were analysed using Paired Sample T-test. Values 

were considered significant at p≤0.05. The 
Ovitrap Index that indicates the mosquito 
population at Block A and B was significantly 
higher (p≤0.05) than of Block D. Hatching 
Index of AMHS was significantly lower 
(p≤0.05) then conventional ovitraps. All 
mosquito eggs collected in AMHS did 
not develop into adult mosquitoes. There 
was a significant reduction (p≤0.05) in the 
mosquito population between the pre- and 
post-intervention. In conclusion, AMHS 
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was effective in reducing the mosquito population in 17th College, UPM. Therefore, it is 
believed to be a very promising vector management option to control the incidence of DF.

Keywords: Aedes, dengue fever, hatching index, ovitrap index, ovitraps, vector management

INTRODUCTION

Dengue fever (DF) or commonly known as dengue, is caused by dengue virus (DENV), 
which is a single-stranded RNA virus. DENV is a flavivirus from the family of Flaviviridae 
that is transmitted to an individual by a mosquito from an infected person. The mosquito 
acts as a vector for the virus. According to the World Health Organization (WHO), DENV 
causes a wide range of diseases in humans, from a self-limited DF to life-threatening 
syndromes called dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS) 
(WHO, 2017).

There are four DENV serotypes that can cause DF, which are DENV1, DENV2, 
DENV3 and DENV4. The presence of more than one serotype of DENV in a person’s blood 
circulation indicates repeated infection of the virus leading to DHF and even DSS (CDC, 
2017). The vectors that transmit DENV are mosquitoes specifically Aedes mosquitoes 
namely Aedes albopictus (Skuse) and Ae. aegypti (Linnaeus) (Rosen et al., 1983).

According to the Centre for Disease Control and Prevention, about 40% of the total 
population in the world live in areas with high risk of DENV transmission (CDC, 2017). 
An estimation of 50 to 100 million of the infection was deduced by the WHO in 2017. The 
fatality rate of DF was almost 25% of the reported cases (WHO, 2016). In Malaysia, the 
number of DF cases remains increasing. The total DF cases reported in 2018 was 80615, 
with 147 dengue-related deaths. The state of Selangor with 45349 DF cases recorded 
the highest number among all states in Malaysia. The first three months of the year 2019 
recorded 37027 DF cases with 59 dengue-related deaths (iDengue, 2019). 

The symptoms of DF can vary from a normal fever to a very serious convulsion. 
The general symptoms of DF include high fever, headache, vomiting, rashes, and joint 
and muscle pain (Tiga et al., 2016). There are also several warning signs, for instances, 
persistent diarrhoea, mucosal bleeding and serious decrease in platelet count. Immediate 
treatment is needed once diagnosed with DF as it could be fatal if there are severe plasma 
leakage, severe haemorrhage and severe organ impairment (WHO, 2009). 

There are several approaches to prevent and control the DENV transmission including 
physical, biological and chemical control, and integrated vector management. Nevertheless, 
the number of DF cases is still increasing in Malaysia and globally although preventive 
and control measures are taken into action (Rajapakse et al., 2012). This is because the 
actions are not fully effective and infeasible to be applied everywhere.

The drawback of currently available ovitraps are that they are mostly unable to prevent 
the hatching of the eggs. Close and constant monitoring is required to avoid the development 
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of adult mosquito from the eggs (WHO, 2009). This in turn can be very laborious and costly. 
Other vector control measure such as fogging or space-spraying with insecticide is only 
able to eliminate adult mosquitoes and not mosquito eggs (Chua et al., 2005). Recently, 
a vaccine for DF, Dengvaxia, has been developed. Nevertheless, it causes side effects to 
who have not been previously infected with DENV (Halstead, 2017). On that note, a more 
effective solution to curb the spread of DENV is crucial.

AedesTech Mosquito Home System (AMHS) is a commercial Aedes trap manufactured 
by One Team Network Sdn. Bhd. This invention emerged as the sole winner of Prevention-
Vector Control group in the Dengue Tech Challenge 2016 funded by Newton-Ungku Omar 
Fund and British Council. AHMS works in the concept of “lure and kill”, as it contains 
mosquito attractant which attracts adult female Aedes mosquitoes to lay eggs inside the 
trap (Lim Chee Hwa, personal communication April 29, 2018). 

The attractant also contains an insect growth regulator (IGR), pyriproxyfen that effects 
the development of mosquitoes at various phases of its life cycles. The high ovicidal 
activity of pyriproxyfen at a dose as low as 1 ppm of multiple Aedes species has been 
documented (Suman et al., 2013). Due to the higher permeability of chorionic membranes 
of newly deposited eggs, pyriproxyfen has better ovicidal effects on those eggs than fully 
embryonated eggs of non-diapausing eggs. Pyriproxyfen on the other hand terminates egg 
diapause and are able to chemically induce the hatching of eggs from Ae. albopictus under 
diapausing conditions (Suman et al., 2015). Pyriproxyfen is also species specific as the 
ovicidal effect was effective against Ae. albopictus and Ae. aegypti but had no effect on 
Ae. atropalpus. Pyriproxyfen inhibits juvenile hormones and ecdysteroid titres of insects 
inhibiting embryogenesis and adult formation. Pyriproxyfen causes lowered fertility and 
fecundity in adults that develop from larva that has been exposed at sublethal levels of 
this IGR (Loh & Yap, 1989). Even though the pyriproxyfen is an effective larvicide and 
pupacide, it is not an adulticide.

On the basis that this trap is able to attract the deposition of eggs and prevents 
the development of eggs, this new intervention could be an effective method in vector 
management. This study investigated the effectiveness of AHMS in reducing the mosquito 
population in 17th College, Universiti Putra Malaysia (UPM).

MATERIALS AND METHODS

Study Site

Seventeenth College (17th College), one of the hostels in Universiti Putra Malaysia, UPM, 
was selected as the study area. The study area covers an area of 92, 015.75 m2 with a 
population of approximately 1800 people. The hostel consists of four wings with five 
levels in each wing. Several student utilities are located within the block such as store, 
recreational room and study room. Forest and lakes can be found at the surrounding 
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campus. There was abundance of breeding sites for Aedes mosquitoes found in this area 
especially around the big trees, fish pond, various types of artificial containers, drains and 
toilets. Block A and B were used for the intervention, whereas Block D was chosen as the 
experimental control for this study.

Conventional Ovitraps

Conventional ovitraps are dark containers that were prepared by using plastic drinking cups 
(opening diameter 7.8 cm, base diameter 6.5 cm and height 9.0 cm) painted in black. One 
oviposition substrate (10 cm x 2.5 cm x 0.3 cm) was placed in each ovitraps. The containers 
were filled with water and substrate to a height of 5.5 cm. The ovitraps mimics the dark 
breeding site of the mosquito, whereas the substrate is the surface for the mosquito to lay 
eggs. The traps were labelled according to the block, wing, and level they were placed. 

AedesTech Mosquito Home System

The commercial Aedes trap (AMHS), was kindly supplied by One Team Network Sdn. Bhd. 
C-fold white paper towels (20 cm x 7.5 cm, Brand: Scott, Philadelphia) placed in AMHS, 
served as the surface for the mosquitoes to lay eggs. The traps were labelled according to 
the block, wing, and level they were placed.  

Pre-Intervention Study

For the pre-intervention study, a total of 120 conventional ovitraps were placed at the 
corridors and along the staircases of Block A, B and D for the first two weeks. Two 
conventional ovitraps were placed at each level with a distance of less than five meters 
from each other and left there for four days. Wet substrates from the conventional ovitraps 
were collected (hereafter referred as sample collection 1) into a dry container and were 
replaced with new substrates. The wet substrates collected were brought back to the lab 
and dried, and the mosquito eggs attached to them were counted The Ovitrap Index was 
calculated using the following Equation 1. 

𝑂𝑣𝑖𝑡𝑟𝑎𝑝 𝐼𝑛𝑑𝑒𝑥 =
𝑁𝑜.𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑜𝑣𝑖𝑡𝑟𝑎𝑝𝑠 (𝑤𝑖𝑡ℎ 𝑒𝑔𝑔𝑠)

𝑁𝑜 .𝑜𝑓 𝑜𝑣𝑖𝑡𝑟𝑎𝑝𝑠 𝑑𝑒𝑝𝑙𝑜𝑦𝑒𝑑 × 100%  [1]

The substrates were then submerged in dechlorinated water for the eggs to hatch. The 
Hatching Index was then calculated using the following Equation 2.

𝐻𝑎𝑡𝑐ℎ𝑖𝑛𝑔 𝐼𝑛𝑑𝑒𝑥=
𝑁𝑜. 𝑜𝑓 𝑒𝑔𝑔𝑠  ℎ𝑎𝑡𝑐ℎ𝑒𝑑
𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑒𝑔𝑔 𝑐𝑜𝑢𝑛𝑡𝑒𝑑× 100%   [2]

The species of larvae was then identified and killed using Dettol. 
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Intervention Study

For the intervention study, a total of 80 AMHS were placed at the corridors and along the 
staircases of Block A and B for the following three months. Two AMHS were placed at 
each level with a distance of less than five meters from each other. Wet tissues from the 
AMHS were collected by placing them into a dry container and replaced with new tissues 
for the next collection. The wet tissues collected were brought back to the lab and dried, 
and the mosquito eggs attached to them were counted. The Ovitrap Index and Hatching 
Index were then calculated.

Mid-Intervention Study

For the mid-intervention study, a total of 120 conventional ovitraps were placed at the 
corridors and along the staircases of Block A, B and D, after the first four weeks of the 
intervention study (hereafter referred as collection 2, 3, 4 and 5) alongside AMHS. The 
Ovitrap Index and Hatching Index were then calculated.

Post-Intervention Study

For the post-intervention study a total of 120 conventional ovitraps were placed at the 
corridors and along the staircases of Block A, B and D after the intervention study for two 
weeks (hereafter referred as collection 6). The Ovitrap Index and Hatching Index were 
then calculated.

Mosquito Eggs Counting

Figure 1. Eggs of the Aedes mosquitoes attached 
on the tissue collected from AMHS as observed 
under a stereo-microscope

The wet substrates in the conventional 
ovitraps or tissues in the AMHS were 
removed from the container. They were 
then dried using an oven at 50°C for one 
day. The substrate was sectioned into 
several parts to ease the counting of the 
eggs. The eggs were laid singly and black in 
colour (Figure 1). Next, the eggs attached 
on the substrate or tissue were manually 
counted under a dissecting microscope 
at ×20 magnification (Leica EZ4 Stereo 
Microscope, USA) and recorded.
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Species Identification

The dried substrates in the conventional ovitraps or tissues in the AMHS with the eggs 
attached were submerged in a container containing dechlorinated water or tap water, and 
left for four days. The number of larvae found in the container was counted starting from 
Day 5. The larvae were then collected one by one, placed onto a glass slide, covered with 
a cover slip, and observed under a compound microscope under the magnification of 400X 
(Leica, Germany). Species of the larva was identified based on the comb teeth structure in 
the larvae with reference to Farajollahi and Price (2013). The comb teeth of Ae. albopictus 
is thorn like (Figure 2a), while the one of Ae. aegypti is pitch-fork like (Figure 2b).

Figure 2. Larva of (a) A. albopictus and (b) A. aegypti observed under a light microscope (400× magnification)

(a) (b)

Data Analysis

Data were analysed using SPSS version 11.5. The difference between the pre- and post-
intervention data was compared among Block A, B and D using the Paired Sample T-test. 
A value was considered significant at p≤0.05.

RESULTS

The presence of Aedes mosquito and its dominant species were screened using conventional 
ovitraps whereby the population of Ae. albopictus was significantly higher than Ae. aegypti 
(Figure 3). The effectiveness of AMHS in attracting Aedes mosquitoes to deposit the eggs 
were evaluated against conventional ovitrap. AMHS recorded significantly higher (p≤0.05) 
Ovitrap Index compared to conventional ovitrap (Figure 4). Furthermore, all the eggs 
present in AMHS did not hatch recording a hatching index of 0.00 ± 0.00%. 

This value is significantly lower (p≤0.05) than the hatching index of the conventional 
ovitrap as shown in Figure 5. The hatched eggs from the conventional trap were allowed 
to develop into adult mosquitoes (Figure 6) recording a value of 93.13% and 92.85% in 
Block A and B, respectively. Since none of the eggs in AMHS hatched, the emergence of 
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adult mosquito was also 0% in both the blocks. The number of mosquito eggs collected in 
AMHS from each sample collection, as displayed in Figure 7, shows a general decreasing 
trend with drastic reduction between the first and second sample collections compared to 
the following collections. The reduction in the eggs count was significant (p≤0.05) after 
the three months of intervention using AMHS. The number of mosquito eggs in the three 
blocks where the study was carried out is represented in Figure 8. Prior to the intervention 
the mosquito population were almost similar among the three blocks. However, Block A 
and B installed with AMHS recorded a reduction during their mid- and post-intervention 
studies. Block D that served as the control remains with high eggs counts until the end 
of the study. Figure 9 depicts the OI in Blocks A, B and D during the pre-, mid- and 
post- intervention study. The blocks installed with AMHS show a decreasing trend in the 

Figure 3. Number of larvae of Ae. albopictus and Ae. aegypti collected in the conventional ovitraps placed 
in Block A, B and D of 17th College, UPM

Figure 4. Ovitrap Index of the conventional ovitrap and AMHS in Block A and B of 17th College, UPM, 
during the pre-intervention study
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number of traps positive with eggs but Block D shows and increase from 75 to 81.25% 
during the mid-intervention study before decreasing to 75% during the post-intervention 
study. The OI in the different levels of the 17th College building (Figure 10) shows the 
ground level and level 1 recorded the highest (83.33%) and lowest (66.66%) percentage 
of OI, respectively. No significant difference (p<0.05) in the OI was observed between the 
different levels of the building.

Figure 5. Hatching Index of the conventional ovitrap and AMHS in Block A and B of 17th College, UPM, 
during the intervention study

Figure 6. Emergence of adult mosquitoes from the hatched eggs of the conventional ovitrap and AMHS 
in Block A and B of 17th College, UPM, during the intervention study
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Figure 7. Number of Aedes mosquito eggs in Block A (a) and Block B (b) of 17th College, UPM, in the 
intervention study

Figure 8. Number of Aedes mosquito eggs during pre-, mid- and post-intervention study in Block A, B 
and D of 17th College, UPM
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DISCUSSION

There were many approaches studied in addressing the problems faced to reduce the DF 
cases (Achee et al., 2015; Bowman et al., 2016) but none is yet deemed effective. AMHS 
is a promising integrated vector management that attracts adult female Aedes mosquitoes 
to lay eggs in the trap and prevents the development of larvae from the hatched eggs. In 
this study, the effectiveness of AMHS to reduce the mosquito population was investigated 
in 17th College, UPM.

It was discovered in this study that Ae. albopictus and Ae. aegypti were the only Aedes 
mosquito species found in 17th College, UPM. The eggs were laid singly (University of 
Nebraska-Lincoln, 2018) and the uniqueness of Aedes larvae is that the comb scale structure 

Figure 9. Ovitrap index during pre-, mid- and post-intervention study in Block A, B and D of 17th College, 
UPM

Figure 10. Ovitrap index in the different levels of the building in 17th College, UPM
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is arranged in a single row (Barraud, 1934; Bar & Andrew 2013; Rueda, 2004). The college 
is surrounded with trees and lakes. Ae. albopictus and Ae. aegypti are commonly found and 
breed outdoor (in the forest and adapting itself to suburban and human environment) and 
indoor, respectively (MOH, 2017). Ae. albopictus was more dominant in number compared 
to Ae. aegypti. Ae. albopictus is associated with the term container breeder where it breeds 
in small containers found outdoor (Rozilawati et al., 2015) while adults of Ae. aegypti 
typically resides inside houses. Since this study was carried out by placing the ovitraps 
outdoor, that might be the reason that Ae. albopictus outnumbered Ae. aegypti in this area.

In this study, the eggs collected from the ovitraps hatched into larvae gradually starting 
from Day 4 (~10%) upon submerging in dechlorinated water, which was used to support 
bacterial growth that serves as food for the developing larvae. The presence of chlorine 
in water can kill the bacteria, hence, the developing larvae (Barrera et al., 2004). Most 
of the eggs (~75%) hatched in between Day 8 and Day 10. The average Hatching Index 
reached 82.83% to 93.13% from Day 10 to Day 14 (unpublished data). Similar findings 
were reported by the Centre for Disease Control and Prevention (CDC, 2017).

The effectiveness of AMHS to attract Aedes mosquitoes in comparison to the 
conventional ovitrap was evaluated based on the Ovitrap Index. Based on the higher Ovitrap 
Index of AMHS (100%) compared to the conventional ovitraps (90.63%), the concept of 
“lure” of the former worked in this study. AMHS contains attractant that attracts the female 
Aedes mosquitoes to lay eggs inside the trap (Lim Chee Hwa, personal communication 
April 29, 2018). 

The Hatching Index was determined based on the number of larvae being hatched 
from the eggs, which is possible to be performed in the ovitrap because the larvae can be 
counted. AMHS contains pyriproxyfen that mimics a natural hormone that functions as an 
insect growth regulator, which inhibits development of adult mosquitoes from the hatched 
eggs (Hallman et al., 2015) by suppressing embryogenesis (Ishaaya & Horowitz, 1995). 
Similar finding was reported by Unlu et al. (2017), stating that the usage of pyriproxyfen 
showed significant reduction of larval population and also eggs count. 

During the mid-intervention, the conventional ovitrap was used alongside with AMHS. 
There was no larvae development from the hatched eggs, hence, zero emergence of adult 
mosquitoes from the conventional ovitrap where the larvae are supposed to develop. It is 
postulated that the mosquitoes that laid eggs inside AMHS transfer pyriproxyfen in the 
solution via horizontal transfer to the conventional ovitrap, preventing the development 
of the larvae from the hatched eggs and later to adult mosquitoes. The tarsal and legs of 
ovipositing mosquitoes are exposed to the pyriproxyfen from the solution.  The toxicant is 
able to attach and retain on the contaminated female and when the mosquitoes fly to another 
oviposition site, larvicide on their bodies may be transferred at a lethal concentration into 
the water killing existing larvae (Ohba et al., 2013; Wang et al., 2014).
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There was a significant reduction in the number of mosquito eggs between collection 
2, 3 and 4 performed for 6 weeks (mid-intervention) using both conventional ovitrap and 
AMHS. Drastic reduction (by ~50%) was noted between the first and the second collection. 
The reduction was less drastic between the second and the third collection (by ~20%). It 
is postulated that AMHS has prevented the emergence of adult mosquitoes in the second 
collection that the mosquito population is reduced following the third and fourth collection. 
Hence, the mosquito population kept on reducing as the weeks went by for three months.

The control group, which was Block D, showed an increase in the Aedes mosquito eggs 
count in contrast to the reduction of eggs in both Block A and B. This shows that it is the 
use of AMHS which has reduced the mosquito population, not the external interference or 
environmental factors such as fogging and the change in weather that might have caused 
the reduction of mosquito population in Block A and B. Furthermore, the outcome of OI 
also support this claim whereby Block D with no intervention showed no reduction in the 
number of ovitraps positive with eggs but was clearly observed in Block A and B. The 
possible risk of an outbreak to occur in a particular area is indicated by OI value of more 
than 10% (Braks et al., 2003; MOH, 1997). We recorded above 50% of OI even in Blocks 
A and B indicating that even though AMHS was able to reduce the mosquito population, it 
is insufficient to fully eliminate the risk of possible outbreak in the vicinity of 17th College, 
UPM. Moving forward, efforts to improvise the intervention or increase the number of 
traps could be carried out to reduce the mosquito population more effectively.

Ovitraps were deployed in all the four levels (ground level, level 1, level 2 and level 
3) of the hostel building and OI was not affected by the different elevation of the building. 
This outcome is similar to the reports by Lau et al. (2013) in a study carried out in multiple 
storey buildings in four residential areas located in Selangor and Roslan et al. (2013) who 
conducted the experiment in apartments in Kuala Lumpur, Malaysia. However, the study 
by Wan-Norafikah et al. (2010) reported that lower Aedes sp populations was found at 
higher levels of high-rise apartments. That outcome was different to ours probably due 
to the different structure of the buildings where both these experiments were carried out. 
High-rise buildings are buildings with more than five stories while buildings fewer than 
five stories and landed properties are considered low-rise buildings (Mahmud et al., 2018). 
Since the building in our study area falls within the category of low-rise building, the 
mosquito population was not affected by the elevation.

Data from this current study are in concordance with previous report whereby, 
researchers have correlated the density of adult mosquitoes with the number of eggs being 
collected in the ovitrap. Higher number of eggs indicates higher density of adult mosquitoes. 
The reduction of the eggs count reflects the reduction of the mosquito population (Reiter 
et al., 1991).
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CONCLUSION

The 17th College, Universiti Putra Malaysia, has high population of both species of Aedes 
mosquitoes namely Ae. albopictus and Ae. aegypti with the former being more dominant. 
The commercial Aedes trap, AedesTech Mosquito Home System, was effective in reducing 
the mosquito population in the college. 
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ABSTRACT 

High-intensity exercise acutely improves suppression of appetite in populations with 
normal body mass index (BMI). However, whether moderate intensity exercise (MIE) and 
high-intensity exercise (HIE) can elicit similar (or greater) appetite suppression effects for 
obese populations are still relatively unknown. The main aim is to investigate the acute 
effects of MIE and HIE on the appetite score, eating behaviour and blood glucose regulation 
among the obese population. Twelve obese participants (age: 20.8 ± 1 yr, BMI: 34.1 ± 
3 kg·m-2, V̇o2max: 30.7 ± 3 ml·kg·min-1) were randomly allocated, in a crossover manner, 
with a 7-day interval in between (1) MIE (cycling at 60-75% HRmax), (2) HIE (cycling at 

80-95% HRmax, 8-sec sprint x 12 sec rest) 
and (3) control (CON) condition after a 
10-hr overnight fast. Physiological (fasting 
blood [glucose] and 24-hr calorie intake) 
and psychological responses (Three Factor 
Eating Questionnaire-R18, TFEQ-R18, 
and appetite score using Visual Analog 
Scale, VAS) were recorded prior to and 
after exercise interventions. Both MIE and 
HIE significantly reduced the calorie intake 
compared to CON (P<0.05), despite no 
changes in psychological measures were 
related to appetite (i.e. TFEQ-R18 and 
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VAS) between the groups (P>0.05). A difference was found in fasting blood [glucose] 
level between trials in MIE (P<0.05), but not following the HIE condition (P>0.05). In 
response to acute intervention, both MIE and HIE improved some psychological appetite 
score and attenuated daily energy consumption; these positive effects could benefit obese 
and diabetic populations.

Keywords: Appetite, endurance, energy intake, high intensity exercise, moderate intensity exercise, obese

INTRODUCTION

The World Health Organization (WHO) cautions of the rising risk of chronic diseases 
since overweight and obesity rates are dramatically increasing every year. Statistics 
worldwide recorded a staggering population of 1.6 billion overweight and approximately 
400 million obese (World Health Organization, 2017). Obesity can negatively impact the 
quality of life and increase the risk of cardiovascular diseases, diabetes and several types 
of cancers. It is currently recognised that overweight and obesity are the top 5 and top 10 
risk factors for mortality and morbidity, respectively (Oreopoulos et al., 2008). It is clear 
that overweight and obesity impose various health-related problems, and the current global 
trend requires a practical strategy for weight management to expeditiously address the issue. 
It is recommended that weight loss intervention programs should combine the progressive 
reduction in energy intake (EI) with increases in energy expenditure (Alkahtani et al., 
2014). Physical exercise is intimately related to energy intake and energy expenditure. It 
is widely believed that when exercise is performed regularly, it can elevate body energy 
turnover which then leads to an increase in energy expenditure, followed by a subsequent 
decline in body weight. Nevertheless, exercise-induced energy deficit may disturb the 
energy demand homeostasis, and this may affect body appetite regulation (Beaulieu et al., 
2018). Accordingly, in the last few decades, there has been a surge in interest regarding 
the effects of exercise on appetite-related measures and hormones.

Physical activity has a prominent role in stimulating the negative energy balance by 
elevating energy expenditure. However, the magnitude of weight reduction is mainly 
dependent on calorie intake succeeding the activity; an increase in appetite to compensate 
the energy deficit will likely impose psychological difficulty towards any weight loss 
efforts. The relevance of this issue was discussed in articles from renowned media which 
highlighted the possibility of exercise hampering weight loss (Sailer et al., 2016) which 
may, in turn, promote fat accumulation (Leow et al., 2018). This is mainly a result of the 
increased desire for food intake following physical activity. The articles were primarily 
derived from evidence which indicated that energy consumption significantly increased 
a few minutes to hours after bouts of acute exercise (Martins et al., 2008a; Pomerleau et 
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al., 2004; Shorten et al., 2009). In contrast, some evidences suggested that appetite and 
energy consumption are relatively unchanged (Balaguera-Cortes et al., 2011; King et al., 
2010). Several other studies claimed a higher rise in satiety hormone and weight reduction 
following acute bouts of exercise (Dorling et al., 2018; Ueda et al., 2009). These conflicting 
conclusions could be associated with the intensity and type of exercise used in previous 
studies. In support of this, clear justification is present which indicates that high-intensity 
exercise stimulates the circulating concentration of several appetite-related hormones, 
promoting weight reduction. Interestingly, the same study observed a lesser magnitude 
of changes in appetite-related measures and hormones with moderate intensity exercise 
(Bailey et al., 2015; Douglas et al., 2015; Martins et al., 2015). 

Investigations on the impact of exercise concerning appetite-related measures and 
energy intake have mostly been restricted to limited comparisons of a single variation 
of type and intensity of exercise. Martins et al. (2015) reported that insulin levels and 
glucagon-like peptide (satiety hormones) were reduced and elevated, respectively, 
following isocaloric bouts of high and moderate intensity continuous cycling. However, 
this study mainly measured physiological data. The influence of these biomarkers on 
psychological indices related to appetite was not presented. Therefore, there is a notable 
lack of research investigating the impact of physiological and psychological measures of 
appetite following different exercise intensities (i.e. moderate-intensity exercise, MIE, and 
high-intensity exercise, HIE) and types of exercise (i.e. aerobic and resistance exercises) 
in the obese population. Therefore, the objective of this study is to investigate the acute 
effects of iso-caloric high intensity and moderate-intensity continuous exercise as well as 
high-intensity exercise on subsequent energy intake, appetite score and blood glucose for 
the obese adult population. 

METHODS

Participants

Participants were screened for inclusion criteria, which includes participants that are: 1) 
healthy but sedentary obese individuals (body mass index of 30.0 kg·m-² or greater) and 
2) aged between 18 to 30 years old. A set of exclusion criteria were also used to determine 
participants’ eligibility which includes: (1) current or history of cardiovascular, metabolic, 
gastrointestinal, renal or pulmonary disease; (2) significant change in body weight (≥5%); 
(3) pregnancy within the previous 12 months; (4) user of dietary supplements (excluding 
macronutrients) or illicit drug use; and (5) receiver of any investigational research agent 
within the previous 3 months. The sample size was calculated using previous studies (Maria 
et al., 2015). A minimum of 11 participants were required for the current study. This was 
on the basis of a sample size calculation of 95% confidence interval using the changes 
in calorie intake detected in a previous study (Sim et al., 2014). All experimental trials 
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were conducted at approximately the same time of day (± 1 hr). The subjects recorded the 
calorie intake within 24 hrs before the commencement of the first intervention protocol 
and were asked to perform activities as well as have similar meals in the subsequent 
trial. The subjects were thoroughly informed of the protocol and the possible risks and 
benefits of participation before a written informed consent was obtained. This study was 
registered, prior to its commencement, in the University hospital Medical Information 
Network Clinical Trials Registry (UMIN-CTR) with registration identification number: 
UMIN000016335. The study was approved by the Research Ethics Committee (FSR/
SR243/038/2018) and conforms to the code of ethics of the Declaration of Helsinki.

Study Design

During the first visit, subjects underwent the familiarisation session and a baseline data 
collection. Subjects were then randomly assigned into a group of three intervention 
conditions in a crossover manner: (1) MIE (cycling at 60-75% HRmax), (2) HIE (cycling at 
80-95% HRmax, 8-sec sprint x 12-sec rest) and (3) control (CON). MIE and HIE interventions 
were designed to induce approximately 250-kcal energy deficit. The trials were performed 
on different days with at least 7-day interval periods between each condition. Primary 
outcome measures included pre and post-exercises ad-libitum energy intake, changes 
in appetite score (using visual analogue scale, VAS), the food intake-behaviour analysis 
(using Three-Factor Eating Questionnaire-Revised 18-items, TFEQ-R18) and changes in 
fasting blood [glucose] level.

 
Pre-experimental Assessment

The preliminary examination on the subjects consisted of BMI and body composition, which 
were assessed using Bioelectrical Impedance Analyser (Omron BF-508, Omron Healthcare, 
Kyoto, Japan). Before the experimental trial, estimation of aerobic capacity was performed 
using a 20-m multilevel shuttle run. Results of the test were then converted to V̇o2max based 
on a formula by Bammann et al. (2019). Subsequently, subjects were familiarised with 
the experimental protocols; on similar cycle ergometer throughout the current study and 
similar breakfast test meal (see Experimental trials).

 
Experimental Trials

In the 24-h before each experimental trial, subjects were required to record all food and 
drink consumptions in the form provided. On the morning of each experimental trial, 
subjects arrived at 0800 hours, having fasted for 10-hr (water was permitted during this 
time). Subjects then completed VAS, TFEQ-R18 and blood [glucose] for baseline (PRE) 
assessment. All subjects subsequently performed one of the exercise protocols (i.e. MIE 
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or HIE) or resting control protocol. The duration of each exercise session was individually 
designed (on the basis of the V̇o2max) to induce a 250-kcal (MIE and HIE) energy deficit. The 
exercise intensities were confirmed by monitoring HR. One hour after the exercises (i.e. 
MIE and HIE) or CON, each subject was provided with a standardised breakfast consisting 
of bread, milo drink and snacks (~442 kcal) after fasting blood [glucose] was taken. 
Next, subjects were instructed to fill the TFEQ-R18 and rate their Visual Analogue Scale 
before each trial. After each trial, VAS was immediately measured for rated hunger and 
followed with fasting blood [glucose]. A fingerprick-based blood glucose was conducted by 
trained personnel using standard protocol outlined in Rothberg et al. (2016). Additionally, 
subjects were provided with a standardised lunch and instructed to fill in the TFEQ-R18 
immediately after consuming the lunch, 3 hours after each experimental trial. The lunch 
test meal consisted of fried rice, fruit drinks and snacks (~800 kcal). Subjects were then 
instructed to record all food and drink consumed 24-h prior to each trial.

 
Data Analysis Procedures

Appetite score was assessed using 100 mm Visual Analogue Scale immediately at pre and 
post exercise (Flint et al., 2000). The visual analogue scale took the form of five straight 
lines (100mm), each accompanied by a question anchored with words representing opposing 
extreme states of fullness, hunger, satiation, desire to eat and prospective food consumption 
at either end. 100 mm Visual Analogue Scale (Flint et al., 2000) was used in present study 
to measure the rate of hunger among the subjects, in terms of their subjective measurement 
such as determination to eat (DTE), hunger, fullness, and prospective food consumption 
(PFC) (Kawano et al., 2013; Martins et al., 2015). Scoring were calculated using the 
following formula: Average appetite score (mm) = [DTE + hunger + (100 - fullness) + 
PFC] / 4. Three factors eating questionnaire-revised 18 items (TFEQ-R18) were used to 
asses food intake-behaviour of subjects at (i) PRE and (ii) immediately post a standardised 
lunch meal. Consists of cognitive restraints (6 items), uncontrolled eating (9 items), and 
emotional eating (3 items). Energy intake (24-h) was assessed using a self-recorded food 
diary. Subjects were instructed to write everything they ate and drank (breakfast, lunch, 
dinner), consisted details such as time of the meals, food or beverages consumed and portion 
or serving of the food or beverages. The dietary macronutrient and overall energy intake 
were estimated (by accredited dietitians) using nutritional analysis software (Nutritics 
Ltd., Co. Dublin, Ireland) with calorie guidelines reference from the Ministry of Health 
(Malaysia) was used to insert the food information that was missing from the software 
database (Ministry of Health, n.d.). In each condition, fasting blood [glucose] at before 
and after exercise intervention were measured. The blood sample was analysed using the 
glucometer (One Touch model Ultra, LifeScan, Milpitas, California. Within-run precisions 
on the One Touch glucometer, as determined by coefficient of variation, was < 6%) . 
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Statistical Analysis

Descriptive statistics were used to characterise and compare the baseline characteristics 
of the subjects. Changes in energy intake, fasting blood [glucose], appetite score, and 
eating behaviour across all experimental conditions and time (i.e., pre and post) were 
assessed using repeated measures ANOVA. Post-hoc pairwise comparisons (Bonferroni 
adjustment method) were used to probe for specific differences. Where any differences 
were identified, 95% confidence intervals (95% CI) were used to display the likely range 
of the actual value in the sample population. Furthermore, effect size using partial eta 
squared (η2

p) and Cohen’s d (dz) were calculated, which were defined as trivial (0–0.19), 
small (0.20–0.49), moderate (0.50–0.79), or large (> 0.80) (*ref; Cohen 1992). Analysis 
of data was conducted using the using the SPSS version 20 (SPSS Inc., Chicago, IL), with 
statistical significance accepted at P<0.05.

Results

Twelve obese male university students (mean ± SD: age 21 ± 1 yr, body weight 99 ± 1 kg, 
height 170 ± 6 m, BMI 34.1 ± 3 kg·m-2, total body fat 33 ± 3 %, maximal oxygen uptake 
(V̇o2max) 30.7 ± 2.8 ml·kg·min-1) voluntarily participated in this study.

Psychological Factors of Appetite

Baseline cognitive restraint, uncontrolled eating, emotional eating and appetite score were 
not significantly different between conditions (P>0.05), and no significant alteration in all 
of these parameters between pre and post CON trial (P>0.05). Cognitive restraint post MIE 
was significantly lower from the post CON condition (mean difference: 32; P=0.002; 95% 
CI=15 to 49) and corresponding pre-trial (mean difference: 15; P=0.049; 95% CI=0.07 to 
30) value. Emotional eating post CON was significantly higher post MIE (mean difference: 
30; P=0.006; 95% CI=50 to 11) and post HIE (mean difference: 25; P=0.003; 95% CI=40 
to 11) value, respectively. However, there were no significant changes in appetite score 
observed between the experimental condition (P>0.05) (Table 1).

Calorie Consumption

The group daily calorie intake in the MIE, HIE, and CON conditions are shown in Figure 1. 
Baseline calorie intake was not significantly different between conditions (P>0.05), and no 
significant alteration in calorie intake was found between pre and post CON trial (P>0.05). 
A trivial interaction effect (F(1.8, 20)=7.6, P=0.004, η2

p=0.41) and a large time effect (F(1.0, 

11)=39, P<0.001, η2
p=0.78) of calorie intake was discovered throughout the intervention, 

but no effect on exercise intervention condition (P>0.05) were identified. Post hoc analysis 
revealed that calorie intake following CON (2163 ±478 kcal) was significantly higher than 
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post HIE (1622 ±460 kcal; P=0.005, dz=1.01; 95% CI=233 to 1026) and post MIE (1533 
±339 kcal; P=0.004, dz=0.74; 95% CI=206 to 875). Post calorie intake following MIE (mean 
difference: 795 kcal; P<0.001; 95% CI=403 to 1187) and HIE (mean difference: 943 kcal; 
P<0.001; 95% CI=4611 to 1276) was significantly lower from the corresponding pre-trial.

Fasting Blood [Glucose]

The group mean fasting blood [glucose] responses in the MIE, HIE, and CON conditions 
are illustrated in Figure 2. Baseline fasting blood [glucose] was not significantly different 
between conditions (P>0.05), and no significant change in fasting blood [glucose] was 
observed between pre and post CON trial (P>0.05). A trivial interaction effect of fasting 
blood [glucose] was observed throughout the intervention (F(1.8, 20)=4.2, P=0.03, η2

p=0.13), 
but no main effect of fasting blood [glucose] (P>0.05) were detected. Post hoc analysis 
revealed that fasting blood [glucose] following MIE (4.7 ±0.36 mmol) was significantly 
lower than post HIE (5.1 ±0.34 mmol; P=0.03, dz=0.74; 95% CI=0.06 to 0.74) and post 
CON (5.0 ±0.36 mmol; P=0.006, dz=0.84; 95% CI=-0.58 to -0.12).

Discussion

Reports of several previous investigations had shown that exercise (and exercise intensity) 
played a vital role in negative energy balance by exerting a suppression of energy intake 
in normal-weight adults. The present study aims to investigate the acute effects of MIE 
and HIE on the appetite score, eating behaviour and blood glucose regulation in obese 
men. Appetite score assessment was unaltered after a bout of MIE and HIE, compared 
to the CON condition. Our results contradict the belief that acute exercise night hamper 
weight loss efforts due to an acute change in hunger, fullness and satiety (King et al., 1996; 

Figure 2. Mean ± SE fasting plasma [glucose] at pre and post control (CON), moderate intensity exercise 
(MIE) and high-intensity exercise (HIE). †Significantly different from the corresponding baseline (pre) value 
(P<0.05); *Significantly different from CON condition (P<0.05).
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Pomerleau et al., 2004). Although the appetite score was not suppressed after an acute 
bout of exercise, as previously reported by Chanoine et al. (2008), we found that the total 
energy intake along with cognitive restraint levels were lowered in both modes of exercise 
intervention used in the current study. Unlike the usual dietary restriction methods which 
commonly result in a compensatory increase in energy intake (Taylor  et al., 2018), the 
current investigation demonstrates that acute bout of exercise could induce energy deficit for 
at least ~180 min post-exercise. Overall, this finding suggests that both HIE and MIE can 
lower the total daily energy consumption. However, whether this improvement in energy 
deficit observed in obese adults could be preserved beyond the time point measured in the 
current study still remains unknown.

Over the past decade, the focus has been on investigating the intensity component of 
exercise as a way of facilitating the regulation of energy balance. Indeed, increasing exercise 
intensity enhances energy cost and promotes higher post-exercise energy expenditure. Fat 
oxidation increases the potential of skeletal muscles to utilise lipids and favours a decrease 
in energy intake. The central hypothesis of this study is that MIE and HIE would exert 
appetite suppression (as reflected by the acute decrease in energy intake), with higher 
intensity exercise eliciting a more significant suppression effect (Deighton et al., 2013). 
Although both exercise interventions attenuated the calorie intake post-exercise, the 
current study found no difference in the consumption of calories between both intensities 
of the exercises. It is worth noting that lowering of calorie intake observed in current 
study can be considered clinically significant, as indicated by considerable reduction in 
acute calories intake by 795 kcal and 943 kcal, post HIE and MIE, respectively. The US 
National Institutes of Health recommend that overweight or class I obese individual to 
reduce energy intake by 500 kcal·day-1. It is estimated that overweight or class I obese to 
benefit a reduction of weekly body weight by 0.5 kg with daily calories deficit of 500 kcal 
(Fock & Khoo, 2013). Likewise, it has been suggested that, in diabetic population, a 1 
mmol reduction in fasting glucose might reduce the risk of total stroke by 21% and ischemic 
heart disease by 23%. However, it is not known whether similar (or greater) reduction can 
be expected in overweight and obese population (Rodgers, 2004). Several past studies had 
shown that acylated ghrelin, which increases the desire to eat, was reduced and peptide YY 
concentration (PYY: a hormonal response which suppresses appetite desire) increased after 
moderate continuous exercise and high-intensity exercise (Martins et al., 2015; Ueda et 
al., 2009). Accordingly, Ueda et al. ( 2009) observed attenuation in psychological indices 
of appetite and total calorie intake in normal-weight subjects (Dorling et al., 2018). It 
was further discovered that suppression of appetite following exercise was corroborated 
with the finding of elevated biomarker related to the enhancement of satiety (i.e. GLP-1), 
which is speculated to result in reduced calorie intake of their obese subjects (Dorling et 
al., 2018; Ueda et al., 2009). 
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The food intake-behaviour was assessed using TFEQ, and the scale was selected 
due to its robust measure of cognitive restraint, uncontrolled eating and emotional eating 
(Chambers & Yeomans, 2008; Chanoine et al., 2008; Karlsson et al., 2000). Cognitive 
restraint is characterised by the restriction of food intake when conscious in order to 
influence and control body weight. As for uncontrolled eating, it represents the tendency 
to eat more than the regular intake because of loss of control over intake. Emotional eating 
characterises overeating or the inability to control eating due to a negative emotional mood, 
state or cues such as stress and loneliness (de Lauzon-Guillain et al., 2009). A model was 
proposed on how body mass, eating behaviour and physical activity could influence energy 
balance (Hill et al., 1995). This model proposes that one’s susceptibility to physiologic cues 
of appetite (i.e. hunger, satiety and fullness) would be dependent on the individual’s eating 
behaviours (i.e. cognitive restraint, uncontrolled eating and emotional eating). Using this 
model, it can be speculated that any changes in physical activity would individually (based 
on body weight and dietary behaviour) and directly affect a person’s energy compensation. 

Results of the current study did not reveal changes in uncontrolled eating behaviour 
in response to exercise. The results negate those of Hill et al. (1995) which found that 
being overweight with uncontrolled dietary behaviour lowered the energy intake with 
increased physical activity, resulting in overall negative energy balance. The current study 
observed higher emotional eating scores in the PRE and CON compared to the MIE and 
HIE conditions. Accordingly, previous studies had found a link between negative emotional 
eating behaviour as probed by TFEQ (Chambers & Yeomans, 2008; Chanoine et al., 2008; 
de Lauzon-Guillain et al., 2009). However, this is in contrast with the externality theory 
which asserts that the unresponsiveness of internal states found in obese individuals means 
that the population would unlikely be affected by emotional eating behaviour. In the current 
study, we observed that MIE lowered scores for cognitive dietary restraint. This study 
supports the evidence from previous observations in which overweight sedentary male 
subjects differed in terms of dietary restraints in response to an acute bout of moderate 
intensity exercise (Martins et al., 2008b). Contrary to expectations, this study did not find 
a significant change in cognitive restraint in response to HIE exercise. Logically, a more 
intense exercise is expected to enhance the awareness of food consumption, and thus, 
dietary restraint is expected for an individual who is actively monitoring to limit food intake.

Doucet et al. (2003) found no significant differences in the ratings of appetite sensations 
(hunger and satiety) in overweight participants before access to an ad libitum lunch 
(Doucet et al., 2003). The result of the present study revealed that there was no significant 
difference in VAS appetite score between and within groups. However, high-intensity 
exercise had shown a positive main effect. Despite no statistical differences observed 
within the experimental session, high-intensity exercise showed a trend of improvement 
in appetite suppression. According to Mattes and Cowart (1994), there is a lack of strong 
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influence between exercise and appetite because in some studies, VAS may not have 
been sensitive to detect specific minor changes after exercise due to small sample sizes. 
In contrast, a study on different modes and exercise intensities in healthy young men 
showed a correlation between appetite-regulating hormones and visual analogue scale. The 
study demonstrated acylated ghrelin and the ratings of VAS were suppressed while PYY 
increased during and immediately after the exercises (Kawano et al., 2013). Additionally, 
other studies further stated that ratings perceived from hunger, satiation and satiety were 
aligned with appetite-regulating hormones in suppressing the appetite (Martins et al., 2015; 
Stensel, 2011; Thackray et al., 2016; Ueda et al., 2009). The current study found significant 
reduction in blood [glucose] levels in response to MIE, but not for HIE and CON. However, 
it was noted that the reduction in blood [glucose] following MIE was clinically trivial. A 
possible explanation for this could be that a higher elevation of blood [lactate] (found in 
the previous study) may contribute to retarding the lowering of blood [glucose] during 
HIE (Guelfi et al., 2007; Júnior et al., 2001). However, this is only an extrapolation as this 
study did not measure the lactate level. The interference in the release of insulin and its 
response to skeletal muscle glucose uptake can be expected with vigorous activity, which 
may explain the higher blood [glucose] during post HIE compared to MIE. The gain in 
catecholamine levels in response to HIE found in the previous study may heighten renal 
glucose synthesis and simultaneously suppress the insulin-glucose uptake. It is suggested 
that portable glucometers may lack validity and reliability in comparison to laboratory 
glucose analysers, which provide more accurate results; similar to the industry reference 
standards (Salacinski et al., 2014). However, portable glucometers used in the current study 
seemingly produced valid and reliable results, as observed in previous studies (Chan et 
al., 1997; Naito et al., 1993). This demonstrates that the glucometer presently utilised was 
amply sensitive and appropriate for the blood glucose measurement.

CONCLUSION

In conclusion, this study has identified that MIE and HIE plays an essential role in negative 
energy balance by induced suppression of appetite and calories intake. These findings 
suggest that exercise (i.e. MIE and HIE) can reduce calories intake within 24-h post-
intervention but may not be accounted for by changes in appetite score and eating behaviour.
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ABSTRACT

The potential of Moringa oleifera Lam. (Moringaceae) and Centella asiatica (L.) Urban 
(Apiaceae) extracts (TGT-PRIMAAGE) in slowing the decline of memory and learning 
activity was investigated using D-galactose-induced ageing rat model. The extracts were 
profiled and standardised based on markers identified using LC/MS-QTOF. Toxicity study 
of the extract was done, and the rat did not show any sign of toxicity. The extract was 
orally administered to the rat and dose dependent (100, 500 and 1000 mg/kg) efficacy 
were investigated.  The rats were subjected to Morris Water Maze whereby 3 parameters 
were studied (number of entry to platform, latency and novel object recognition). 

Plasma was collected for the determination 
of catalase (CAT) activity and levels of 
malondialdehyde (MDA) and advanced 
glycation end products (AGEs). The activity 
of acetylcholinesterase (AChE), level of 
acetylcholine (ACh) and lipid peroxidation 
(LPO) were measured using the brain lysates. 
Significant improvement (p < 0.05) was seen 
in the memory and learning abilities in the 
aged rats that received medium and high 
dose of TGT-PRIMAAGE, and tocotrienol. 
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Rats treated with TGT-PRIMAAGE had also shown improved CAT activity and resulted 
in reduced LPO. The level of ACh was found increased in parallel with the reduced AChE 
activity. The capabilities of learning and memory of the TGT-PRIMAAGE treated rats 
were enhanced via inhibition of AChE activity and subsequently increased level of ACh.

Keywords: Anti-ageing, antioxidant, Centella asiatica, D-galactose, Moringa oleifera

INTRODUCTION

Globally, the life expectancy of a human is on the rise with the number of more than 
65-year-old elderly is expected to double between 2000 and 2050 (Jin et al., 2015).  With 
the advancement in the health care system, the life span is increased; this should be 
accompanied by an increased in health span by slowing or limiting the speed of the ageing 
process. As a natural phenomenon, ageing however, has been associated with chronic 
diseases which include Alzheimer’s, diabetes mellitus and cancers (Prasad et al., 2011). 
There are several theories underlying the mechanism of ageing such as increased reactive 
oxygen species (ROS) or oxidative stress caused by the uncontrolled production of free 
radicals and decreased antioxidant defences as one ages (Davalli et al., 2016). Oxidative 
stress had been claimed to cause ageing via accumulated damages of the macromolecules 
within the cell leading to cellular dysfunction and eventually death (Harman, 1956; 
Harman, 1972; Sohal & Weindruch, 1996). Therefore, therapy that limits the excessive or 
uncontrolled oxidative stress will aid in slowing ageing.

A high dose of exogenous D-gal-induced ageing rat model which was used in this study 
had been adopted by many studies as a useful animal ageing model. High dose D-galactose 
was shown to accelerate ageing in rodents due to the production of superoxide anions and 
oxygen-derived free radicals (Li et al., 2005; Chen et al., 2006; Parameshwaran et al., 
2010; Haidar et al., 2015; Budni et al., 2017). In addition, D-gal changes the structures 
of peptides and proteins and caused the accumulation of advanced glycation end (AGE) 
products through non-enzymatic glycation (Wu et al., 2008). 

The search for antioxidant resources which reduces the oxidative stress slows the aging 
process is an on-going interest of the scientific community. The continuous efforts include 
the discovery of natural products with antioxidative potentials. The Moringa oleifera 
Lam. leaves has been reported to possess high phenolic content and potent antioxidant 
properties which act via direct trapping of free radicals and metal chelation (Verma et al., 
2009). The leaves of several cultivars of Moringa are valuable sources of polyphenols and 
are potential functional food and nutraceuticals (Nouman et al., 2016). On the other hand, 
the leaf of C. asiatica also possesses important phytochemicals that have an antioxidant 
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activity such as carotenoids and phenolic compounds (Singh et al., 2014). C. asiatica 
extract was reported to have abilities in reducing α-glucosidase activity and scavenge free 
radical (Dewi & Maryani, 2015). 

In this study, we investigated the potential of a combination extract of Moringa 
oleifera Lam. and Cantella asiatica Urb. in arresting the oxidative stress due to high dose 
D-galactose injected peritoneally to the rats. The effects in enhancing the capabilities of 
memory and learning were also studied. 

MATERIALS AND METHODS

Sources and Identification of Plant materials

The leaves extracts of both the Moringa oleifera and Centella asiatica were obtained from 
The Borneo Moringa Sdn. Bhd. (Malaysia) in Tenom, Sabah, Malaysia. The leaves carried 
the voucher identification number of Bm_mo_191012_1 and Mtt_ca_150113_1 for Moringa 
oleifera and Centella asiatica, respectively.  The identification was done by Sandakan 
Herbarium Sabah Forestry Department, Sabah, Malaysia. The combination of the leave 
extracts of M. oleifera leaves and C. asiatica leaves is referred to as TGT-PRIMAAGE 
and was prepared by The MitoMasa Sdn. Bhd. Malaysia. 

LCMS-based Profiles of TGT-PRIMAAGE

The active ingredients in each batch of the extracts of TGT-PRIMAAGE were profiled 
using LC/MS-QTOF for the purpose of standardising the extracts produced. The dried form 
of TGT-PRIMAAGE extract (1 mg/mL) were reconstituted in the mobile phase before 
being injected into LC-MS/QTOF (model 6520 Agilent Technologies, SA, USA) using a 
ZORBAX Eclipse Plus C18 column (100 mm x 2.1 mm x 1.8 µm, Agilent Technologies, 
SA, USA) maintained at 40°C. The flow rate used was 0.25 mL/min with a linear gradient 
comprising solvent A (water with 0.1% formic acid) and solvent B (acetonitrile with 0.1% 
formic acid) over 36 minutes from 5% to 95% of mobile phase (B). The total run time 
was 48 minutes for each analysis. Electrospray ionization (ESI) source were set with V 
Cap 4000 V, skimmer 65 V and fragmentor 125 V.  The nebulizer was set at 45 psig and 
the flow rate of nitrogen drying gas was set at 12 L/min. The drying gas temperature was 
maintained at 350ºC. The range of data collected in positive ESI mode was from 100 to 
1000 m/z. Two reference masses were continuously injected; i.e. 121.0509 m/z (C5H4N4) 
and 922.0098 m/z (C18H18O6N3P3F24) to monitor and ensure detection of the accurate mass 
of the compounds. Agilent Mass Hunter Qualitative Analysis B.05.00 software (Agilent 
Technologies, Santa Clara, CA, USA) was used for the processing and analysis of the 
MS data. The chromatographic profiles of TGT-PRIMAAGE was analysed based on the 
accurate mass data identified and the possible chemical formula for compounds were 
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annotated using METLIN databased year 2012. The widely accepted accuracy threshold 
for confirmation was established at 5 ppm with score more than 90.

Acute Toxicity Study

An acute toxicity test was carried out according to the stepwise procedure by Organization 
of Economic Cooperation and Development (OECD) guideline 423 for testing of chemical.

Experimental Study Using the D-Galactose-Induced Ageing Rats

The protocol of the study was reviewed and approved by the Research Committee on the 
Ethical Use of Animal UiTM (UiTM CARE: 91/2015). Adult male Sprague Dawley rats 
(200-360 gram) were caged separately (one rat per cage) with access to a standard rodent 
diet. They were fed with 400 gm of pellets and tap water ad libitum with 12-hour light 
and dark cycle in a room at controlled temperature and humidity. The standard rodent diet 
comprised crude protein, fibre and fat, moisture, ash, calcium and phosphorus at 21, 5, 3, 
13, 8, 0.8, 0.4%, respectively. The rats were exposed to the procedure of acclimatization 
for 1 week to minimize the psychological pressure of the environment and handling stress.

The D-galactose induced ageing rat model was developed according to Haider et al. 
(2015). The rats (n=21) were assigned into 7 groups (each group comprised of 3 rats):

i. Normal control
ii. D-GAL: ageing rats administered with 300 mg/kg of D-Galactose 
iii. TE: D-GAL rats treated with 200 mg/kg of Tocotrienol 
iv. P-100:  D-GAL rats served with low dose (100 mg/kg) of TGT-PRIMAAGE 
v. P-500: D-GAL rats served with medium dose (500 mg/kg) of TGT-PRIMAAGE 
vi. P-1000: D-GAL rats served with high dose (1000 mg/kg) of TGT-PRIMAAGE 
All the rats (except the normal controls) were intraperitoneally injected with D-galactose 

(300 mg/kg) for 7 days to induce ageing and three groups were orally administered with 
TGT-PRIMAAGE at different doses. Tocotrienol (TE) were used as the positive control. 
The physical states of the rats were observed every day to check for abnormalities with 
respect to behaviours and death. The rats were then subjected to memory and learning test 
24 hours after the last injection on day 7.

Memory and Learning Test

The rats were subjected to Morris Water Maze (MWM) for the evaluation on spatial memory 
performance of the rats. A circular pool with an appropriate size was used (diameter of 
1.8 metre top, 1.4-metre bottom, 1.4-metre height). The temperature of the water was 
kept at 25±1°C. In this experiment, the time taken by the rats to find the hidden platform 
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(latency) and the numbers of entry to the platform zone were recorded and analyzed using 
Any-Maze (Version 8, USA).

Object recognition memory was assessed using a white painted open-field maze box 
with the size of (52 cm x 52 cm x 52 cm). The novel object preference ratio was determined 
as the ratio of the amount of time spent exploring novel object over the total time exploring 
both novel & familiar objects. All the rats were sacrificed using an overdose of ketamine, 
and the rats were incinerated at the end of the study. 

Measurement of Catalase (CAT) Activity in Plasma

Fifty (50) μl of plasma samples were incubated with 1.0 ml of substrate (65 μmol per ml 
H2O2 in 60 mmol/l phosphate buffer, pH 7.4) at 37°C for 60 seconds. The enzymatic reaction 
was stopped with 1.0 ml of 32.4 mmol/l ammonium molybdate ((NH4)6Mo7O24.4H2O) 
and the yellow complex of molybdate and hydrogen peroxide was measured at 405 nm 
(Microplate Reader, POLARstar Omega, BMG LabTech, Germany) against blank. Three 
measurements were done for each sample. Serum CAT activity was calculated following 
the equation below:

Serum CAT activity (kU/L) =  x 271
Where:
Blank 1 = Control, Blank 2 = Standard, Blank 3 = Reagent Blank, and 271 = Constant.

Measurement of Advanced Glycation End Products (AGEs) in Plasma

AGEs was measured using the quantitative sandwich enzyme immunoassay technique 
with an antibody specific for AGEs which had been pre-coated onto a microplate (Cusabio 
Biotech Co., Ltd, China). A concentration curve over the range from 3.9 μg/ml to 250 
μg/ml was calibrated using the standards provided by the manufacturer. Plasma samples 
were diluted 20-fold with sample diluent provided. AGEs present in the samples were 
bound by the immobilized antibody while the unbound substances were removed and 
biotin-conjugated antibody specific for AGEs was added to the wells. Avidin conjugated 
Horseradish Peroxidase (HRP) and its substrates were added to the wells subsequent to 
removal of unbound avidin-enzyme. The optimal density of the colour developed was 
determined within 5 minutes by the use of microplate reader that was set to 450 nm 
(Microplate Reader, POLARstar Omega, BMG LabTech, Germany).

Lipid Peroxidation in Plasma

Thiobarbituric acid reactive substances (TBARS) which are the by-products of lipid 
peroxidation were measured according to the protocol provided by the supplier (Cayman’s 
TBARS Assay, Cayman Chemical, Ann Arbor, MI). Briefly, 100 µL of each of the plasma 
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sample was mixed with sodium dodecyl sulphate (SDS) solution and 4 mL of colour reagent.  
The colour reagent contains TBA, acetic acid and sodium hydroxide. The mixture was 
boiled for 1 hour and the reaction was stopped by leaving the mixture on ice for 10 min. 
The mixture was centrifuged at 2000 x g at 4°C for 10 min. The supernatant was subjected 
to spectrometry measurement at 530 nm using the Microplate Reader (POLARstar Omega, 
BMG LabTech, Germany). 

Acetylcholine (ACh) Abundance in Brain Lysates

The level of acetylcholine (ACh) in the brain tissues of the rats were measured using 
EnzyChromTM Acetylcholine Assay (BioAssay System, CA) in accordance with the 
manufacturer’s instruction.  ACh was hydrolyzed by acetylcholinesterase to choline which 
was oxidized by choline oxidase to betaine and H2O2. The resulting H2O2 reacted with a 
specific dye to form a pink coloured product. Twenty (20) µL of the supernatant from 
brain tissue lysates was mixed with 80 µL of working reagent and the intensity of colour 
change proportional to the acetylcholine concentration was measured at 570 nm (Microplate 
Reader, POLARstar Omega, BMG LabTech, Germany). 

Acetylcholinesterase (AChE) in Brain Lysates

QuantiChromTM Acetylcholinesterase Assay (BioAssay System, CA) was used to measure 
the concentration of AChE. Briefly, 200 µL of the reaction mixture containing 10 µL of the 
supernatant from the brain homogenate of each rat and 190 µL of the working reagent in 
the 96-well plate was prepared. The intensity of the colour change was measured at 412 nm 
at 2 time points; after 1 minute and after 9 minutes using microplate reader (POLARstar 
Omega, BMG LabTech, Germany). The activity of AChE was the difference of absorbance 
values between the samples and the standard.

Lipid Peroxidation in Brain Lysates

The procedure was the same as described in 2.4.1.3. In this assay, 100 µL of the supernatant 
from brain tissue lysates was used instead of plasma.

Statistical Analysis

The data collected were tabulated and analyzed using IBM SPSS ver. 22.0 (IBM Co., 
Armonk, NY, USA). The study parameters were presented as mean ± standard error and 
compared between different experimental groups using one-way analysis of variance 
(ANOVA), followed by post-hoc Tukey’s test. The data was considered as statistically 
significant with p-value of less than 0.05.
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 RESULTS AND DISCUSSION

Standardised Compounds Profiled in TGTPRIMAAGE

The LCMS prolife of the extract starting from retention time 7.5 to 13.5 minutes revealed 
the presence of 10 phenolic compounds (Figure 1; Table 1). The top ten most abundantly 
identified compounds were phenolic compounds, one of the compounds (brucine) belonged 
to alkaloids groups; two compounds (2’-Hydroxygenistein 7-(6’’-malonylglucoside) 
and Iriflogenin 4’-O-glucoside) were isoflavonoids and the rest were flavonoids. These 
compounds were used as markers for standardisation of the batches of TGT-PRIMAAGE.

Most of the compounds found in the extract were flavonoid which belonged to the 
family of flavonoids glycosides. The compounds have been associated with a broad 
spectrum of health-promoting effects and are an indispensable component in a variety of 
medicinal applications including enhancing memory function by regulating proteins such 
as the cAMP response element-binding protein (CERB), involved in the expression of 
important gene related to memory (Krishnaveni, 2012). Standardisation of the extraction 
procedure are fundamentally important to produce batches of extracts with similar profiles 
of compounds and therefore ensure more consistent efficacy for routine use either as 
supplement or for alternative health promoting and maintenance therapy.

Figure 1. LC/MS Q-TOF total  ion chromatogram (TIC) of TGT-PRIMAAGE extact

Acute Toxicity Study

Administration of the extract up to the maximum dose did not result in mortality or 
change in the behaviour of the animals. Thus, there is no evidence of acute toxicity of 
TGT-PRIMAGAE in rats. 

Memory and Learning Tests 

The number of platform entries achieved by the rats treated with medium dose (P-500) and 
high dose (P-1000) of TGT-PRIMAAGE was 3.89 ± 0.29 and 4.22 ± 0.40, respectively 
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(Figure 2). The was no significant difference in the number of platform entries achieved by 
these 2 groups of rats when compared with the rats that received tocotrienol (3.45 ± 0.40; 
Tukey HSD, p > 0.05). However, a significant difference was observed for the behaviour 
of the rats treated with low dose versus medium and high doses of TGT-PRIMAAGE (1.56 
± 0.11; Tukey HSD, p < 0.05).  

For the escape platform (latency), rats induced with the D-galactose group took the 
longest time (30.84 ± 2.38 seconds) to reach the platform while the rats that received high 
dose TGT-PRIMAAGE took a shorter time (7.71± 0.61 seconds); which was significantly 
different (Tukey HSD, p < 0.05). There were also no significant difference in the latencies 
compared between the rats treated with high dose TGT-PRIMAAGE with (i) the normal 
control (6.30 ± 1.00 seconds; Tukey HSD, p < 0.05) and (ii) the rats that received 
tocotrienol (11.10 ± 3.30 seconds; Tukey HSD, p < 0.05). Rats treated with a low dose of 
TGT-PRIMAAGE had similar latency with the D-galactose induced ageing rats without 
treatment (30.73 ± 7.02 vs. 30.84± 2.38, Tukey HSD, p>0.05).

The differences in the ability to recognize novel object between the D-galactose induced 
ageing and the normal rats were statistically significant (Figure 2; 28.34 ± 1.87 vs 62.64 
± 5.86; Tukey HSD, p < 0.05). The rats treated with medium (72.41 ± 1.45) and a high 
dose of TGT-PRIMAAGE (83.62 ± 1.13) had a significant improvement (Tukey HSD test, 
p<0.05) in the ability to recognize novel object compared to the D-Galactose group (28.34 
± 1.87). The improved ability was similar for the rats treated with medium and high dose 
of TGT-PRIMAAGE and tocotrienol (57.17 ± 11.93; Tukey HSD, p > 0.05). Interestingly, 
the rats treated with high dose TGT-PRIMAAGE had a higher percentage of time spent 
near the novel object, which indicates enhanced memory and learning ability as compared 
to the normal group (83.62 ± 1.13 vs. 62.64 ± 5.86; Tukey HSD test, p<0.05).

The Morris water maze (MWM) is one of the most frequently used platforms to 
investigate spatial learning and memory in laboratory rats. The MWM had been used in 
the validation of rodent models for neurocognitive disorders and the evaluation of possible 
neurocognitive treatments (D’Hooge and De Deyn, 2001). MWM was used to test for spatial 
learning that relied on distal cues to navigate from the start locations around the perimeter 
of an open swimming arena to locate a submerged escape platform. Spatial learning is 
assessed across repeated trials and reference memory is determined by a preference for 
the platform area when the platform is absent (Vorhees and Williams, 2006). In addition, 
non-spatial object recognition memory task tests were conducted to study the memory for 
previously explored objects (Clark et al., 2000). The task, which requires no deprivation 
or punishment, is based on the rats’ innate tendency to preferentially explore novel versus 
familiar objects. Task performance depends on an intact hippocampal function (Clark et 
al., 2000). Ageing tends to cause an impairment in the visual object recognition memory 
(Pilotti et al., 2003). Based on the tests conducted, rats treated with a medium and a high 
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dose of TGT-PRIMAAGE had gained better learning and memory abilities compared to 
the rats that were not treated. In fact, the rats treated with high dose TGT-PRIMAAGE 
showed significantly higher improvement in the latency and novel object recognition tests 
compared to the rats treated with tocotrienol.

Figure 2. Cognitive activity of normal rats, untreated and pre-treated rats induced with D-galactose. * Mean 
number of platform entries in Morris Water Maze test with S.E.M in different group. a, p < 0.05: significantly 
different when compared to normal group (Tukey HSD test). b, p < 0.05: significantly different when compared 
to D-galactose (Tukey HSD test). c, p < 0.05: significantly different when compared to TE (Tukey HSD test).* 
Mean latency to reach platform in Morris Water Maze test with S.E.M in different group. a, p < 0.05: 
significantly different when compared to Normal group (Tukey HSD test). b, p < 0.05: significantly different 
when compared to D-Galactose group (Tukey HSD test). c, p < 0.05: significantly different when compared 
to TE (Tukey HSD test). *Novel object preference ratio in novel object recognition test with S.E.M in 
different group. a, p < 0.05: significantly different when compared to normal group (Tukey HSD test). b, p < 
0.05: significantly different when compared to D-galactose group (Tukey HSD test). c, p < 0.05: significantly 
different when compared to TE (Tukey HSD test)

Catalase (CAT) Activity in Plasma 

D-galactose induced a significant decrease of CAT activity in the rats as compared to the rats 
in the normal control (Figure 2, 57.28 ± 6.80 vs. 78.32 ± 4.26 kU/L; Tukey HSD, p<0.05). 
Interestingly, CAT activities in all the three groups of rats treated with TGT-PRIMAAGE 
(low dose, 75.89± 2.91 kU/L; medium dose, 90.79± 0.95 kU/L; high dose, 94.44± 3.69 
kU/L) were found to be elevated with significant differences compared to the D-Galactose 
group (Figure 3). The CAT activities increased as the doses of TGT-PRIMAAGE were 
increased. Furthermore, the catalase activity of the rats that received medium and high 
dose TGT-PRIMAAGE had significantly higher CAT activities compared to the rats that 
received tocotrienol (63.39 ±1.90 kU/L; Tukey HSD, p>0.05). 
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Catalase (CAT) is an enzyme involved in antioxidant defence by neutralising 
radicals produced by D-galactose (Bolzán et al., 1997). Current study showed that ageing 
rats had the lowest catalase activity while ageing rats supplemented with TGT-PRIMAAGE 
higher catalase activity. This is a useful indicator that TGT-PRIMAAGE is beneficial in 
slowing down the ageing processes by reducing the free radicals induced by D-Galactose. 

Advanced Glycation End Products (AGEs) in Plasma

In the anti-glycation assay, the AGEs levels in the D-galactose induced rats were 
significantly elevated compared to the normal control (Figure 3, 294.97 ± 16.67 µg/mL 
vs. 212.77  ±  3.35 µg/mL; Tukey HSD, p < 0.05). D-galactose induced ageing rats that 
received a medium (248.67± 2.98 µg/mL) and high dose (236.17± 1.71 µg/mL) of TGT-
PRIMAAGE and tocotrienol showed significantly lower levels of AGEs compared with 
the ageing rats without treatment (Figure 3). Interestingly, rats that received tocotrienol 
(233.18±2.99 µg/mL) and high dose TGT-PRIMAAGE (236.17± 1.71 µg/mL) had AGEs 
level similar with the normal control (212.77 ± 3.35 µg/mL).

AGEs are the end results of a chain of chemical reactions involving an initial glycation 
reaction. AGEs originate from the non-enzymatic glycation reaction between sugars and 
protein, nucleic acids or lipid. AGEs were therefore higher in D-galactose induced ageing 
rats due to the higher glucose concentrations injected to the rats.  High level of AGEs 
in serum is recognized as an ageing-related biomarker (Ramasamy et al., 2005). TGT-
PRIMAAGE was found to reduce the level of AGEs. The high dose of TGT-PRIMAAGE 
and tocotrienol showed a similar reduction in the level of AGEs. Ascorbic acid and vitamins 
had been demonstrated previously to blocks glycation of erythrocyte haemoglobin by 
inhibiting in vitro lipid peroxidation and being regarded as both a glycation and AGE 
inhibitor (Vinson et al., 1996). In this study, TGT-PRIMAAGE had shown the ability to 
inhibit lipid peroxidation and reduced the levels of AGEs.

Lipid Peroxidation (MDA) in Plasma

MDA level was significantly higher in the D-galactose induced rats compared to the normal 
control (Figure 3, 627.90 ± 98.95 vs. 438. 70 ± 36.04 nmol/mL; Tukey HSD, p < 0.05).  
The effect of high dose TGT-PRIMAAGE was slightly higher than tocotrienol (507.16 ± 
56.44 vs. 571.70 ± 84.58 nmol/mL, Tukey HSD, p > 0.05) but no significant difference 
was observed. The results suggested dose-dependent reduction of the levels of MDA by 
TGT-PRIMAAGE (Figure 3).

MDA is a sensitive index for the lipid peroxidation induced by free radicals which may 
lead to oxidative deterioration of polyunsaturated lipids. Under the normal physiological 
conditions, only low levels of lipid peroxidation occur in the tissue of the body; while 
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excessive generation of free radicals leads to peroxidative changes that result in an increase 
in lipid peroxidation (Niki et al., 1993; Rikans & Hornbrook, 1997). 

Ageing is associated with increased disruption of membrane lipids which leads to 
the formation of peroxide radicals. Lipids are a major component of living organisms 
and probably the first easy target of free radicals thus lipid peroxidation might play an 
important role in initiating and/or mediating some aspects of the ageing process (Praticò, 
2002). In this study, the level of MDA was significantly higher (Tukey HSD, p<0.05) in the 
D-galactose group as compared with the normal and the tocotrienol and TGT-PRIMAAGE 
treated groups. Interestingly, the medium and high dose of TGT-PRIMAAGE showed a 
better potential in arresting lipid peroxidation in both the blood and brain samples. A dose-
dependent effect was observed, the higher the dose of TGT-PRIMAAGE the lower the 
MDA levels. TGT-PRIMAAGE had protected the cells against oxidative stress by reducing 
lipid peroxidation products as measured systemically and in the brain.

Figure 3. Catalase activity, AGEs and MDA levels in the plasma samples of the rats with different treatment. 
*Mean value of assay. a, p<0.05 significantly different when compared to Normal group (Tukey HSD test). b, 
p<0.05 significantly different when compared to D-Galactose group (Tukey HSD test) c, p<0.05 significantly 
different when compared to TE (Tukey HSD test).

Lipid Peroxidation (MDA) in Brain Lysates

Similar to the trend observed for MDA level in the plasma samples, the MDA levels in the 
brain lysate was higher in the D-galactose induced rats compared to the normal control 
(Table 2, 12.64±0.67 vs. 7.05±0.34 nmol/mL; Tukey HSD, p < 0.05). The MDA levels 
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in the rats which received treatment of tocotrienol and 100 mg/kg of TGT-PRIMAGES 
were higher than those measured in the D-galactose induced ageing rats. Rats treated with 
medium (7.75 ± 0.56 nmol/mL) and high dose (7.52 ± 0.28 nmol/mL) of TGT-PRIMAAGE 
achieved significantly lower levels of MDA in the brain lysates compared to non-treatment 
group. The data is presented in Table 2.                

Acetylcholinesterase Activity and Acetylcholine Levels in Brain Lysates

Non treated rats induced with D-galactose showed the highest level of acetylcholinesterase 
activity compared to the control and treatment groups (236.23 ± 6.85 U/L). There is a 
dose-dependent effect in a decreasing trend of the level of acetylcholinesterase activity in 
groups of rats treated with TGT-PRIMAAGE.  The higher the dose of TGT-PRIMAAGE, 
the lower the level of acetylcholinesterase activity. Rats treated with the medium (141.44  
±  11.81 U/L) and high dose (138.63  ± 8.1 U/L) of TGT-PRIMAAGE had levels which 
are lower than the normal control (170.39  ± 5.33 U/L) and tocotrienol  (148.88 ± 3.75 
U/L) treated rats. The data is presented in Table 2. 

The level of acetylcholine was the highest in the normal control, not induced with 
D-galactose (269.52 ± 22.32 µM); while the level was the lowest in the non-treated 
D-galactose ageing rats (85.71±6.23 µM). The acetylcholine levels were similar among 
the rats treated with tocotrienol (151.43 ±11.55 µM), medium dose TGT-PRIMAAGE 
(142.38 ± 9.67 µM) and high dose TGT-PRIMAAGE (152.86 ± 3.78 µM). The data is 
presented in Table 2. 

ACh is a cholinergic neurotransmitter that plays important role in regulating the 
cognitive functions of the brain. AChE hydrolyzes ACh into acetate and choline, resulting in 
the termination of synaptic transmission (Zugno et al., 2014). Anwar et al. (2012) reported 
that phenolic compounds decreased AChE activity in the cerebral cortex and striatum of 
adult Wistar rats resulting in higher ACh in the rats and better cognitive function. In this 
study, the memory-enhancing effect of TGT-PRIMAAGE was found to be accompanied 
by increasing cholinergic activity in the brain of the rats. The present study found that 
TGT-PRIMAAGE inhibited AChE activity and at the same time enhanced ACh in treated 
rats. AChE activity was inhibited in a dose-dependent manner for the rats that were treated 
with TGT-PRIMAAGE in comparison with the rats without treatment. AChE activity 
was also inhibited in the rats that received tocotrienol in comparison with rats induced by 
D-galactose. There were no significant differences in the inhibitory effect of AChE in the 
normal control and tocotrienol treated group on the AChE. The level of ACh was reduced 
in the D-galactose induced rats compared to the normal control rats. The levels of ACh 
increased as the doses of TGT-PRIMAAGE were increased. 
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CONCLUSION

TGT-PRIMAAGE increased the antioxidant capacity by increasing CAT activity. With 
reduced oxidative stress, the levels of MDA and AGEs were reduced. The supplementation 
of TGT-PRIMAAGE to the ageing rats also showed improvement in memory and learning 
abilities by inhibiting acetylcholinesterase activity and increasing the level of acetylcholine. 

ABBREVIATIONS

CAT – Catalase
D-gal – D-galactose
AGEs – Advanced glycation end products
MDA – Malondialdehyde
TE – Tocotrienol
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ABSTRACT

Gallic acid (GA) is a phenolic compound found in almost all plants and has been reported 
to possess powerful health benefits such as anti-oxidant, anti-inflammatory, anti-cancer, and 
anti-diabetic properties. However, GA suffers a short half-life when administered in vivo. 
Recent studies have employed graphene oxide (GO), a biocompatible and cost-effective 
graphene derivative, as a nanocarrier for GA. However, the toxicity effect of this formulated 
nano-compound has not been fully studied. Thus, the present study aims to evaluate the 
toxicity and teratogenicity of GA loaded GO (GAGO) against zebrafish embryogenesis 
to further advance the development of GA as a therapeutic agent. GAGO was exposed to 
zebrafish embryos (n ≥ 10; 24hr post fertilization (hpf)) at different concentrations (0-500 

μg/ml). The development of zebrafish was 
observed and recorded twice daily for four 
days. The toxicity of pure GO and GA was 
also observed at similar concentrations. 
Distilled water was used as control 
throughout the experiment. A significantly 
high mortality rate, delayed hatching 
rate and low heartbeat were recorded in 
embryos exposed to GO at concentrations 
of ≥ 150 μg/ml at 48 hr (p<0.01), 72 hr 
(p<0.001) and 96 hr (p<0.0001) post-
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exposure. Interestingly, all measured parameters were significantly improved in embryos 
exposed to the same concentration of GAGO (100-150 μg/ml), which was comparable to 
control group at all-time points. The present data demonstrated that GAGO is safe to be 
used at low concentration exposure (0-150 μg/ml), but further study has to be conducted to 
correlate the toxicity of GAGO with its effective concentration in in vitro and in vivo model.

Keywords: Gallic acid, graphene oxide, nanoparticles, toxicity, zebrafish embryo

INTRODUCTION

In recent years, the advancement and development of nanotechnology have been used 
in various kinds of areas such as engineering, biotechnology and also in medicine. 
Nanomaterial can be defined as a particle or constituent that is produced by nanotechnology 
at nano-scale dimension. Nanomaterials characteristic which have small properties in size 
can aid in the study of drug mechanism to increase the therapeutic efficiency. There is a 
significant advantage of using nanomaterial in medicine for the diagnosis and treatment 
of diseases, especially in drug delivery. The ability of nanomaterials is mostly based on 
their physical properties which can carry drug or compound on their surface plane. Thus, 
it can enhance the drug to transport directly into the targeted site. 

Graphite is a carbon compound made up by single or multi-layer sheets of graphene 
films consist of single lattice-shaped carbon layer with atomic thickness (Sheshmani & 
Fashapoyeh, 2013). Meanwhile, graphene oxide (GO) consists of a single-atom-thick layer 
of graphene sheets with hydroxyl, carboxylic acid and epoxide groups on the surface plane 
(Dikin et al., 2007). It is produced when graphite undergoes oxidation process, in which 
oxygenated functionalities are introduced in the graphite structure, and thus expand the 
layer separation. This structure makes the material more hydrophilic on its basal planes 
and edges which aid GO to produce water stability suspension and is easily exfoliated into 
monolayer sheets (Sheshmani & Fashapoyeh, 2013).

GO nanoparticle has tremendous properties and application features according to 
its physical (light), strength, good thermal, and electrical conductivity such as polymer 
composites, sensors, ‘paper’-like materials, field-effect transistors, energy-related materials 
and biomedical applications (Yang et al., 2013; Geim & Novoselov., 2007). GO can also be 
applied in energy storage, nanoelectronics devices, biosensors, drug delivery, cell imaging 
and tissue engineering (Yang et al., 2011). GO is fluorescent, which makes it especially 
suitable for various medical applications. Previous studies have reported that GO has anti-
microbial activity against gram-negative and gram-positive bacteria (Hu et al., 2010; Santos 
et al., 2012; Shamsi et al., 2018). In addition, due to its low toxicity, GO has also been 
investigated for targeted drug delivery in cancer therapy (Chang et al., 2011). GO has a 
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high surface area and this enables a lot more drugs to be loaded onto its surface. This could 
potentially reduce the side effects of the current cancer treatment (Danovich et al., 2017).

Gallic acid (GA), 3,4,5-trihydroxybenzoic acid, a type of phenolic acid, is commonly 
found in gallnuts, sumac, oak bark and many other plants (Dorniani et al., 2012). Previous 
study has reported that GA has anti-cancer properties by  suppressing tumor angiogenesis 
(Lu et al., 2010). GA also dominates various physiological functions like anti-aging, 
anti-inflammatory, anti-carcinogenic and anti-melanogenic activity (Dorniani et al., 
2016). However, GA suffers a short half-life when administered in vivo. GA has specific 
conformation with three adjacent aromatic phenoxyl groups involved in intra- and inter-
molecular hydrogen bonding, which is exhibited in binding and it also exhibits strong 
chelating abilities with numerous inorganic ligands and proteins (Masoud et al., 2012; 
Rawel et al., 2006). These unique characteristics allow GA to be modified and loaded to 
the drug carrier, such as GO.

Zebrafish has emerged as a powerful in vivo model system for small molecule screening 
which is utilized as the alternative model organism for rodent. It is a good model for its 
unique characteristics which are small, transparent and fast developing eggs that aid 
high throughput chemical screening and short generation times (Gerlai et al., 2009). In 
addition, zebrafish also features 70% of genetic homology to human, robust, phenotypes, 
high-throughput genetic and it also exhibits similar physiological responses, especially 
during the development of chronic diseases (Howe et al., 2013). Zebrafish can act as an 
attractive model for studies that aimed at understanding toxic mechanisms, morphological 
assessment and environmental risk assessment of chemicals such as oxidative stress indices 
and anti-oxidant parameters. 

In this study, we have selected GO as the nanocarrier to create composite nanoparticles 
that incorporate GA for active drug delivery, GAGO. This nanocompound is believed to 
produce beneficial synergistic properties especially in anti-cancer (Dorniani et al., 2016) 
and anti-microbial (Shamsi et al., 2018) activities. However, the underlining toxic effects 
of GAGO are still largely unclear, especially at the critical period of embryogenesis. 
Thus, the present study was intended to evaluate the toxicity and teratogenicity effects of 
a newly formulated nanocomposite compound, as well as its pure forms, GA and GO, in 
zebrafish embryogenesis.

MATERIALS AND METHODS

Graphene Oxide (GO) Synthesis

An improved Hummers method was used to synthesize GO using graphite powder (Marcano 
et al., 2010). A 9:1 mixture of concentrated H2SO4/H3PO4 (360:40 ml) was added to a 
mixture containing 3 g graphite powder. While stirring, 18 g of KMnO4 was added gradually 
and slowly to the above reaction mixture, at temperature of 40oC. Then, the mixture was 
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heated up to 50oC and continued stirring for 12 hr. The reaction mixture was cooled to room 
temperature for 2 hr and poured onto ice bath (400 ml) with the addition of 3 ml H2O2. A 
centrifugation technique (Sorvall, USA) at 1073 x g was used to decant the supernatant 
from the mixture above. The suspension was washed in succession with 1:1:1 ratio of 200 
ml of distilled water, HCl and ethanol to remove any impurities by centrifugation (1073 x 
g, 15 min, room temperature). The suspension obtained was vacuum-filtered using PTFE 
membrane (50 mm of diameters and 0.45 µm pore size) (Sigma-Aldrich, United States) 
and left to dry overnight at room temperature. 

Preparation of GAGO Nanoformulation

Pure drugs, GA (0.25 g) and GO (0.05 g), were dissolved in 50 ml of distilled water (pH 
4.71). The mixture was stirred for 16 hr, centrifuged at 1073 x g for 15 min and washed 
thoroughly in distilled water to remove any unreacted GA. The suspension was stored 
overnight in an oven at 40°C. Then, the dry suspension were weighted and stored in glass 
tube (Dorniani et al., 2016).

Characterization of GO and GAGO

The synthesized GO was characterized by using a UHTS 300 Raman spectroscopy (WITec, 
Germany) with an excitation wavelength of 532 nm. The morphology of GO nanocarrier 
and GAGO nano-formulation was observed on a scanning electron microscope (SEM) (FEI, 
USA). Fourier transform infrared spectra (FTIR) (Shimadzu, Tokyo, Japan) was performed 
on the synthesized GO, GAGO and pure GA using the KBr disc method (Forato et al., 
1998). The percentage yield of GAGO was determined for three different batches. The 
loading capacity and efficiency of GAGO were measured using UV-Vis spectrophotometer 
(Biorad, USA).

Zebrafish Embryo Toxicity Assessments

The Danio Assay Kit for toxicity assessment was purchased from the Danio Assay 
Laboratories (Danio Assay Laboratories Sdn. Bhd, UPM, Malaysia), which was equipped 
with 300 live zebrafish embryos, 96 well plates, 500 ml of Danio-embryo media containing 
0.1% DMSO and manual instruction. The wild-type Zebrafish (AB strain) was maintained 
by Danio Assay Laboratories according to standard in a recirculation system, and under 
the permission of the Institutional Animal Care and Use Committee (IACUC), Universiti 
Putra Malaysia. 

The principle of embryonic toxicity assessment on zebrafish embryo was based on the 
method developed by Schulte and Nagel (Schulte & Nagel, 1994; Nagel, 2002). Briefly, 4 
hr post-fertilization (hpf) healthy embryos were transferred into 96-well culture plates (1 
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embryo in 200 µl of Danio embryo media per well) and acclimatized for 24 hr in a 12-hr 
light-12-hr dark (LD) cycle. Any dead or unfertilized embryos were removed, and the old 
medium was replaced with new embryo media. The viable embryos were then treated with 
different concentrations of GAGO (0-500 µg/ml) at 28°C in a semi-static condition for 96 
hr (24 hpf to 120 hpf). GA, GO and distilled water were used as controls. All solutions 
were refreshed every 24 hr. The different toxicological end-points including mortality rate, 
heart rate and hatching rate, were observed and captured by using an inverted microscope 
(Olympus IX73, equipped with DinoCapture camera) at 24 hr, 48 hr, 72 hr and 96 hr 
post-exposure. The mortality of embryo was indicated when it formed coagulation and 
absence of heartbeat (Nagel, 2002). Survival rate was analysed by counting the number of 
live embryos or larvae at each time point. The hatching rate was recorded at 24 hr and 48 
hr post- exposure. Dead embryos were removed during the observation time to avoid any 
contamination. Three independent experiments were performed for each treatment group 
(n≥10 embryos per exposure group).

Statistical Analysis

Differences between groups were analysed by Log-rank (Mantel-Cox) test, one- or two-way 
ANOVA with Tukey’s and Dunnet post-test comparison where indicated. All experiments 
were repeated three times independently. Statistical analyses were performed by using 
GraphPad Prism 7.0d statistical analysis software (GraphPad Software, La Jolla California 
USA). Data was presented as mean ± standard error of the mean (SEM).  A p value of less 
than 0.05 was considered to be statistically significant. 

RESULTS AND DISCUSSION 

The Characterization of GO and GAGO 

The GO obtained was observed to be black in colour and appeared flaky (Figure 1A) with 
a relatively large surface area and morphology that resembles thin folded and crumpled 
paper under SEM (Figure 1D). The Raman spectra of GO showed significant structural 
changes and broadening of the D band at 1373 cm-1 and 1908 cm-1 of G band (Figure 1C). 
Following the successful synthesis of GO, GA was loaded onto GO, to produce GAGO 
(Figure 1B), which percentage yield (88.4%), loading of GA (0.382 g/g of GAGO) and 
loading efficiency of 33.79%. The GAGO obtained was in the form of black thin film 
(Figure 1B) and SEM image showed the thickness of the GAGO structure, as compared 
to pure GO (Figure 1E), which indicates the loading of GA.

In order to investigate the different types of interactions, the pure GA and GO as well 
as the new formulated GAGO were further characterized by using FTIR. This analysis 
has been performed to investigate the structure and presence of functional groups of the 
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materials. The presence of new peaks (labelled as black spots) as shown in Figure 2 for 
GAGO at around 3734 cm-1 corresponds to the characteristics peak at 3730 cm-1 that 
appears as well in GA (Figure 2A). Then, the peak in the region 2362 cm-1 and 2117 
cm-1 can also be assigned to ascertain the attachment of GA to the GO nanocarrier. The 
infrared spectrum of GAGO nanoformulation shows the characteristic peaks of both GO 
nanocarrier and GA, which suggest the successful loading of GA, hence the formation of 
GAGO nanoformulation.

Figure 1. (A) GO flakes synthesized by a modified Hummer’s method (B) Freshly prepared GA loaded GO 
(GAGO). (C) Raman spectra of GO obtained at 532 nm. FESEM images of (D) GO and (E) GAGO at 100x 
magnification. Scale bar represents 500 nm for GO and 4 µm for GAGO. 

Figure 2.  FTIR spectra of (A) pure GA (B) GAGO and (C) GO. The black spots depict new peaks that exist 
on GAGO spectrum that correspond to the peaks on GA spectrum.
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Survival Rate of Zebrafish Embryo Treated with GA, GO and GAGO

In order to assess and compare the possible toxicity effects of GAGO during zebrafish 
embryogenesis, the survival rate of zebrafish embryos exposed to different concentrations 
of GAGO (0-500 µg/ml) as observed at 24, 48, 72 and 96 hr post-treatment (Figure 3A-
C). In this study, pure GA and GO were used as comparisons to GAGO, concentrations of 
pure GA (0-191 µg/ml) were based on the percent of drug loading on GO (0-500 µg/ml) 
obtained during GAGO preparation, and water was used as control. The total percentage of 
survival rate was represented by dead and unfertilized embryos which exhibited coagulated 
embryos, lack of somite formations, non-detachment of the tail and absence of heartbeat 
(Busquet et al., 2013). 

As shown in Figure 3A-B, both pure GA and GO caused significant toxicity to the 
zebrafish embryos. The two highest concentrations of GA (141.69 and 191 µg/ml) increased 
the mortality rate of treated embryos, with less than 50% and 10% survival recorded at 72 
hr and 96 hr post-treatment, respectively. Compared to GA, pure GO shows more potent 
toxicity to the embryos, with none survival recorded as early as 24 hr post-treatment at 
500 µg/ml (Figure 3B). By 96 hr, complete mortality was recorded in ≥100 µg/ml of GO. 
However, all embryos treated with the lowest concentration of both, pure GA (19.12 µg/
ml) and GO (50 µg/ml), survived this study, and were comparable to the control group. 
The potential toxicity of GA and GO might be due to their structure that contains multiple 
hydroxyl groups, particularly in B-rings, which significantly increased the production of 
reactive oxygen species (ROS) and free radicals that lead to the induction of oxidative 
stress, results in interruption of normal biological function during the developmental 
period of zebrafish embryo (Lee & Lee, 2006; Li et al., 2016). This is in contradiction with 
previous study reported that GA (up to 120 µg/ml) showed no toxicity when exposed to 
zebrafish embryo for up to 48 hr (Singulani et al., 2017). Together, these data indicate the 
potential toxicity of prolong exposure of pure GA and GO at high concentrations during 
zebrafish embryogenesis.

Interestingly, embryos treated with GAGO shows significant improvement in survival 
rate compared when they were treated with similar concentration of pure GA or GO (Figure 
3C). Unlike toxicity seen in GA and GO, treatment with 50-150 µg/ml of GAGO has no 
significant effect on the survival rate, with 90% survivability of embryos was recorded, 
at all measured time points, throughout 96 hr exposure. The only fatal concentrations that 
caused 100% mortality in GAGO were seen at 300 and 500 µg/ml, as early as 24-hour 
post-treatment. These findings indicate that the toxicity effects of GA and GO, but not 
GAGO, are based on time- and dose-dependent manners.

The improvement on survival rate observed in GAGO-exposed group might be 
contributed by the structure of GAGO. Structurally, GO having hydroxyl, epoxy, and 
carboxyl groups on its surface, which can be covalently bonded with another particle 
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to functionalize as potential drug treatment (Stankovich et al., 2006). Previous study 
has reported that the surface charge of graphene has a strong impact on the disruption 
of red blood cell membranes, which is attributed to the strong electrostatic interactions 
between negatively charged oxygen groups on the GO surface and positively charged 
phosphatidylcholine lipids on the cell membranes (Hu & Zhou, 2013). Thus, it is possible 
that these functional groups may have interacted with the membrane encapsulated the 
embryos and induces toxicity. 

On the other hand, GA naturally works as anti-oxidant, which can inactivate the free 
radicals reaction hence preventing the building up of oxidative stress. In addition, GA 
also has phenolic groups that are a source of readily available hydrogen atom, which can 
delocalize free radicals over its phenolic structure (Nikolic, 2006). Therefore, it is possible 
that the functionalization of GO, by loading with GA, might has naturalize the negative 
charges in the GO structure, hence hindering the toxicity effect of pure GO. Moreover, the 
structure of sharp edge of GO also could potentially disrupt the membrane of embryo that 
lead and cause death of embryos (Qiu et al., 2018). However, when GO as loaded with 
GA, the sharp edge surface might be masked and protected from disrupting the membrane 
of zebrafish embryo, hence increasing the survivability of zebrafish embryo in GAGO 
treatment group (Sahay et al., 2010).
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Figure 3. Effects of different treatments on survival of zebrafish (Danio rerio) embryos during 96 hr time 
course. Embryos of zebrafish were exposed at different concentrations of either GA, GO, or GAGO (50, 
100, 150, 300, 500 µg/ml). Distilled water was used as control. Data were averaged from three independent 
experiments and are shown as mean ± SEM. Significant differences between experimental groups are denoted 
by “*” (One-way ANOVA, p < 0.05).

Hatching Rate of Zebrafish Embryo Treated with GA, GO and GAGO

Hatching rate is one of the important parameters to determine the toxicity status of 
nanomaterials using zebrafish model. Zebrafish embryo normally hatched between 48 and 
72 hpf, in which occur at 24 and 48 hr post-treatment in this study, and it is considered as 
one of the critical stages during embryogenesis (d’Amora et al., 2017). The hatching rates 
of zebrafish embryos exposed to five different concentrations of GA, GO and GAGO are 
shown in Figure 4A-C. 

In this study, embryos treated with ≤57.35 µg/ml of pure GA showed 100% normal 
hatching rate (Figure 4A). However, treatment with ≥141.69 µg/ml of GA significantly 
caused embryonic development delayed, with only 50% hatching rate was recorded 
between 24 hr and 48 hr post-treatment. As for GO-treated group, less than 20% embryos 
hatched was recorded when they were treated with ≥100 µg/ml of GO (Figure 4B). The 
only concentration that did not affect embryos hatching rate in GO was 50 μg/ml, with 
all embryos within this group hatched between 24 hr and 48 hr of exposure and were 
comparable to the control group.  In contrast to GA- and GO-treated groups, a remarkable 
improvement in hatching rate was observed in GAGO when they were treated with similar 
concentration of pure GA (141.69 µg/ml) and pure GO (300 µg/ml) (Figure 4C). In addition, 
all concentrations except 500 µg/ml, showed normal hatching rate based on the fertilization 
period of embryos, and they were comparable to the control group. Although Figure 3C 
recorded that none of the embryos survived at 24 hr post-exposure to 500 µg/ml of GAGO, 
60% of these embryos were found dead in larvae state (Figure 4C). Our findings indicate 
that GA, but not GO and GAGO, exhibited a time- and concentration-dependent behaviour. 
On the other hand, GO and GAGO have only affected the embryos hatching activity in a 
dosage dependent manner. 
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The ability of pure GA to simply dilute and adhere onto the surface of the chorion of 
zebrafish embryo might partially contribute to the lower hatching rate observed in GA-
treated embryos (Ong et al., 2014). Moreover, another study also reported similar finding, 
in which, graphene is adhered firmly to chorion and induced hatching delayed during 
zebrafish embryogenesis (Manjunatha et al., 2018; Liu et al., 2014 ). Adherence of GA 
and GO  might cause clogging in the chorion pores, resulting in interfering of hatching 
enzyme and oxygen exchange, thus lead to hypoxia in zebrafish embryo (Liu et al., 2014; 
Yan et al., 2012).  

Figure 4. Hatching rate (%) of zebrafish (Danio rerio) embryos exposed to different treatments of either GA, 
GO, or GAGO (50, 100, 150, 300, 500 µg/ml). Distilled water was used as control. Data were expressed as 
mean ± S.E.M. Significant differences between experimental groups are denoted by “*” (Two-way ANOVA, 
followed by a post hoc test: Dunnet’s, p < 0.05).
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Heart Rate of Zebrafish Embryo Treated with GA, GO and GAGO

Heart is the first organ to develop and function during zebrafish embryonic development 
(Bakkers, 2011). Heartbeat measurement is important in assessing cardiac function and 
commonly used to evaluate the toxicity of a toxicant (De Luca et al., 2014). Furthermore, 
heartbeat induction is also sensitive to nature and can easily be detected due to the embryo 
characteristic that is transparent and can be visualized at single cell resolution (Verkerk & 
Remme, 2012). Furthermore, the normal heart rate of zebrafish embryo ranged between 
120-180 beats per minute (Baker et al., 1997). The heart rate of embryos exposed to pure 
GA, GO and GAGO is shown in Figure 5A-L.

As shown in Figure 5, heart rate changes were found in a dose- and time-dependent 
manner with pure GA and GO exposure, but not GAGO. The heart rate of GA-treated 
embryos in most concentrations (≤141.69 µg/ml) was within a normal range for up to 48 hr 
exposure (Figure 5C-D). However, at 72 hr and 96 hr post-treatment, statistically significant 
decrease was observed at ≥141.69 µg/ml and ≥57.35 µg/ml of GA, respectively. Other 
GA concentrations show no significant effect on the heart rate and were comparable to the 
control group. Since all the embryos treated with ≥300 µg/ml of GO were found dead at 
24 hr exposure (Figure 3), a remarkable decrease in the heart rate was in consistent with 
the data (Figure 5E), and it further decreased in all concentrations, except for 50 µg/ml, 
throughout the 96 hr exposure (Figure 5E-H). GAGO treatment has significantly reduced 
the heart rate when embryos were treated with ≥150 µg/ml at 24 hr exposure, however, 
no further decrease was seen and it was maintained throughout 96 hr of exposure. GAGO 
also posed significant improvement in embryos treated with similar concentrations of GO 
(Figure 5E-L). 

The highly toxicity posed in GO might induce embryonic bradycardia which leads to 
cardiac arrhythmia (Manjunatha et al., 2018). Bradycardia can be a result of embryonic 

Figure 4. (Continued)
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distress and/or severe hypoxia. Similarly, this finding was supported by a previous study 
reported that multi wall carbon nanotube (MWCNT) and GO can alter the heart rate, while 
reduced graphene oxide (RGO) does not have such effect (Liu et al., 2014). Besides, these 
results also indicate that combination of GO and GA has promising impact in reducing 
the toxicity of GO. 
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Figure 5. Heart beats of zebrafish embryos in the presence of GA (A-D), GO (E-H) or GAGO (I-L) at different 
concentrations (50, 100, 150, 300, 500 µg/ml). Embryos treated with GA, GAGO and GO exhibit significant 
bradycardia at all treated groups. Data were expressed as mean ± S.E.M. Significant differences between 
experimental groups are denoted by “*” (One-way ANOVA, followed by a post hoc test: Dunnet’s, p < 0.05).
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CONCLUSION

In this study, GA, GO and GAGO were found to induce toxicity based on time- and 
dose-dependent manner. High mortality, delayed hatching rate and reduced in heartbeat 
were recorded at higher concentrations of all groups. The present finding shows that the 
newly-formulated GAGO nanoparticle reduced the toxicity of pure GO and GA during 
zebrafish embryogenesis, by improving the survival rate, hatching rate and heart rate. The 
safe concentration of GAGO was recorded between 0-150 μg/ml, in which one-fold higher 
than pure GA and GO. However, further study is still needed to correlate the toxicity of 
GAGO with its effective concentration through in vitro and in vivo studies.
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ABSTRACT  

Studies on the spatiotemporal distribution monitoring of light fishing fleets are limited 
due to extensive study area, data availability, dynamic distributions, limited monitoring 
technology, and perception of the fishers. This study aims to monitor and estimate the 
density of light fishing fleets, representing the centre of fishing areas. Using the visible 
infrared imaging radiometer suite of boat detection data combined with actual fishing data, 
the pattern of spatiotemporal distribution of light fishing fleets was analysed, displayed 
with the variations in sea surface temperature and chlorophyll-a concentrations. This 
study was carried out at west Sumatera waters. The actual fishing data, light fishing fleets 
data, and environment parameter data were collected in 2014-2018. The calculation of 

the geographical distribution was carried 
out using the geographical information 
system models with four spatial indicators, 
i.e., central tendency, spatial dispersion, 
directional dispersion, and directional 
trends. The results showed various patterns 
and behaviours on light fishing fleets 
spatial distribution. We also revealed the 
spatiotemporal pattern dynamic of the 
geographic distribution of light fishing 
fleets in the west Sumatera waters. The 
distribution pattern was random compared 
to the sea surface temperature distribution. 
On the other hand, it was quite centralized 



Nurholis, Jonson Lumban-Gaol and Fachrudin Syah Achmad

328 Pertanika J. Sci. & Technol. 28 (1): 327 - 351 (2020)

following the chlorophyll-a concentration. The distribution of light fishing fleets was 
dominant in the area with high chlorophyll-a concentration.

Keywords: CFAs, light fishing fleets, spatial indicators, spatiotemporal analysis 

INTRODUCTION

Monitoring and mapping of fishing activities are the critical components in the planning 
and management of fisheries and marine resources (Booth, 2000). Fishing location data 
have been used for a long time to identify and delineate fishing areas (Jennings & Lee, 
2012), assisting  the fisheries resource assessments (Booth 2000; Tidd et al., 2017), 
estimating the fishing efforts (Parnell et al., 2010) and evaluating the impact of external 
factor interventions in marine and fisheries resource management (Cabral et al., 2016). 
However, the monitoring and mapping of the fishing activities still face many problems in 
Indonesia, such as high cost in fishing data collection, low quality of fishing data, and the 
perception of fishers about fishing data. Many Southeast Asian countries have high fishing 
densities (N boat km-2) (Stewart et al., 2010), while the majority of their fishing fleets have 
not been equipped with a vessel monitoring system (VMS) (Kroodsma et al., 2018)

Night-time satellite imagery provides an alternative source of spatial data in marine 
and fisheries studies, especially for vessels using lights as fish aggregating devices (FADs) 
to attract fish (Kroodsma et al., 2018). Elvidge et al.  (2015) stated the potential of VBD 
(VIIRS Boat Detection) as the boat location extracted from visible infrared imaging 
radiometer suite, day/night band (VIIRS DNB) image data to provide an advance solution 
of vessel monitoring activities. The light intensity used in this fishing method allows it to 
be identified through the night-time image (Geronimo et al., 2018).

Various studies can be carried out by utilizing night-time imaging data such as light 
pollution mapping in marine protected areas (MPA) (Davies et al., 2014; Davies et al., 
2016), offshore drilling mapping (Elvidge et al., 2009; Elvidge et al., 2016), vessel detection 
and monitoring (Elvidge et al., 2015; Straka et al., 2015), the suitability of fish resource 
habitats mapping (Kiyofuji & Saitoh, 2004), estimation of fishing effort and intensity for 
single fish species (Saitoh et al., 2010), and mapping predictions of potential fishing zones 
(PFZs) (Kiyofuji & Saitoh, 2004; Saitoh et al., 2010; Syah et al., 2016; Setiawati & Tanaka, 
2017; Zhang et al., 2017; Geronimo et al., 2018).

In some studies, the night-time imagery was compared to the VMS data to understand 
the relationship between the fishing gears and the light intensity of the image better. The 
highest light intensity associates with squid lift fishing gear and small purse seine pelagic 
(Geronimo et al., 2018), which  subsequently associates with FADs for hand line fishing, 
boat lift net and set lift net. It assumes that the VBD data can delineate fishing grounds 
for specific fishing gears. Indirectly, the fleet distribution always connects with the spatial 
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distribution of fish. The spatial distribution of fish is a complex phenomenon controlled 
by the interactions between various oceanographic and environmental parameters, such as 
sea surface temperature (SST), sea surface height (SSH), and chlorophyll-a concentration, 
monitored remotely using satellites (Syah et al., 2016; Setiawati & Tanaka, 2017; Zainuddin 
2011). Furthermore, dissolved oxygen, upwelling, salinity, and current can also influence 
fish distribution

Geographic information system (GIS) technology is specifically designed to visualize, 
manipulate, manage, and analyse various reference data to determine relationships, linkages, 
patterns, and trends, which may not be directly proven by the existing data sources (Fischer 
& Getis, 2010). Development devices in GIS, such as spatial statistical analysis methods, 
make the researcher easier to study and understand the variation and exploration process 
of marine and fisheries resources in the spatiotemporal domains (Pierce et al., 2002).

Many studies have utilized the GIS in fisheries science and fishing fleets monitoring in 
the management aspects (Pierce et al., 2002; Palenzuela et al., 2004; Riolo 2006; Jayaraman 
et al., 2013) including marine area and fisheries planning (Dineshbabu et al., 2014), 
modelling the relationship of environmental parameters and fish distribution  (Lan et al., 
2013; Lumban-Gaol et al., 2015; Lan et al., 2017; Nurdin et al., 2017). In this study, the 
GIS-based analysis focused on analysing the light fishing fleets density, the spatiotemporal 
distribution estimations, and the relationship between environmental parameters and the 
spatiotemporal distribution of light fishing fleets.

The objectives of this study are: (1) to monitor the light fishing fleets density using 
VBD and actual fishing data, (2) estimate and observe the pattern of the spatiotemporal 
distribution of light fishing fleets in the west Sumatera waters (WSW) against SST and 
chlorophyll-a concentrations. The results are expected to provide information on new 
approaches for monitoring light fishing fleets and assist the decision makers in managing 
fisheries resources in WSW.

MATERIAL AND METHODS

Study Area

This research was conducted in the west Sumatera waters (WSW). The WSW is the 
part of the Republic of Indonesia Fisheries Management Area named WPP RI 572. 
Characteristically, the WSW is slightly different compared to the South Java Sea (SJS). 
Upwelling occurs in SJS during the southeast monsoon and also affected by the Indonesian 
current which flows through Sunda Strait and carries rich nutrients from Java Sea. Our 
study area is shown in Figure 1.
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Fisheries Data
The actual light fishing fleet data were collected from the daily logbook of hand line fishing 
boats in 2014-2018 within various gross tonnages (GT). The hand line fishing is a simple 
fishing gear consisting of fishing lines, snap, connectors, and hooks, and generally used 
for demersal fishery (Mulyadi et al., 2015). The actual fishing fleet data were filtered and 
selected based on the attributes needed in this study, as shown in Table 1. Furthermore, 
the data were converted in the GIS software and re-filtered to ensure a clean outliers 
fishing point. The data were also compiled in GIS software to observe the spatiotemporal 
distribution. The actual fishing fleet data were overlaid with the VBD density to determine 
whether VBD data are representative of actual data or not. The aim of overlaying data was 
to identify the CFAs in the WSW. Flow chart analysis of fishing fleet data can be seen in 
Figure 2.

Table 1
The actual fishing data used in this study

No Lon Lat (n) (w) (t) day month year
1 99.45 -1.26 1 50 38 2 1 2016
2 99.35 -1.32 1 46 49 3 1 2016
3 99.44 -1.42 1 71 49 4 1 2016
4
Noi

99.47
Loni

-1.46
Lati

7
ni

390
wi

49
ti

5
dayi

1
monthi

2016
yeari

Note: n = total fishing catch, w = weight of fishing catch, t = fishing trip
Source: Daily logbook datasheet of Bungus Fishing Port

Figure 1. Area of Interest (AOI) in West Sumatera Waters (WSW)
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Figure 2. Flowchart of hand line actual fishing data analysis

VIIRS Boat Detection Data

VIIRS is the primary imager on Suomi National Polar Partnership (SNPP) that has been 
successfully launched in 2011. The VIIRS DNB collects low light imaging data with 45 
times smaller pixel footprint than the OLS. One of the initial products of VIIRS DNB  is 
VBD data, known as boat location that detected from present of lights intensity in the ocean 
(Elvidge et al., 2015). The light fishing fleets data were extracted from the VBD data. Those 
data were downloaded from the U.S National Oceanic and Atmospheric Administration 
National Centre for Environmental Information’s Earth Observation Group website (www. 
ngdc. noaa.gov/eog/viirs/downloadphil.boat.html) from 2014 to 2018. Each VBD datum 
represents pixels which are suspected to be boat lights in the VIIRS DNB image (Elvidge 
et al., 2015; Cozzolino & Lasta, 2016; Elvidge et al., 2018).

The VBD data files contained information on the ship’s suspect pixel geolocation, such 
as radiances value (nanoWatts/cm2/sr), date, image acquisition time, image data processing 
date, and ship detection quality (quality flag) (Geronimo et al., 2018). Each detection quality 
information is represented by these symbols, QF_1 (strong boat detection), QF_2 (weak 
boat detection), QF_3 (blurry boat detection), QF_8 (recurring lights) and QF_10 (weak 
and blurry lights/gas flares) symbols (Elvidge et al., 2015). In this study, only data with 
QF_1 criteria were used for further analysis to represent ships with high light intensity, 
undoubtedly related to the number of FADs (Table 2). The data warehousing process was 
carried out in GIS platform using several toolboxes. 
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Generally, the procedures were applied for this study is pre-processing VBD data and 
pattern identification. Pre-processing activity includes conversion, query, and delineation 
area of interest. We performed “point to raster” tools in the pattern identification stage to 
create annual VBD presence raster with 700 x 700 m2 resolution. Kernel density was also 
performed to identify the light fishing fleets spatial pressure. Based on density information 
we clustered the density by visual interpretation and manual digitation to identified CFAs. 
The density clustering process also based on field information of dominant traditional PFZs 
at study area. CFAs location and identity determined by local spatial knowledge, and then 
we calculated the total area. To obtain information on the dynamics of the geographical 
distribution of light fishing fleets we also performed the “spatial statistics tool”. Monthly 
light fishing fleets position data per season then overlaid with spatial analysis results and 
environmental parameters namely SST and chlorophyll-a concentration. The flow chart 
for VBD data processing is shown at Figure 3.

Source: Statistic report of Bungus Fishing Port (2017) and Geronimo et al. (2018)

No Fishing Gears Target Species Light Description

1 Purse seine Tuna, Mackerel Tuna, 
Skipjack, Mackerel

HPIT Spotlights with halogen bulb 
1000-5000 watt/ 15-40 bulbs or FADs, 
depending on the ship size

2 Hand Line
Yellow Fin Tuna, Big 
Eye Tuna, Demersal 
Fishes

HPIT Spotlights with halogen bulb 
1000-5000 watt/10-20 bulbs or FADs

3 Boat lift net Skipjack, Mackerel 
Tuna, Mackerel 

HPIT Spotlights with halogen bulb 
1000-5000 watt/10-30 bulbs or FADs; 
sometimes, underwater lights are also 
used with a capacity of 500-1000 
watts/2-8 units or FADs

4 Set lift net
Anchovies, Squid, 
other little pelagic 
fish

LED or metal halide bulbs with size 
30-100 watt/5-20 bulbs or FADs, 
sometimes, underwater modified lights 
are also used.

Table 2 
Dominant fishing gears using light as Fish Aggregating Devices (FADs) in the Western Indian Ocean

Spatiotemporal Analysis of Light Fishing Fleets Distribution Pattern

The calculation of the geographical distribution was carried out using the GIS-based model 
to determine 4 spatial indicators, namely central tendency, spatial dispersion, directional 
dispersion, and directional trends (Figure 3) (Fischer & Getis, 2010). GIS based model 
applied in this study is spatial statistical analysis (Fischer & Getis, 2010; Perzia et al., 2016). 
It is a well-known spatial modelling because of flexibility in data storage and management, 
easy to understand both analytical and technical, and applicable. The spatial tendencies 
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were calculated using the “mean centre tool” which is the distribution geographical centre 
calculation of the light fishing fleets, the average x, and y coordinates of the total VBD 
coordinates in the study area. Changes in the central tendency reflect variations in the 
distribution of light fishing fleets both spatially and temporally (Perzia et al., 2016).  

The spatial dispersion was calculated using a “standard distance tool” representing 
the degree where the spatial fishing fleets are spatially concentrated or distributed around 
the central tendency. The spatial dispersion maps is represented by circles with a radius 
equal to 95% of the total VBD data as input in the study area. The radius value of the circle 
was assumed as the concentration level of the spatial distribution. The greater of the circle 
radius value, the more dispersed the light fishing fleet spatial distribution will be or vice 
versa (Perzia et al., 2016).

Directional dispersion and directional trend were calculated using the “standard 
deviational ellipses tool.” The directional scattering calculated the standard distance 
from the direction of the x and y coordinates distributions that were represented by oval 
visualization containing 95% of the total data input. Thus, the extent of light fishing fleet 
distribution in an area was determined. On the other hand, directional trends stated the 
direction degree of the distribution data input. The directional trends are representations 
of extending clockwise axis rotation starting at mid-day point. Generally, the description 
and equations of the spatial indicators that performed in this study is shown in Table 3.

Central tendency was average of total x (longitude) and y (latitude) coordinates in 
the study area. Spatial dispersion was the result of standard deviation of total x and y 
coordinates over study area, while the directional dispersion was standard deviation over 

Figure 3. Flowchart of VBD data application to detect spatiotemporal patterns of light fishing fleets distribution 
in West Sumatera Waters
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Effect of Environmental Parameters on Fleet Spatial Distribution

The relationship between spatial fish distribution and oceanographic parameters tends to 
be non-linear (Bertrand et al., 2004; França et al., 2012). Nevertheless, the prediction of 
PFZs is still carried out based on signs of biophysical conditions in the aquatic environment. 
It proves that it has a significant contribution to the influence of the fish distribution and 
fishing fleets distribution. The SST and chlorophyll-a are known as parameters widely 
used for PFZs analysis (Zainuddin & Saitoh, 2008; Lanz et al., 2009; Nurdin et al., 2017). 

The chlorophyll-a can determine water productivity and fish production even though 
the relationship is not direct (Bertrand et al., 2002). Lumban-Gaol et al. (2015) explained 

 and  are the deviations for the x-y coordinates from the mean centre calculation. 
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x coordinates and standard deviation over y coordinates that represent of standard distance 
over the direction of x and y coordinates. Directional trends were the calculation of degree 
A, B, and C. Clear brief of this equation explained as follow:

Table 3 
Spatial indicators used in this study

Spatial 
Indicators Equations Spatial 

Scale
Time 
Scale

Ecological 
Explanation

Central 
Tendency  𝑋� =
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The directional 
tendency of 
light fishing 
fleets (spatial 
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Source: (Perzia et al., 2016)
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Table 4  

Materials, data units, descriptions and data sources

Data Type Data Source Description
Actual Fishing Data

Actual fishing 
data

Daily logbook of the hand line 
fishing

Bungus fishing port daily logbook 
datasheets

Environmental Data

Sea Surface 
Temperature 
(SST)

http://marine.copernicus.eu/

Monthly; The Global ARMOR3D L4 
dataset; data combination AVHRR, 
AMSR and in situ observation of NCDC 
NOAA; spatial resolution 0.25ox0.25o 

Chlorophyll-a 
concentration http://marine.copernicus.eu/ 

Monthly; PISCES biogeochemical 
model data, spatial resolution 
0.25ox0.25o; 

Light Fishing Data

VIIRS Boat 
Detection

https://www.ngdc.noaa.gov/
eog/viirs/download_boat.html

Daily; VBD data (VIIRS Boat 
Detection) level 3; spatial resolution 
(0.375 km – 1.6 km); scanning width 
3000 km

that the sea level and eddies current indirectly indicated good habitat for the feeding area.
The environment data were overlaid with the VBD’s geographical distribution to understand 
the daily and seasonal distribution patterns of the fishing fleet. The daily sample data were 
taken at the new moon phase in each month (every season) to ensure that the detected 
activity points have the best radiance intensities (Elvidge et al., 2015). More explanation 
on the type of data, unit of data, description, and source of data is shown in Table 4.

RESULTS AND DISCUSSION

Figure 4 shows the total fleets detected by VIIRS DNB at the pixel area (700 x 700 m). 
High value of detected fleet (5 to 36 units per pixel) dominantly were at the coast water 
of west Sumatera, Mentawai strait, and coast water of Bota Island at the southern part of 
study area. Low value of detected fleet (1 to 5 units per pixel) dispersed within the study 
area. This information represented fishing pressure at the study area based on light fishing 
fleets spatial distribution. Figure 5 shows the DNB radiance value that represents the light 
intensity detected from DNB Image. Both figures relate to the density of the light fishing 
activity and the dominant fishing gear types operated at that area. Higher radiance value 
suspected related to the fishing gear that utilized big amount of lights as FADs (Table 2). 
The light used at the fishing activities linearly correlated with the radiance value that was 
detected by VIIRS DNB Image.
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Figure 4. VBD data from 2014 - 2018 were rasterized with a resolution of 700 x 700 m (A) The number of 
VBD detected per pixel from 1780 nights and (B) Radiance values   for each VBD point detected

Figure 5. Central Fishing Area (CFA) and actual fishing fleets data in West Sumatera Waters during 2014-2018. 
(A) CFA and spatial density of the number of VBD/pixel (B) CFA and spatial density of radiance values/pixels
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The VBD in WSW indicates a variation in the spatial patterns, i.e., the number of VBD 
per pixel and radiance value per pixel. The number of VBD per pixel was dominantly 
seen in classes 1 to 2 VBD, while the class above 2 was dominant at coast waters and 
Mentawai strait. The dominant radiances have been seen in class that is smaller than 26.71 
nW/cm2/sr. The spatial pattern of the high radiances was consistent with the VBD's value 
per pixel, which tended to be in the coastal water areas (Figure 4).

Figure 4 shows that the spatial pattern of dominant radiance value < 9.03 nW/cm2/sr 
spread throughout the area, while the spatial pattern of radiance value > 9.03 nW/cm2/sr 
was dominantly located near the coast and straits of the study area. This due to < 10 GT 
vessels are generally lift net and mini purseseine that densely distributed in the coastal 
waters of west Sumatera. They predominantly used 5-40 lights as FADs, causing the value 
of detected radiances intensity greater and clearer in the coastal area. The difference in 
detected radiances intensity was highly related to the number of lights used in fishing 
activities (Hsu et al., 2019).

The radiance intensity was expressed in nW/cm2/sr for the boat detection. Actual 
radiance intensity data was expressed in W/cm2/sr that had seven to ten zeros after the 
decimal point before the start of significant digits. For better understanding, the W/cm2/sr 
was multiplied by billion and became nW/cm2/sr. This idea intended to produce number 
with one or two digits to the left of decimal point and a string of values to the right of the 
decimal point (Elvidge et al., 2015). High intensity of radiances represents high intensity 
light sources at sea. The high radiance distribution at coast water of west Sumatra explained 
that dominant fishing gear used at that area was boat lift net. Boat lift net is light based 
fishing gear that catches pelagic fish, operates at night and utilizes 30 – 60 light sources. 
At the center of Mentawai strait, radiance intensity became smaller due to long line, hand 
line and purse seine fishing activity.

The ability of VIIRS night imaging is very significant in improving the quality of 
night-time image results compared to its predecessor, the DMSP satellite in terms of 
radiometric resolution and spatial resolution; that is very important in the process of 
extracting information on vessel position through lights in the sea (Miller et al., 2013 & 
Elvidge et al., 2015). Another advantage of using VIIRS DNB data is VIIRS day/night 
band (DNB) collects low light imaging data 45 times smaller pixel footprint than the 
DMSP (Elvidge et al., 2013). Elvidge et al. (2015) explained that VIIRS DNB also had 
higher level of quantization, rigorous calibration, and additional spectral bands useful for 
cloud, ocean and combustion source characterization. Further, they stated that VIIRS had 
high capability of detecting vastly more lit fishing boat features when compared to DMSP. 

According to all of the advantages of VIIRS DNB data among DMSP, we assessed 
some fisheries study based on this datasets. VBD data is a new product that produced from 
VIIRS DNB data analysis. In this study, we performed VBD data to identify, delineate, 
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characterize and analyse the CFAs in WSW. The CFAs also compared with actual fishing 
position data to analyse how the CFAs relates to the actual fishing activities within 
study area.

CFA from VBD Data

The analysis of the VBD data (2014 - 2018) showed spatially different densities. 
The high-density radiance was more concentrated in coastal areas while low-density VBD 
numbers covered a wider area. This spatial density informed that the pressure of fishing 
activities at WSW tended to occur in the waters of the strait and coast (Figure 5). The 
pattern of the spatial density was used as an excuse to predict the causes of high fishing 
activities in these locations.

The pattern of spatial density was used as the basis for determining and identifying 
CFAs in WSW. Besides, it was also used to compare the spatial patterns of CFAs with the 
actual fishing data. The spatial interpretation was conducted to delineate the location of 
the CFAs. A total of 19 CFAs was identified in WSW (Figure 5) with varying areas and 
shapes (Table 5). The widest CFAs was recognized at CFAs No. 2 which reached 9813.74 
km2 in the coastal area of   the west coast of west Sumatra. The location of the CFAs 
extends from the south to the north near the strait of the Islands. The smallest CFAs was 
identified as CFAs No. 16 covering 29.50 km2 in   the northern coast of North Pagai Island 
or Pagai waters. It was PFZs for traditional fishers from the north and south Pagai Islands, 
predominantly using the boat and set lift net. All the extent of CFAs and the identification 
of each CFAs   are shown in Table 5.

The result of CFAs identification and actual data on hand line fishing determined that 
the actual point of hand line fishing was included in certain CFAs or associated with some 
CFAs. CFAs No 1, 5, 6, 8, and 19 were the most related CFAs to actual data. The highest 
intensity of the actual data was at CFAs No 6, which was at range of 99oE - 99.5oE and 
1oS - 2oS corresponding to the Mentawai Strait. The intensity of the fishing activities from 
the actual data was also high at CFAs No. 19, which was west of Sipora Island water. The 
CFAs data and identification results provided information related to the traditional PFZs 
at WSW. However, those CFAs intersect with the other conventional PFZs of fishing gear 
such as lift net, longline and purse seine which were also the dominant fishing gear used 
by fishers in the WSW (Harahap et al., 2018). Lift net, longline and purse seine PFZs were 
also used in certain zones around the Mentawai strait in the No.6 CFAs area.

CFAs data also are applied to identify tuna fishing centres, especially hand line fishing. 
The WPP 572 is also known as traditional PFZs for tuna fishing vessels, coming from 
Sibolga fishing port at north Sumatra, Bungus fishing port and Nizam Zachman fishing 
port at Jakarta. WSW is one of strategic traditional PFZs of hand line in west Sumatera 
in term of accessibility, productivity and connectivity. A traditional PFZs means that the 
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PFZs is determined by conventional methods, such as fishing habits, natural signs 
(flying birds, schooling dolphins, ripples on the sea surface) and foreign objects that 
float in the waters (Nurdin et al., 2010;  Nurdin et al., 2015; Nurdin et al., 2017). PFZs is 
always connected to a fishing base as the pre and post fishing activities base (fishing port) 
(Hsu et al., 2019). This result is still relevant to explain because fleets detected in the night-
time imagery are dominantly catching pelagic fish as well as hand line fishing vessels that 
catch yellow fin tuna. Yellow fin tuna distributes vertically near to water surface during 
the night, so it was possible to used lights as FADs for hand line.

Internal and external factors in fishing activities significantly influence the fishing 
locations base on types of fishing gear in WSW. Thus, the identification results were 
not representative to describe certain kinds of fishing gear (PFZs). Girardin et al. (2017) 

Table 5
Identification of Core Fishing Area (CFA n = 19) in the West Sumatera Waters 

CFAs No Extensive Estimation
(Km2) CFAs Description

1 3630.54 Bota Island strait
2 9813.74 West coast waters of West Sumatera
3 507.11 Mentawai strait I
4 307.32 Mentawai strait II
5 433.23 Off the east coast water of Siberut Island I
6 2729.01 Off the east coast water Siberut & Sipora Island
7 118.32 Mentawai strait III
8 380.47 Mentawai strait IV
9 617.64 North coast water of Siberut Island
10 314.89 Southwest coast water of Bota Island
11 921.29 West coast water of Bota Island
12 1276.93 Bunga Laut strait
13 305.86 Sipora strait
14 329.35 South coast water of South Pagai Island
15 226.41 Mentawai strait V
16 129.50 North coast water of North Pagai Island
17 720.20 Off the coast South Pagai Island
18 1082.20 Southern water of  Pagai Island
19 1338.26 Western water of Sipora Island

Source: Analysis of VBD and actual fishing data
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explained similar aspects, where the factors influenced Fisher's decision in choosing fishing 
locations and also projections of expenditure, estimation of risks, and habits in determining 
fishing areas. Furthermore, Geronimo et al. (2018) explained that environmental factors 
had a very high influence on the spatial structure of VBD detection results, especially in 
locations with high spatial density.

Moreover, the approach used the VBD data which could not distinguish certain types of 
fishing gear in waters. However, despite these shortcomings, the existence of information 
regarding the distribution of fishing activities that is openly accessible, made it possible 
to fill the gaps of data availability that can be used in  marine and fisheries management 
studies (Elvidge et al., 2015; Geronimo et al., 2018).

Geographic Distribution Estimation from VBD Data 

Table 6 reveals the results of the estimation of spatial indicators (central tendency, spatial 
dispersion, directional dispersion, and directional trends) which were estimated from 
the sample of daily data in 2014-2018. Dataset was selected in the day in the new moon 
phase to ensure the clearest intensity from ship's lights representing the vessels position 
(Elvidge et al., 2015). However, there were < 5 units of VBD data detected and causing 
the estimation of geographical distribution unsuccessful.

The daily VBD unit ranged from  0-200 units during the year. The highest VBD unit 
was detected in July 23rd, 2017 as many as 174 units (during the day in the southeast 
monsoon season). The lowest VBD units were 0 units on April 25th, 2017 (during a day 
in the transition I monsoon). Atmospheric and oceanographic conditions played the 
main role in determining the VBD unit at sea (Elvidge et al., 2015; Geronimo et al., 
2018).  The amount of VBD detected daily was very influential on the results of daily 
geographical distribution estimation per season in 2014-2018. Unsuccessful quantification 
of geographical distribution was caused by the presence of < 5 unit data at our dataset. 
The distribution pattern and unsuccessful quantification of geographical distribution are 
shown at Figure 6. 

Generally, the result confirmed that geographic distribution of light fishing fleets was 
wider during the northwest and southeast monsoon and became more compact at transition 
I and II monsoon. The variability of SST and chlorophyll-a concentration during different 
season influenced the geographic distribution of light fishing fleet at west Sumatera waters. 
Geronimo et al., (2018) reported that environment parameter as the main influence of the 
light fishing fleet distribution at sea. 

Table 6 shows the estimation results of the spatial indicators for the daily data per season 
in 2014–2018. The highest spatial value   of spatial dispersions was identified in the 2016 
northwest monsoon with a value   of 168.94 km. This value indicates a wider distribution 
of fishing activities in the study area. The same result was also identified in the spatial 
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indicator of directional dispersion in the same year for the x value   of 204.92 km, but the y 
value   did not necessarily has linear values   that increased against the value of x and spatial 
dispersion. The trend of the direction of distribution monitored from the estimation results 
showed the geographical orientation in the value range between 97.99o-171.48o. The value 
of spatial indicators was determined by fishing points dispersion at sea that influenced by 
oceanographic parameters, fishers skill, fishing season, and accommodation (Kaschner et 
al., 2006; Saraux et al., 2014; Perzia et al., 2016; Harahap et al., 2018 ). Furthermore, it 
can be seen in Table 6 that the fishing activities were more dispersed in the northwest and 
southeast monsoon, which was confirmed by the visual appearance in Figure 6.

The central tendency of the VBD distribution or fishing activities of the sample days in 
each season from 2014 to 2018 is shown in Figure 6. The central tendency on the sample 
day of the transition I and transition II was more spatially dispersed. It shows that some 
points located slightly far in the south and west. In the central tendency in the northwest 
and southeast monsoon, the sample data tended to be centred and shifted less in the study 
area, which is only concentrated at 99oE - 100oE and 0.5oS - 2oS (Figure 6 of mean centre). 
This is also clearly confirmed by the results of other spatial indicator estimations shown 
in Figure 6 and Table 6. The daily sample data showed variations in the distribution of the 
detected fishing activities based on vessel lights. The spatial pattern and estimation results 
represented the dynamics of fishing activities of the lighted fishing fleet at the WSW. 

The GIS approach has been widely applied in marine and fisheries studies, such as 
Perzia et al. (2016) in terms of monitoring of sword fishing activities and CPUE (Catch 
per Unit Effort) analysis; fisheries management planning (Close & Hall, 2006); fish pelagic 
distribution modelling (Saraux et al., 2014 & Harahap et al., 2018); and the relationship 
between environmental parameters and fish distribution (Kaschner et al., 2006). The GIS 
enables more dynamic and efficient management (fisheries and marine spatial) of data 
with the methods that are flexible regarding storage and processing (Perzia et al., 2016). 
The GIS-based analysis proved that it could be an alternative approach for marine and 
fisheries resources management.

Table 6
Spatial indicator values   of daily geographical distribution per season 2014-2018

Object 
ID Seasons Spatial 

Dispersion (km)

Directional 
Dispersion x 
(km)

Directional 
Dispersion 
y (km)

Directional 
Trends (o)

1.14
Northwest 
Monsoon 147.89 160.69 133.86 156.59

1.15
Northwest 
Monsoon 124.57 160.34 72.99 150.65
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Table 6 (Continued)

Object 
ID Seasons Spatial 

Dispersion (km)

Directional 
Dispersion x 
(km)

Directional 
Dispersion 
y (km)

Directional 
Trends (o)

1.16
Northwest 
Monsoon 168.94 204.92 122.84 109.95

1.17
Northwest 
Monsoon 110.21 135.07 77.76 123.47

1.18
Northwest 
Monsoon 104.57 127.86 74.30 132.85

4.14 Transition I 101.69 132.07 56.92 130.09
4.15 Transition I 0.00 0.00 0.00 0.00
4.16 Transition I 127.61 139.84 114.07 157.46
4.17 Transition I 0.00 0.00 0.00 0.00
4.18 Transition I 0.00 0.00 0.00 0.00

7.14
Southeast  
Monson 160.61 138.95 179.68 70.04

7.15
Southeast  
Monson 89.29 95.63 82.46 171.48

7.16
Southeast  
Monson 172.05 216.65 110.76 97.99

7.17
Southeast  
Monson 102.37 118.52 83.14 127.70

7.18
Southeast  
Monson 156.57 213.05 60.32 144.10

10.14
Transition 
II 112.25 122.45 101.03 124.88

10.15
Transition 
II 0.00 0.00 0.00 0.00

10.16
Transition 
II 65.15 91.53 10.61 142.63

10.17
Transition 
II 123.88 160.21 70.89 154.71

Note: Object ID (Month.Year)  (1.14)  (January 2014)
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Figure 6. Map of VBD daily distribution per season from 2014 to 2018. Spatial dispersion (circles), directional 
dispersion, directional trends (ellipses), and mean centre (centre of fleet concentration from daily VBD per 
season). (A) Northwest monsoon, (B) Transition I, (C) Southeast monsoon, (D) Transition II

Environmental Parameters against Geographical Distribution

According to Siregar et al. (2018), the SST distribution in Indian Ocean is relatively warm 
with an average 28°C and cooler in southern part during the northwest monsoon so the 
north and south equatorial currents strengthen westward. SST gets warmer during transition 
I with value around 29oC and become colder in southeast monsoon because of the surface 
wind circulation pattern both in the northern hemisphere and southern hemisphere showing 
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regular patterns. During the transition II season, SST begins to get warmer due to weak 
wind circulation, the north equatorial current does not move yet causing colder SST at 
southern hemisphere of Indian Ocean. Chlorophyll-a concentration at western Sumatera 
waters consistently high at the west coast of Sumatera and at the southern area near Bota 
Island. Changes in current, wind, and atmospheric event influence the distribution of 
chlorophyll-a concentration at western Sumatera. 

The variability of SST and chlorophyll-a concentration during different season 
influences the geographic distribution of light fishing fleet at west Sumatera waters. Figure 
7 and 8 visually show that the geographical distribution of fishing fleets detected through 
VBD was very random spatially. In general, the VBD detection spread over a range of 
SST values   between 27oC-32oC and chlorophyll-a concentration between 0.007 mg/m3 to 
0.42 mg/m3. The lowest value of SST occurred in the northwest monsoon month in 2014 
at a value of 27.96oC, and the highest occurred in the transition II in 2014 at the value of 
31.99oC.

Meanwhile, the lowest value of chlorophyll-a concentration occurred in the southeast 
monsoon months and the first transition in 2014 at a value of 0.007 mg/m3, with the 
highest value observed in the northwest monsoon in 2017 at 0.42 mg/m3. Those parameters 
influenced fisheries distribution and determined fish habitat preferences. It is supported by 
the results of Nurdin et al. (2017) that mackerel preferred habitat at SST between 26.05oC - 
31.97oC, with a chlorophyll-a concentration between 0.001 mg/m3-0,1 mg/m3. Siregar et al.  
(2018) also reported that range of SST preferences around 29oC – 29.5oC for yellow fin tuna 
species, chlorophyll-a concentration value in range between 0.15 – 0.25 mg m-3.  Harahap 
et al. (2018) also reported that variability of SST at range 29 – 31oC and chlorophyll-a 
concentration varied between 0.10 – 0.40 mg/m3 were the main range related to the pelagic 
fish distribution at west Sumatera Waters. Chlorophyll-a concentration is a parameter that 
can indirectly determine water productivity and fish production. Thus, it is widely used 
in studies related to the determination of fish habitat preferences (Bertrand et al., 2002).

The geographical distribution pattern in the northwest monsoon was consistent with 
the directional dispersion (ellipse) and the standard dispersion (circles) patterns and 
had the same model and direction at x and y. From 2014 to 2017 for all seasons, the 
lowest distribution occurred in the southeast monsoon 2017 with an SST range between 
29.22oC-31.52oC.  Widest distribution occurred in the transition II 2015, where the VBD 
was detected in the Mentawai strait, and extended along the west coast of west Sumatra 
to the straits of Bota Island.

High SST was monitored at the northwest position of Bota Island and tended to be 
medium and low on the west coast of west Sumatra (Figure 7), where fishing activity was 
monitored to be dense from the results of boats detection. This spatial pattern was consistent 
with the distribution of chlorophyll-a, which was high on the coast (Figure 8). The highest 
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geographical distribution occurred in the second transitional season in 2015. The VBD 
points were detected spread and consistent towards the high distribution patterns of the SST 
in the west of Mentawai waters and on the west coast of West Sumatra. This distribution 
pattern was inconsistent with the spatial distribution patterns of the chlorophyll-a 
concentration that was high on the west coast to the south near the Pagai Islands.

Wyrtki (1961) stated that monsoons strongly influenced the circulation of the eastern 
Indian Ocean. The monsoon winds moving throughout the year affected the speed and 
direction of the sea surface, not apart from the waters of West Sumatra. Changes in wind 
direction occurred throughout the year would affect the course of the flow and movement 
of water masses in the Eastern Indian Ocean (EIO). It also influenced the variability of 
oceanographic parameters in the WSW, including sea surface temperature and chlorophyll-a 
concentration.

Figure 7. Monthly VBD distribution per season (northwest monsoon = January, transition I = April, southeast 
= July, transition II = November; consecutive left-to-right rows) in 2014-2017 (consecutive top-down column) 
on the spatial distribution of sea surface temperature (SST) in the West Sumatera Waters



Nurholis, Jonson Lumban-Gaol and Fachrudin Syah Achmad

346 Pertanika J. Sci. & Technol. 28 (1): 327 - 351 (2020)

Figure 8. Monthly VBD distribution per season (northwest monsoon = January, transition I = April, southeast 
= July, transition II = November; consecutive left-to-right rows) in 2014-2017 (consecutive top-down column) 
on the spatial distribution of chlorophyll-a concentrations in West Sumatera Waters

CONCLUSION

The distribution of the VBD per pixel > 5 VBD/pixel was dominant in coastal waters, 
including the west coast of West Sumatra, the strait of the Bunga Sea and the coastal waters 
of Bota Island. The spatial pattern of the radiances showed that the value < 9.03 nW/cm2/sr 
was dominantly spread out throughout the study area. The spatial models of the radiance 
values > 9.03 nW/cm2/sr were dominant in waters near the coast and strait. This pattern was 
consistent with the spatial density, which was high in specific locations identified as CFA 
in this study. The largest CFA was recognized in CFA 2 with an area reaching 9813.74 km2 
in the waters of the West Sumatra coast. The CFA location extends from the south to the 
north near the straits of Bota Island. The smallest CFA was identified as CFA 16 covering 
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an area of   129.50 km2 which was an area of north coast   waters of northern Pagai Island 
or the waters of Pagai Island.

The highest spatial dispersion values   were identified in the sample days in the northwest 
monsoon (2016) with a value of 168.94 km2, indicates the wider distribution. The same 
results were also identified in the directional dispersion in the same year for x values   of 
204.92 km2, but for y values,   it did not linearly increase with the value of x and spatial 
dispersion. The directional trend of the distribution monitored from the estimation results 
showed the geographical orientation in ranging from 97.99o to 171.48o. The geographic 
distribution of light fishing fleets were in the SST between 27oC-32oC with chlorophyll-a 
between 0.007 mg/m3 to 0.42 mg/m3. The tendency of the geographical distribution of the 
fleet was dominant in coastal and strait waters.
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ABSTRACT

The removal efficiency of malachite green (MG) dye ions by using a bulk liquid membrane 
was investigated. The transport of MG dye ions was accomplished using a bulk liquid 
membrane, which contained salicylic acid as carrier, sodium hydroxide as extractant, 
and acetic acid as acceptor. Different factors were examined for removal efficiency, such 
as pH of the acceptor phase in the range of pH 3−7, initial dye concentration at 20−60 
mg/L, and concentration of carrier in the range of 8−12 mg/L. Box-Wilson method for 
experimental design was adopted to establish the relationships between these operating 
variables attributed to affecting the treatment process, and the mechanism of dye transport 
from feeding to acceptor phase. The results indicated that the optimum conditions for dye 
extraction were achieved at pH 6, dye concentration of 20 mg/L, and carrier concentration 

of 12mg/L. The implementation of these 
parameters on the prepared dye solution 
revealed a relatively high removal efficiency 
of MG dye (98.4%). A Box-Wilson model 
was modified and found to fit the effect 
of variable response, with a correlation 
coefficient (R) = 0.977 and root-mean 
square error (S) = 1.8%.  This work proved 
that liquid membrane was effectively useful 
for dye removal from the wastewater.

Keywords: BLM, malachite green, mathematical 
model, salicylic acid 
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INTRODUCTION

One of the major environmental problems currently highlighted is the removal of dyes 
within the textile industries and wastewater prior to their discharge into natural water 
streams (Mohammad et al., 2017; Elumalai et al., 2015). Dyes are very toxic, carcinogenic, 
and risky towards aquatic living organisms. They can cause irritation to the skin and pose a 
serious threat to human beings and the environment alike (Soniya & Muthuraman, 2015). 
However, they are commonly used in many industries in products like paper, rubber, 
plastic, pharmaceutical items, textiles, and aquaculture (Abou-Gamra & Ahmed, 2015). 
Malachite green (MG) is a cationic dye (triphenylmethane) used in many fields such as 
color paper and fabric. It has also been used to treat   protozoal and fungal infections in fish 
and fish eggs, it generally found in the form of crystal powder, revealing a metallic green 
luster and has high solubility in water and ethanol. The base dye is toxic and associated 
with harmful effects towards the kidney, gonads, reproductive system, brain and nervous 
system, the intestines, and pituitary gonadotropic cells. Due to its serious threat towards 
the aquatic life, MG is not one of the registered substances allowed for use in aquaculture. 
Therefore, MG should not be found in fish sold for human consumption. According to 
the latest studies, MG poses a significant threat to human health in concentrations of 0.1 
mg/L−10 mg/L (Papinutti et al., 2006). The minimum requirement for performance limit 
to allow laboratories in carrying out surveillance for the sum of MG and leucomalachite 
green is 2µg/kg (Gavrilenko et al., 2019). There are many methods to treat dyes found 
in wastewater, such as sedimentation, crystallization, and gravity separation. Treatment 
methods like solvent extraction, reverse osmosis, ion exchange, electrodialysis, electrolysis, 
and adsorption may also be used (Muthuraman et al., 2009a; Muthuraman et al., 2009b).

Recently, the liquid membrane (LM) technique has become popular  among to 
researchers in different fields of science, such as chemical engineering, biotechnology, 
biomedical engineering (Al-Hemiri & Noori, 2009; Rounaghi et al., 2016), and wastewater 
treatment. LM can be defined as the process of transferring a solution from the aqueous 
phase to another phase via an immiscible organic phase (Noble & Way, 1987; Zeng et al., 
2019).     

Extraction and recovery of MG (C52H54N4O12) can be explained by the following 
mechanism: NaOH reacts with dye in the feed phase, isolating the dye from water and 
causing it to become an ion (El-Ashtoukhy & Fouad, 2015). Ion dye encompassing transport 
from the feed phase through the liquid membrane at either feed membrane interface is 
associated with the presence of salicylic acid as the carrier in membrane, which reacts and 
forms an ion pair complex [(R−  Dye +]org [(C7H5O3

-)−( C52H53N4O11
+)] (Equation 1) (Sathya 

et al., 2016). This complex dissolves completely in the liquid membrane, following which 
the (salicylic acid - dye+ ion) pair complex reacts with acetic acid complex when it reaches 
the interface (membrane/acceptor). Then, the salicylic acid receives proton (H+) from the 
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acetic acid in the acceptor phase and diffuses back into the organic membrane as a neutral 
carrier to repeat the cycle (Elumalai & Muthuraman, 2013; Baylan & Çehreli, 2019). Next, 
the dye diffuses into the acceptor phase with the acetate (CH3COO-) ion, forming the safety 
solution (Naim et al., 2016). The proposed mechanism is shown in Figure 1.

(Carrier) org + (Dye) ion = complex + water

(C7H6O3) org + [C52H54N4O12
+] ion = [C7H5O3

- − C52H53N4O11
+] org +H2O 

        (1)

The 2nd reaction in the inter phase of (membrane/acceptor) can be explained using the 
following Equation 2:

[C7H5O3
- − C52H53N4O11

+] org+ (CH3COOH) aq = (C7H6O3) org + [CH3COO- − C52H53N4O11
+] aq

  

        (2)

LM offers many advantages compared to other separation methods, such as high 
selectivity, efficient high fluxes, high potential of removing cationic and anionic dyes, 
reusability, and low energy consumption (Marchetti et al., 2014; Han et al., 2017). According 
to configurative definition, it is very actively utilised in water treatment for the removal of 
cationic and anionic dyes from industrial water (Joshi et al., 2004). LM can be categorised 
as bulk liquid membrane (BLM), emulsion liquid membrane (ELM), and supported liquid 
membrane (SLM) (Bahram & Pourabdollah, 2015; Chang et al., 2011a; Hernandez et al., 
1986). The main technological problems of using ELM and SLM are the irreversibility of 
the operation and their instability in terms of long-term performance (Saeed et al., 2016). 
Furthermore, BLM is a simple design for liquid membrane processes and associated with 
many advantages, such as simple equipment, high separation and uses less amounts of 
organic solvent and carrier (extractant) (Chang et al., 2011b). The BLM technique has 
been successfully employed in the treatment of metal ions and hydrocarbons (Laki & 
Kargari, 2016; Candela et al., 2013) and cationic and anionic dyes, such as methylene blue 
(Soniya & Muthuraman, 2015) and rhodamin B (Elumalai & Muthuraman, 2013). The 
objective of the present study was to eliminate MG (oxalate) dye by using BLM via hexane 
utilisation as the membrane. Furthermore, parameters, such as pH, carrier concentration, 
dye concentration, and the mechanism of dye transport from feed to acceptor phase via 
LM were investigated. In the recent years, a remarkable increase of LM applications in 
separation processes has been observed. In the present work, BLM was used as a low cost 
process with the Box-Wilson rotatable central composite design to maximize dye removal 
efficiency from waste water. It can also optimize pH acceptor phase, the concentration of 
dye, and the concentration of carrier. 
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MATERIALS AND METHODS 

Materials 

Hexane (95%, Merck), salicylic acid (C7H6O3, 99.8%, Merck), sodium hydroxide (NaOH, 
Merck, ≥ 97% purity), acetic acid (CH3COOH, Thomas Baker, ≥ 98% purity), and malachite 
green oxalate (C52H54N4O12 ≥ 80% purity) were supplied by HiMedia. 

Equipment 

The feed, acceptor, and membrane phases were stirred using a magnetic stirrer (Fisher 
Scientific, JENWAY, 1000, UK(. The absorbance of dye sample was determined using 
UV visible spectrophotometer (GBC Cintra 6 series V-3656), while the pH of the feed 
phase (dye solutions) and acceptor phase were determined by using pH meter (pH7110 
WTW, Germany).

Procedure

The experiments of MG removal by implementing BLM were carried out in two beakers 
that were concentric at the bottom portion. The outer beaker (ID=11.5 mm, V=1000 ml) 
is bigger than the inner beaker (ID=9 mm, V=500 ml) as shown in Figure 2 (Noori et 
al., 2018). In this design, the outer beaker 
contained feed aqueous solution comprised 
of dye in different quantities, 400 mL 
distilled water, and drops of NaOH to 
yield pH of 9. It was placed in a magnetic 
stirrer set up. Meanwhile, the inner beaker 
contained the acceptor aqueous solution 
(CH3COOH and 200 mL of distilled water) 
that was fixed by two stands inside the outer 
beaker. Both aqueous solutions were above 
the liquid membrane (i.e. 300 ml hexane 

Figure 1. A schematic shows mechanism transport of dye in liquid  membrane

Figure 2. BLM (1-acceptor phase, 2-membrane phase, 
3-feed phase, 4-magnetic stirrer, 5-a stand)
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and salicylic acid as the carrier in different quantities), whereby the liquid membrane was 
poured above the two layers of previous aqueous phases using a mechanical pipette for 
the measurement of dye absorbance and concentration ,while reaction time takes (15-20)
min. The measurements were obtained using the UV-spectrophotometer at a wavelength 
of 618 nm. Similarly, the corresponding concentration of MG was calculated from the 
calibration curve (Sathya et al., 2016). The controlled temperature was also varied from 
25°C to 27°C to study its effect on the removal of MG dye.

 Most importantly, different densities were maintained to keep the three phases 
immiscible with each other. The operating parameter used for the Box-Wilson method of 
experimental design was feed phase containing dye (i.e. 20−60 mg/L, V=250 mL). The 
same volume of the acceptor solution (pH=3−7, V=250 mL) was adjusted by using NaOH 
and acetic acid solution, while the organic phase was undertaken using salicylic acid (8−12 
mg/L, V=300mL). Experiments were performed by using the magnetic stirrer set up, which 
was speed-adjusted to ensure the contents did not mix with each other. Then, samples were 
taken every 30 min from the feed and acceptor solutions (Eljaddi et al., 2017).

Mathematical Model 

With the aim of establishing the phenomenon of dye removal, a standard Response Surface 
Methodology (RSM) design known as the Box-Wilson central composite design was 
adopted and using the statistical software version 10. This design can reduce the number of 
experimental trails needed to evaluate multiple parameters and their interactions (Majeed et 
al., 2017). From the preliminary experiments, independent variables were determined to be 
pH of the acceptor phase (x1), concentration of the dye (x2), and concentration of the carrier 
(x3). The response of the experiments was determined according to the Box-Wilson method 
(Box & Wilson, 1951). It comprised of a linear equation with four parameters (Equation 3), 
whereby the result was used as an initial approximation for the second model (Equation 4). 

Simple linear multi-variable model: 

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3    (3)

Where,
y is the dependent variable or response 
xi is the independent variable
b0, b1, b2 and b3 are four parameters to be obtained by curve-fitting from the observed 

results.
Second polynomial model:

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + 𝑏4𝑥1𝑥2 + 𝑏5𝑥1𝑥3 + 𝑏6𝑥2𝑥3 + 𝑏7𝑥12 + 𝑏8𝑥22 + 𝑏9𝑥32  

        (4)



Huda Adil Sabbar, Wasan Omar Noori and Ahmed Samir Naje

358 Pertanika J. Sci. & Technol. 28 (1): 353 - 367 (2020)

Thus, for a three-variable process, the number of experiments needed were according 
to the following Equation 5:

N0 = 2P + 2P + 1      (5)

Where, N is the number of optimization processes(experiments) and P is the number 
of factor.

There were 15 experiments applied to Equation 5 in finding the optimum operating 
conditions, whereby the results indicated the following conditions (Alalayah et al., 2010). 

x1 = pH acceptor phase = 3−7
x2 = Concentration of dye = 20−60 mg/L
x3 = Concentration of carrier = 8−12 mg/L

More precise model of the following form can be obtained:

�
𝑥1
𝑛 = �

𝑥2
𝑛 = �

𝑥3
𝑛 = �

𝑥1𝑥2
𝑛 = �

𝑥1𝑥3
𝑛 = �

𝑥2𝑥3
𝑛 = 0, and

�
𝑥12

𝑛 = �
𝑥22

𝑛 = �
𝑥32

𝑛 = 0.933

The model can be used to reach even more precise regression following Equation 6:

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + 𝑏4𝑥1𝑥2 + 𝑏5𝑥1𝑥3 + 𝑏6𝑥2𝑥3 + 𝑏7(𝑥12− 0.933)

+𝑏8(𝑥22−  0.933) + 𝑏9(𝑥32−  0.933) + 𝑏10𝑥13 + 𝑏11𝑥23 + 𝑏12𝑥33 + 𝑏13𝑥1𝑥2𝑥3       

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + 𝑏4𝑥1𝑥2 + 𝑏5𝑥1𝑥3 + 𝑏6𝑥2𝑥3 + 𝑏7(𝑥12− 0.933)

+𝑏8(𝑥22−  0.933) + 𝑏9(𝑥32−  0.933) + 𝑏10𝑥13 + 𝑏11𝑥23 + 𝑏12𝑥33 + 𝑏13𝑥1𝑥2𝑥3
        (6)

Substituting the parameters obtained by minimizing the sum of squared errors, Equation 
6 became Equation 7:

𝑦

= 325.4675 + 9.514032𝑥1 + 1.77026𝑥2− 68.4625𝑥3 + 0.280709𝑥1𝑥2
+ 1.590699𝑥1𝑥3 + 0.123205𝑥2𝑥3− 4.79326 𝑥12− 0.933

+ 0018892  𝑥22 − 0.933 + 6.360562 𝑥32− 0.933 + 0.303146𝑥13

− 0.000155𝑥23− 0.214358𝑥33− 0.031284𝑥1𝑥2𝑥3

𝑦

= 325.4675 + 9.514032𝑥1 + 1.77026𝑥2− 68.4625𝑥3 + 0.280709𝑥1𝑥2
+ 1.590699𝑥1𝑥3 + 0.123205𝑥2𝑥3− 4.79326 𝑥12− 0.933

+ 0018892  𝑥22 − 0.933 + 6.360562 𝑥32− 0.933 + 0.303146𝑥13

− 0.000155𝑥23− 0.214358𝑥33− 0.031284𝑥1𝑥2𝑥3

        (7)

The above equations were used to obtain a correlation factor nearer to one. Meanwhile, 
the percentage of dye removal was obtained following Equation 8:
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𝐷𝑦𝑒 𝑟𝑒𝑚𝑜𝑣𝑎𝑙 % =  
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑦𝑒− 𝐹𝑖𝑛𝑎𝑙 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑦𝑒

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑦𝑒 × 100

        (8)

RESULTS AND DISCUSSION

Effect of Acceptor Phase pH Value on Removal Percentage of Dye

The effect of acceptor phase PH in the percentage of dye removal is shown in Figure 3 
and Figure 4. 

Feed aqueous solutions prepared using a constant dye concentration of 20 mg/L 
at different pH values of the acceptor phase varying from 3 to 7 were used and carrier 
concentration was changed from 8 to12mg/L .In Figure 3 ,the removal of dye changed 
alongside increasing pH from 3 to6, then  it decreased when pH increased to 7. The results 
were observed in all carrier concentrations.

The highest dye removal was 100% obtained at the pH of 6 and S of 12 mg/L, which 
were considered the optimum operating conditions and the lowest dye removal was 
obtained at pH of 7 (93.28%, S=8 mg/L acetic acid). The weak aliphatic acid was used as 
an acceptor phase to react with the compound of (dye-salicylic acid) at the interphase of the 
(membrane/acceptor) to form (dye –acetic acid) ion pair compound (Sathya et al., 2016).

Furthermore, Figure 4 shows the effect of pH on dye removal at different initial dye 
concentrations and fixed initial carrier concentration of 12 mg/L. 

It was observed that the change of pH for the acceptor phases yielded the best results 
when the pH value was 6. When the concentration of dye increased from 20 mg/L to 50 
mg/L, the percentage of dye removal decreased and the compound formed was reverted 
to the acceptor phase solution. At a high pH value, the ionized group present in the carrier 
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salicylic acid can attract more dye and lead to the formation of compounds capable of 
enhancing dye transport processes. The maximum removal rate was found to be 99.96% 
at the pH of 6 and initial dye concentrations of 20 mg/L. Hence these were considered the 
optimum operating conditions (Patro, 2016).

Figure 4. Effect of initial pH of acceptor phase at different dye concentration  and fixed initial carrier 
concentration=12mg/L
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Effect of Dye Concentration 

The effect of MG concentration in the feed phase towards the percentage of dye removal is 
presented in Figure 5 and Figure 6. The experimental dye ranging between the concentration 
of 20 mg/L and 60 mg/L in the feed phase was investigated by fixing the optimum operating 
conditions. They were utilized per the first study on the previous effects, namely S of 12 
mg/L and pH of 6.

Figure 5 shows the effect of dye concentration on the percentage of dye removal at 
different pH values at a constant initial carrier concentration of 12 mg/L (i.e. optimum 
operating conditions). It was clearly revealed that the percentage of dye removal decreased 
with increasing concentration of dye from 20 mg/L to 60 mg/L. The maximum removal 
of 100% was observed at the pH of 6 and D of 20 mg/L, which were considered the 
optimum operating conditions. The reasons behind these results were due to the low MG 
concentration in the feed phase that  leads to enough  amount of carrier covering all present 
dye molecules ,consequently the area of ionic attraction (electrostatic attraction) leading 
to increase  the  ionic strength of the feed solution, as well as molecular geometry in the 
(feed/liquid membrane) interface. It can also be explained by the fact that at higher dye 
concentrations and limited carrier in the LM, inability of salicylic acid to react with the 
excess dye can be seen. Similar results were obtained in BLM for the removal of metals 
(Elumalai et al., 2014).
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Figure 6 depicts the removal percentage of dye studied using four different initial 
salicylic acid concentration values at a constant initial pH of acceptor phase (pH=6). It 
can be observed that the increasing values of the salicylic acid concentration will increase 
the removal percentage. The maximum removal was at 100% for S of 12 mg/L and D of 
20 mg/L, which were considered the optimum operating conditions. These results were 
attributable to the high concentration of salicylic acid that interacted well with the MG 
dye at the (feed/membrane) interface. Hence, the transport of MG increased. Furthermore, 
the increase of the salicylic acid concentration resulted in the increase of the MG influx. 
The first part was due to the enhancement of contact influence between MG and salicylic 
acid, along with the increasing dye concentration (Othman et al., 2014).
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Figure 6. The effect of initial dye concentrations at different initial carrier concentrations s and fixe  initial 
pH of acceptor phase =6
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Effect of Carrier Concentration on Removal Percentage of Dye

The amount of carrier (salicylic acid) plays an important role in dye transfer and removal. In 
this work, the concentration range between 8 mg/L and 12 mg/L was maintained throughout.

Figure 7 shows the effect of increasing the carrier concentration on MG removal 
percentage. The concentration of the carrier in the membrane showed a clear effect 
on the compound transfer, which was formed between the dye and carrier through the 
membrane. It was found that increasing the carrier concentration would increase the 
MG removal efficiency, whereby the MG dye removal percentages and the variation of 
carrier concentration were studied using five different initial concentrations of dye. The 
acceptor pH of 6 was kept constant as shown in Figure 8. The maximum removal was 

Figure 7. Relations between removal of dye with initial carrier concentration at different initial pH of acceptor 
phase and fixed initial carrier concentration
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observed at 98.4% at the perimeters of S (12 mg/L) and D (20 mg/L), thus considered as 
the optimum operating conditions. The carrier forms a transportable compound diffusing in 
the membrane, which then releases carrier into the acceptor phase. The carrier enables and 
provides the opportunity for its movement in the system using two ways, namely chemical 
reaction with the dye or diffusion. In the selected system, the dye first reacts with the carrier 
to form a dye-carrier compound that spreads through the liquid membrane and releases 
the solute in the acceptor phase. In this study, the effect of increasing the concentration of 
salicylic acid resulted in it being chosen as an appropriate carrier in the liquid membrane 
for the process of dye removal. Similar results were also reported by Ng et al. (2011).

Mathematical Model Calculations 

Table 1 shows the values of the independent variables corresponding to the final form of the 
dye removal equation. To find the best condition, the variable that achieved maximum dye 
removal was studied. Table 2 shows the values from each variable, which are dependent on 
Equation 7. It was found that the optimum operating conditions consisted of the acceptor 
phase pH between 5 and 7, dye concentration of 20 mg/L, and carrier concentration of 12 
mg/L. Further accuracy was ensured using the last process performed using the optimization 
conditions, whereby all processes became 28 (as show in Table 2) and the optimum pH 
was 6. The final result obtained yielded the correlation coefficient (R) = 0.977 and root 
mean square error (S) = 1.8%.

Table 1 
The initial guess and values of real variables for the calculations of dye removal using the BLM method

Run 
No.

Initial values Final converged values %Removal
(y)

%Real 
removal

(Y)
Residual

x1 x2 x3 x1 x2 x3

1 -1 -1 -1 3.845 28.452 8.845 96.728 96.596 0.133
2 1 -1 -1 6.155 28.452 8.845 94.201 94.942 -0.741
3 -1 1 -1 3.845 51.547 8.845 98.623 99.404 -0.780
4 1 1 -1 6.155 51.547 8.845 96.309 96.706 -0.3972
5 -1 -1 1 3.845 28.452 11.155 97.548 96.53 1.019
6 1 -1 1 6.155 28.452 11.155 98.757 97.362 1.395
7 -1 1 1 3.845 51.547 11.155 99.599 98.294 1.305
8 1 1 1 6.155 51.547 11.155 97.168 96.73 0.438
9 -1.732 0 0 3.00 40 10 98.419 99.188 -0.769
10 1.732 0 0 6.99 40 10 99.026 99.423 -0.398
11 0 -1.732 0 5 20.000 10 99.687 100.632 -0.944
12 0 1.732 0 5 59.999 10 99.968 100.209 -0.241
13 0 0 -1.732 5 40 8.000 99.008 97.871 1.137
14 0 0 1.732 5 40 11.999 99.844 102.128 -2.284
15 0 0 0 5 40 10 98.587 98.642 -0.055
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Table 2
Studying best variable that achieve maximums dye removal

No. Constant 
variable

Best variables in constant certain variable Maximum dye 
removal

pH=3
pH of acceptor 

phase
Concentration of the dye

( mg/L)
Concentration of the carrier

( mg/L)
(%)Maximum 
dye removal

1 3 20 8 97.827
2 3 40 8 97.951
3 3 60 8 98.309
4 3 20 10 95.994
5 3 40 10 97.292
6 3 60 10 98.824
7 3 20 12 93.6
8 3 40 12 96.072
9 3 60 12 98.778

pH=5
pH of acceptor 

phase
Concentration of the dye

(mg/L)
Concentration of the carrier

( mg/L)
(%)Maximum 
dye removal

10 5 20 8 96.540
11 5 40 8 97.881
12 5 60 8 99.457
13 5 20 10 98.567
14 5 40 10 98.580
15 5 60 10 98.827
16 5 20 12 99.92
17 5 40 12 98.717
18 5 60 12 97.635

pH=7
pH of acceptor 

phase
Concentration of the dye

( mg/L)
Concentration of the carrier

( mg/L)
(%)Maximum 
dye removal

19 7 20 8 93.285
20 7 40 8 95.844
21 7 60 8 98.637
22 7 20 10 99.172
23 7 40 10 97.899
24 7 60 10 96.861
25 7 20 12 99.97
26 7 40 12 99.393
27 7 60 12 94.524

pH=6
pH of acceptor 

phase
Concentration of the dye

( mg/L)
Concentration of the carrier

(mg/L)
(%)Maximum 
dye removal

28 6   20 12 100
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CONCLUSION

Malachite green (MG) dye was transported by means of a liquid membrane. The efficiency 
of the system was dependent upon the principal parameters, such as the acceptor phase pH, 
dye concentration, and carrier concentration. The most suitable conditions were confirmed 
to be at the pH of 6, dye concentration of 20 mg/L, and carrier concentration of 12mg/L. 
Using these optimal conditions, the maximum removal efficiency of MG dye was found 
to be 99.7%. The Box-Wilson model was established accordingly, which further correlated 
the effect of such variables towards the responses with the correlation coefficient R = 0.977 
and root mean square error(s)=1.8%.
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ABSTRACT

The petroleum industry is facing a critical issue in transporting crude oil through the 
pipelines from the seashore where crude oil is being drilled off. The problem arises when 
crude oil exhibits higher sensitivity to the changes of temperature. This actually causes 
some alterations occurring in the composition, pour point of the oil and flow of the crude oil 
itself. Thickening of some components such as wax and asphaltenes causes the deposition 
to occur in the pipelines due to changes in temperature. Eventually, these depositions cause 
blockage of the pipelines due to reduction in the diameter of the pipelines and causing 
disruption in the flow of crude oil. The experiments were carried by mixing different ratio 
of polymer and solvent such as ethylene-vinyl acetate (EVA40) with 40% vinyl acetate, 
methylcyclohexane (MCH), toluene and butanol together to form an inhibitor. The response 
surface methodology (RSM) had been used to identify the best formulation of solvents 
that could act as inhibitors. The final results show that the most optimum ratio of inhibitor 
that gives the highest reduction in viscosity of the crude oil is 30% EVA, 30% MCH and 
finally 40% ratio of solvent which is either toluene or butanol.

Keywords: Asphaltene, crude oil, deposition, inhibitors, response surface methodology, wax 

INTRODUCTION

Crude oil is one of the components in 
petroleum that is very important to be 
commercially sold over the world and 
which is known as non-renewable energy. 
Crude oil is an unrefined product that is 
obtained from the exploration process and 
it varies from light to heavy crude oils 
based on molecular weight (Aldahik et al., 
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2017). It is composed of hydrogen and carbons. The major petroleum constituents from 
crude oil that can be used for almost all types of manufacturing industries such as fuel for 
transporting, rubber industries, and leather industries (Aldahik et al., 2017; Amghizar et 
al., 2017; Sharma, 2006). 

There are many problems arising during the transportation of crude oil and the main 
concern or issue is that the solid deposition in the pipelines (Kriz & Andersen, 2005). Solid 
deposition here is known as waxes and asphaltene components. Due to this phenomenon, 
the production lines can be clogged and the production of oil can be effected. The highest 
molecular weight of n-paraffin or known as n-alkane with hydrocarbon bonding is one of the 
main components in the wax formation in crude oil (Kriz & Andersen, 2005). Asphaltenes 
are found in the crude oil and they are known as high molecular polyaromates or called as 
resin too sometimes (Adebiyi & Thoss, 2014; Wilt et al., 1998).

Although wax and asphaltenes act as structural stabilizer during formation of crude oil, 
at a certain temperature along the transportation can cause these to turn into large clumps 
which lead to the deposition process. High deposition of wax and asphaltene causes the 
blockage in the pipeline due to reduction of space or diameter. As a result, the cost of 
maintenance of the industries increases gradually as the cost to improve the pipeline is too 
high and need to be maintained frequently. Thus, an effective method is devised to prevent 
any issues found from the deposition along the pipelines by improving the flow properties 
of crude oil (Anisuzzaman et al., 2017a; Anisuzzaman et al., 2017b; Tinsley et al., 2009). 

There are many methods that have been introduced in previous studies to reduce the 
deposition of the wax. One of the traditional methods that had been practiced in the new 
research was by using acrylate polymer, acting as pour point depressant (PPD) which was 
a solid form polymer (Admiral et al., 2016). Although there are many traditional methods 
to remove wax precipitation, the most frequent method is the wax inhibitor. An inhibitor is 
being categorized as the modifier of the crystals, depressants of the pour point and inhibitors 
of paraffin followed by the flow improvers (Kriz & Andersen, 2005). A wax inhibitor can 
ensure that the growth of the wax stopped and able to prevent any wax blockage occur in 
the pipeline (Theyab & Diaz, 2016).

Asphaltenes are known as impure compounds as they consist of thousands different 
species with different molecular weights but similar behaviors chemically (Wei et al., 
2016). As mentioned before, the best treatment is by using chemical inhibitors to reduce 
the blockage in the pipelines due to the asphaltene deposition. Thus, solvent treatment 
becomes the best treatment to treat this issue and the most common solvents that can be 
used as inhibitors are toluene, benzene and xylene which they are aromatic compounds. 
Asphaltenes have higher solubility in the non-polar solvent such as toluene and they 
are less soluble in the polar solvents such as glycerine, water, n-heptane and n-pentane 
compounds (Adebiyi & Thoss, 2014; Zhang et al., 2014). They are also insoluble in normal 



Aromatic and Non-Aromatic Solvents towards Flow Assurance of Crude Oil

371Pertanika J. Sci. & Technol. 28 (1): 369 - 384 (2020)

alkane solvent. Moreover, asphaltenes always exist in suspended solid form or known as 
colloidal particles and the structures of the asphalthenes being interconnected by bridges 
that are formed from some aromatic compounds as sulphur or alkyl (Ghloum et al., 2010).

Treatment by using chemical solvent can save the cost as well as acts a preventive 
method for this critical issue. The treatment that has been frequently used is by direct 
injection process into asphaltene deposition and it is known as a physical-chemical process 
and chemical inhibitors. The chemical structures of the asphaltene strongly influence 
the deposition in the crude oil (Ghloum et al., 2010; Rogel, et al., 2001). Thus, it is very 
important in choosing the proper chemical inhibitors with accurate structural functional 
groups to treat asphaltene issues in petroleum pipelines so that this issue can be solved 
easily with less costing (Ridzuan et al., 2016).

Hence, overall purpose of this study is to differentiate the effect of the inhibitors that 
were formulated from different types of solvents which consisted of aromatic solvent and 
non-aromatic solvent towards to the solubility of wax and asphaltene. Moreover, response 
surface methodology (RSM) has been used to identify the best formulation of solvents 
that can act as inhibitors.

EXPERIMENTAL SECTION

Materials and Chemicals

The main chemical that was used in this experiment is the crude oil that was obtained from 
Sabah platform, Malaysia. Thus, the type of crude oil is known as Malaysian crude oil where 
they contain higher fractions of asphaltene compared to the wax fraction (Anisuzzaman 
et al., 2017a; Anisuzzaman et al., 2017b). Another chemical was the wax inhibitor which 
was ethylene vinyl acetate (EVA40) with 40% vinyl acetate. EVA is a type of polymer 
that can increase adhesion process to the surface of wax molecules. The EVA40 had been 
obtained from the Sigma Aldrich, USA. Another reagent used was the Methylcyclohexane 
(MCH) which could act as EVA solvent and this was due to EVA properties that would 
dissolve easily in MCH which had a higher boiling point, 100.4oC (Almeida et al., 2011). 
The most appropriate inhibitor for asphaltene is toluene but in this experiment, butanol 
was used together so that the comparison of the aromatic and non-aromatic compounds 
could be studied. These types of solvents were used to decrease the formation of crystals 
of asphaltene and increase the adhesion process to the surface of the asphaltene so that 
flocculation was prevented on the surface of the crude oil. The viscometer was used to obtain 
the viscosity of the crude oil samples that were being mixed with the different formulation 
of inhibitors. The viscometer used was the Brookfield Programmable Viscometer DV-III 
+ Rheometer and the standard settings of viscometer such as spindle size and rotational 
speed was 63 and 100 rpm respectively. Binder oven was used to heat the crude oil pre-
night until they reached 90oC before mixing with the inhibitors the next day. Water Bath 
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was used to decrease the temperature of the sample gradually. All the experiments were 
carried out at one atmospheric pressure.

Pre-experimental Preparation of Chemicals and Crude Oil

The pre-step for the experiment was that the crude oil was heated in the Binder oven at 
the temperature about 90oC for an overnight. This step was to melt any deposition of wax 
crystals that had been formed earlier and the structure of asphaltene being agglomerated in 
the crude oil. The preliminary step before this experiment was being conducted so that the 
precipitation of wax and asphaltene at the point of contact between the hot crude oil and cold 
apparatus could be avoided and to obtain accurate results. Before mixing of the inhibitor 
together EVA, MCH and toluene or butanol were heated in a water bath to increase the 
temperature around 50oC to 60oC (Anisuzzaman et al., 2017a; Anisuzzaman et al., 2017b).

Preparation of Inhibitor

The inhibitors were prepared by conducting them on a hot plate at a temperature of about 
90oC. Instead of using the oven, using hot plate can help to save time and space for the 
experiment to be conducted as the limitation of lab equipment in preparing the chemicals. 
The individual chemicals, EVA, MCH and Toluene were measured separately of its 
respective volume and weight in accordance with the manipulated percentage composition. 
The unit for the EVA is grams of mass while MCH is in mL and toluene and butanol are 
in mL. The total volume of inhibitor used was 0.4g. Thus, for example, if the percentage 
composition of the samples prepared are 50% EVA, 10% MCH and 40% Toluene, then 
0.2 g EVA was measured using a mass balance, 0.04 mL of MCH was measured using a 
micropipette and 0.16 mL of Toluene was measured using a micropipette. The ratio of the 
EVA40 used was 30%, 40% and 50%.

The precaution step here was to replace the tube for the micropipette for each new 
sample that was taken so that contamination can be avoided and accuracy of the results 
obtained can be improvised. Care was taken to replace the micropipette tube for both 
chemicals to avoid contamination.  The purpose of the reaction to be in high temperature 
was around 50oC which is to ensure that the EVA pellets are completely melted in the 
inhibitors and to develop the influence of inhibitors on formed wax crystals (Theyab & 
Diaz, 2016). After complete melting of EVA, then the crude oil that was placed in the oven 
overnight was mixed with the EVA and the inhibitor solutions. If the crude oil managed to 
be heated overnight, then complete dissolved wax crystal was obtained on the next day. 
Later, the samples obtained were shaken around 30 seconds by magnetic stirrer. This was 
to ensure the crude oil and the inhibitors completely mixed. Then, the samples are placed 
again in the oven for 15 minutes to allow the reaction to take place.
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Experimental Procedures

The viscosity of the samples was taken from the temperature range from 5oC and 20oC 
.The control sample in this experiment was blank crude oil that was free from inhibitors. 
The viscosity of the blank crude oil was measured at earlier stage. The procedure was 
repeated for each of the other samples that contain the different formulation of inhibitors 
with different ratio of the composition of solvents and polymers. 

Optimization of Experimental Design of Aromatic Inhibitor by using Response 
Surface Methodology (RSM)

RSM was used to optimize the ratio of each chemical and to test the optimized ratio of 
formulation inhibitor on the wax and asphaltene solubility. Table 1 shows the design 
summary of the model for the formulation of inhibitors consists of toluene.

Table 1
The summary of the design model

File Version Design Expert 7.0
Study type Mixture
Design type D-optimal

Design model Quadratic
Subtype Split-plot

Runs 36

Factor Name Units Type Minimum Maximum Coded Values
A EVA % Mixture 20 60 0.00
B MCH % Mixture 20 60 0.00
C Toluene % Mixture 10 40 0.00

Response Name Units
Observed 

value
Analysis Minimum Maximum

Std. 
Dev.

Ratio Model

R1 Viscosity cP 36 Polynomial 72 755 181.99 10.49
Special 
cubic

Based on the Table 1, the study type that had been used was the mixture as there were 
three different types of chemicals to form a specific inhibitor. The total ratio of chemicals 
used was 100%. From the Table 1, it shows that that the total runs or samples that we used 
were 36 samples at different temperature which was around 5oC to 20oC. The parameter 
that acted as a response was the viscosity of crude oil.
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RESULTS AND DISCUSSION

Characterization of Crude Oil

Fourier transform infrared spectroscopy (FTIR) analysis was used as an analytical method 
to determine the presence of asphaltene content in crude oils qualitatively. The results FTIR 
analysis of blank crude oil is shown in the Figure 1.

The results of spectrum obtained from FTIR analysis was evaluated by comparing with 
the literature review that had done in analyzing the asphaltene contents in crude oil using 
the FTIR (Table 2) (Wilt et al., 1998). Based on the results, there are some similarities on 
the characteristic of spectrum retrieved from FTIR spectroscopy analysis between the blank 
crude oil used for the experiment and blank crude oil used in the literature review. The 
spectrum of FTIR analysis in Figure 1 had been compared with the result of evaluation of 
the crude oil obtained from existing research sources and confirmed that there was presence 
of asphaltenes in the Sabah blank crude oil used in this study (Wilt et al., 1998). The peak 
at 1607.15 cm-1 in the Figure 1 shows that the results of FTIR analysis corresponded to 
the aromatic C=C stretching vibrations. Besides, the absorbance at 1456.07 cm-1 shown 
predominantly is due to its CH2 bending modes and a part of CH3 bending modes. Methyl 
bending vibrations are the main reason for the peak at 1377 cm-1 to be occurred in this 
analysis. The ester linkages present in the asphaltene molecule as indicated by the peak 

Figure 1. Illustration of blank crude oil FTIR analysis
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at 1033.26 cm-1. The three absorbances observed between 870 and 722 cm-1 can be the 
indicator to the aromatic CH out-of-plane bending vibrations.

Table 2
The peaks values of two different sources

Peaks showing presence of asphaltenes, cm-1

(Wilt et al., 1998)
Peaks in the FTIR results of 
Sabah blank crude oil, cm-1 Peak assignment

1602 1607.15 C=O
1032 1033.26 C-O-C
812 819 C-H
752 769 C-H

The spectrum of FTIR analysis also proved that the blank crude oil contained wax 
as one of the components. Wax paraffin is known as hydrocarbons with the C-H and C-C 
bonding. Once wax paraffin become saturated hydrocarbons, then their C-H stretching 
peaks in FTIR will be around 1377 to 1461 cm-1. Thus based on the blank crude oil used 
in the experiment, the paraffin wax is proven to be saturated (Khan et al., 2017).  

Viscosity of Blank Crude Oil

The viscosity of the control sample of the experiment was the blank crude oil as shown as 
in Figure 2. These samples viscosities were measured at different temperatures in range 
around 5oC to 20oC.

From the Figure 2, the results show that the viscosity of the crude oil decreases as the 
temperature of the crude oil increases. 

The reduction of the viscosity using aromatic solvent (toluene) is shown in Figure 3.

Figure 2. Viscosity of the blank crude oil against temperature
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The results show that higher the percentage of EVA in the solvent used higher the 
viscosity of the crude oil. In addition to that, it also shows that at higher temperature, 
the viscosity was too low. Increasing the amount of EVA eventually caused increase in 
viscosity of crude oil (Anisuzzaman et al., 2017a; Anisuzzaman et al., 2017b; Quan et al., 
2016). Thus, an optimum amount of EVA is required to act as an inhibitor for wax. This 
is because the solubility of asphaltene in the presence of toluene is actually a balance 
between the π−π stacking of aromatic ring systems from the toluene and the repulsion 
which comes in steric form that comes from the alkane chains, which tends to increase the 
solubility. Thus, it helps to delay the deposition or aggregation of asphaltene in the crude 
oil (Zarkar et al., 2015).

The reduction of the viscosity using non-aromatic (butanol) is illustrated in Figure 4.

Figure 3. Percentage reduction in viscosity against temperature using aromatic solvent
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Figure 4. Percentage reduction in viscosity against temperature using non-aromatic solvent
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A clear observation was obtained where the viscosity of the crude oil becomes greater 
than the blank crude oil when the fixed percentage ratio of EVA is the highest which is 
at 50%. In this situation, there is a significant change where the crude oil was assumed 
to become thicker and hard to flow with higher percentage of EVA and butanol. As it 
reaches a saturation point where the level of EVA and butanol in crude oils is maximum, 
the crude oil becomes thicker and more viscous because there is higher agglomeration of 
EVA and butanol.  Thus, butanol which is the solvent that  could not coagulate the EVA 
sufficiently and it tended to spread over the surface of coagulant causing  deposition to 
occur (Matsumoto et al., 1974). Hence, the usage of non-aromatic compound, butanol is 
less efficient to aid the wax and asphaltene solubility in the crude oil and to improve the 
flow assurance of crude oil in pipelines.

Optimization Experimental Design of Aromatic Inhibitor by using RSM

ANOVA analysis was used to determine the regression model equations for this mixture 
design of these combinations of three chemicals (Bono et al., 2008; Bono et al., 2014). 
For the ANOVA analysis, the model used for the mix-design model is Scheffe Mix Model 
as this model is typically used to handle any natural constraints that occur in the mixture 
design. However, the mix order that we decided to use here was the special cubic as there 
would be around three different components blend together to form an inhibitor. The 
equation for the actual responses for the viscosity of the crude oil with a constant of 100 
rpm is expressed as shown in equation 1.

𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑐𝑃

=  +2.94605𝐴 + 1.25404𝐵 − 1.09010𝐶 − 0.021691𝐴𝐵 − 0.02986𝐴𝐶 + 6.85229 × 10−3𝐵𝐶

+ 6.34139 × 10−4𝐴𝐵𝐶

 

𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑐𝑃

=  +2.94605𝐴 + 1.25404𝐵 − 1.09010𝐶 − 0.021691𝐴𝐵 − 0.02986𝐴𝐶

+ 6.85229 × 10−3𝐵𝐶+ 6.34139 × 10−4𝐴𝐵𝐶
         

𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑐𝑃

=  +2.94605𝐴 + 1.25404𝐵 − 1.09010𝐶 − 0.021691𝐴𝐵 − 0.02986𝐴𝐶

+ 6.85229 × 10−3𝐵𝐶+ 6.34139 × 10−4𝐴𝐵𝐶
 

         (1)

wherein the equation above each term represented as:
A is the ratio of percentage of EVA, B is the ratio of percentage of MCH and C represent 

the ratio of the toluene.

Statistical Analysis of the Design Model of Aromatic Solvent

Statistical analysis of experiments depends on the ANOVA analysis. The ANOVA analysis 
can be done by studying the values of probability (p), coefficient of determination (R2), and 
adjusted R2. The analysis was tabulated as shown in Table 3 based on ANOVA variance 
analysis.

Table 3 shows that the ‘Model F’ and value of p are 4.90 and 0.0014 respectively. These 
values clearly show that the model is significant. Besides, the model terms are significant 
as the values of “Prob > F” obtained is less than 0.05. From the analysis, predicted R2 is 
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actually in a reasonable agreement with the adjusted R2. As “Adequate precision” measures 
the signal to noise ratio, any ratio greater than 4 is desirable. Signal to noise ratio is the 
interference occurs due any electrical strength as computer signal. Based on the analysis, 
the obtained ratio is 7.082 which show that it is an adequate signal. R2 in this model is 
0.5037 which indicates that there is about 50% effect that is given to the input variable by 
the variation output variable.

Table 3
Statistical analysis of variance (ANOVA) for the viscosity using aromatic solvent

Source Sum of squares DF Mean square F-value P-value
Prob > F

Model 19004.59 6 3167.43 4.90 0.0014 Significant
Linear 
mixture 18859.14 2 9429.57 14.60 <0.0001

AB 3.65 1 3.65 5.659x103 0.9405
AC 0.70 1 0.70 1.09x103 0.9739
BC 3.33 1 3.33 5.15x103 0.9432
ABC 1.06 1 1.06 1.638x103 0.9680
Residual 18729.05 29 645.83
Cor Total 37733.64 35
Std. Deviation = 25.41 Mean = 114.31 Adequate precision = 7.082

R2 = 0.5037 Adj. R2 = 0.4010

Interactions between each Component

Each interaction between the three main components was studied. Figure 5 shows the 
interactions between each component in three-dimensional group based on ANOVA.

Figure 5. 3D illustration on the interaction between each component using aromatic solvent
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Based on Figure 5, each component had been labelled respectively in alphabetical 
orders such as A represents the percent ratio of EVA, B represents the percent ratio of MCH 
and last but not least C was the term to describe the toluene ratio in forming an inhibitor. 
The most effective interaction was between AC where at this region, the lowest viscosity 
was obtained. This observation clearly proves that the EVA is the wax inhibitor while the 
toluene acts as asphaltene inhibitor (Wei et al., 2016).

Optimized Results for the Aromatic Compound

The objective of this study is to optimize the ratio of chemicals used and the temperature 
by using the RSM. Thus, the optimum value for each component is tabulated in Table 4.

Table 4
Optimized result for aromatic solvent

Type of components Goal to achieve  Optimized value
EVA (%) In range 30.00
MCH (%) In range 30.48
Toluene (%) In range 39.51
Viscosity of crude oil (cP) Minimize 69.98
Desirability 1.00

Table 4 shows the optimized viscosity of the crude oil obtained is 69.98. In conclusion, 
addition of the inhibitors can cause reduction in viscosity of the crude oil and caused the 
flow assurance of crude oil in the pipelines becomes more effective. As the desirability 
is 1, the optimized ratio for the formulation of inhibitor might give a great effect on the 
viscosity of the crude oil.

Optimization Experimental Design of Non-Aromatic Inhibitor by using RSM

As mentioned before in aromatic compound design model, the type of model used here was 
Scheffe Mix model as this model helped to readjust back the natural constraints compared 
to Slack Model. The mix model used here is special cubic where there are three components 
used in this design to form the best inhibitors. The equation for the actual responses for the 
viscosity of the crude oil with a constant of 100 rpm was defined as shown in equation 2.

𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑐𝑃
= 25.71679𝐴 + 8.92852𝐵 − 60.42534𝐶 − 0.449041𝐴𝐵+ 1.77294𝐴𝐶
+ 1.75675𝐵𝐶 − 0.072701𝐴𝐵𝐶

 
𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑐𝑃
= 25.71679𝐴 + 8.92852𝐵 − 60.42534𝐶 − 0.449041𝐴𝐵+ 1.77294𝐴𝐶
+ 1.75675𝐵𝐶 − 0.072701𝐴𝐵𝐶

       

𝑉𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑐𝑃
= 25.71679𝐴 + 8.92852𝐵 − 60.42534𝐶 − 0.449041𝐴𝐵+ 1.77294𝐴𝐶
+ 1.75675𝐵𝐶 − 0.072701𝐴𝐵𝐶    (2)

wherein the equation above each term represented as:
A is the ratio of percentage of EVA, B is the ratio of percentage of MCH and C represent 

the ratio of the toluene.
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Statistical Analysis of the Design Model of Non-Aromatic Inhibitor

Table 5 shows results obtained for the inhibitors that consist of non-aromatic compound.

Table 5
Statistical analysis of variance (ANOVA) for the viscosity using non-aromatic solvent

Source Sum of 
squares DF Mean square F-value P-value

Prob > F
Model 9.92 × 105 6 1.665 ×   105 25.0 0.0038 Significant
Linear mixture 7.489×105 2 3.774 × 105 56.21 <0.0001
AB 21454.37 1 21454.37 3.22 0.0831
AC 1038.81 1 1038.81 0.16 0.6958
BC 2205.68 1 2205.68 0.33 0.5694
ABC 13904.29 1 13904.29 2.09 0.1592
Residual 1.932×105 29 6661.06 5.54
Cor Total 1.192×106 35
Std. Deviation = 81.62 Mean = 254.67 Adequate precision = 14.664
R2 = 0.8380 Adj. R2 = 0.8045

From the Table 5, the P-value is lower than 0.05, proving that the model is significant. 
It can be seen that the larger the standard deviation, the accuracy of the results from the 
mean of the result is low. 

Interactions between Components

Interaction between each component in this mixture had been explained with the Figure 6.

Figure 6. 3D illustration on the interaction between each component using non-aromatic solvent

V
is

co
si

ty



Aromatic and Non-Aromatic Solvents towards Flow Assurance of Crude Oil

381Pertanika J. Sci. & Technol. 28 (1): 369 - 384 (2020)

As shown in Figure 6, the interaction between A which is the EVA and C, butanol (AC) 
did give significant effect on the viscosity of crude oil. This is due to the higher point of A 
(EVA) on the plane, the higher the viscosity. However, the higher the point of C (butanol), 
the viscosity decreases.

Optimized Results for the Non-Aromatic Compound

After analyzing the ANOVA of the design model, the optimized data for each component 
is shown in Table 6.

Table 6
Optimized result for non-aromatic solvent

Type of components Goal to achieve  Optimized value
EVA (%) In range 30.00
MCH (%) In range 30.00
Butanol (%) In range 40.00
Viscosity of crude oil (cP) Minimize 77.00
Desirability 0.993

Based on the Table 6, desirability of the optimized model result is just 0.993 which 
means that there is lacking of “quality” in the component process data thus this optimized 
ratio for this formulation of inhibitors might be less efficient in giving great reduction in 
viscosity. The optimized viscosity obtained for this formulation of inhibitors using butanol 
is 77 cP.

Comparison between Aromatic Compound and Non-Aromatic Solvent

Comparison between these two solvents was done to identify the effect of two different 
solvents as inhibitors toward solubility of wax and asphaltene in the crude oil. The 
comparison was done based on percentage of reduction of viscosity for the optimised 
ratio of both inhibitors. Figure 7 shows the comparison in percentage reduction for this 
specified ratio of chemicals:

Figure 7 shows that the toluene which is aromatic solvent is the best inhibitor compared 
to non-aromatic solvent, butanol. This is due to the percentage reduction of viscosity of 
crude oil at 10oC with formulation of inhibitor is the highest which is 77% compared to 
butanol which was just 65%. Thus, it can be proven that aromatic solvent plays the effective 
role as the best inhibitor in improving the solubility of wax and asphaltene. Indirectly, it 
helps to increase flow assurance of crude oil in pipelines compared to non-aromatic solvent. 
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CONCLUSION

In conclusion, both inhibitors consisting toluene and butanol showed effect on reduction 
in viscosity of the crude oil. Thus, it indicates that the aromatic solvent and non-aromatic 
solvent could act as inhibitors for the deposition of wax and asphaltene and could increase 
the solubility of wax and asphaltene in the crude oil. However, the level of certainty is 
that all non-aromatic solvent can reduce the viscosity of the crude oil but still at a very 
low level as this study was done with a specific type of solvent. From the optimization, 
the best inhibitor for reduction of viscosity can be formulated in the ratio of 30% EVA, 
30% MCH and finally 40% of the solvent either toluene or butanol.  The results show that 
the formulation of inhibitor using butanol as solvent gives higher percentage reduction in 
viscosity than formulation of inhibitor using toluene. 
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ABSTRACT

Fine resolution (hourly rainfall) of rainfall series for various hydrological systems is 
widely used. However, observed hourly rainfall records may lack in the quality of data and 
resulting difficulties to apply it. The utilization of Bartlett-Lewis rectangular pulse (BLRP) 
is proposed to overcome this limitation. The calibration of this model is regarded as a 
difficult task due to the existence of intensive estimation of parameters. Global optimization 
algorithms, named as artificial bee colony (ABC) and particle swarm optimization (PSO) 
were introduced to overcome this limitation. The issues and ability of each optimization 
in the calibration procedure were addressed. The results showed that the BLRP model 
with ABC was able to reproduce well for the rainfall characteristics at hourly and daily 
rainfall aggregation, similar to PSO. However, the fitted BLRP model with PSO was able 
to reproduce the rainfall extremes better as compared to ABC.

Keywords:  Bartlett-lewis rectangular pulse, 

disaggregation, optimization, rainfall

INTRODUCTION

In many regions, the rainfall data are 
recorded based on the daily time step. 
However, many hydrological studies and 
designs require a fine-scale data, such as 
hourly rainfall rather than daily rainfall 
(Debele et al., 2007; Vanhaute et al., 2012a). 
Therefore, it is necessary to obtain a fine-
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scale data (e.g. hourly time step) from the higher time scale (e.g. daily time step) and this 
transformation is named as disaggregation. Many disaggregation theories were developed 
for this purpose such as Poisson cluster-based models (Rodriguez-Iturbe et al., 1987), 
Markov chain models (Hutchinson, 1990; Sansom 1998) and semi-empirical models. The 
scope of this study is limited to Bartlett–Lewis Rectangular Pulses (BLRP), which utilizes 
the stochastic models based on the Poisson cluster. 

Pui et al. (2009) stated that the BLRP model was developed for the simulation of 
rainfall and was modified to disaggregate rainfall. Intensive studies were conducted in 
many regions, which included the United States (Velghe et al., 1994; Rodriguez-Iturbe et 
al., 1987), United Kingdom (Abdellatif et al., 2013), Australia (Hansen 1982), New Zealand 
(Cowpertwait et al., 2007) and Africa (Smithers et al., 2002). Based on these studies, it was 
revealed that the use of the BLRP model in matching the statistical properties including 
the extremes of the rainfall for a wide range of temporal scales was a success. Recently, 
the application of the BRLP model was extensively studied in Malaysia. Hanaish et al. 
(2013) evaluated two types of BLRP, namely the original and modified BLRP models in 
Peninsular Malaysia. The findings of their study found that the modified BLRP fitted well 
with Malaysia’s rainfall condition as compared to the original BLRP model. Yusop et al. 
(2014) also studied the use of the BLRP model in the centre of Peninsular Malaysia and 
found that the BLRP model was able to disaggregate hourly to 48 hours rainfall that closely 
matched the observed series. However, both studies suggest that the model is not able to 
disaggregate well the extreme rainfall for the Malaysia region. 

Since the BLRP model is complex to calibrate due to the application of the formulation 
of stochastic approaches, there was no previous studies in Malaysia [including the research 
by Hanaish et al. (2013) and Yusop et al. (2014)] and only a few studies worldwide, which 
had been conducted to find and/or to optimize the calibration of the BLRP model. Therefore, 
an evaluation of the recent optimization algorithm towards the calibration of the BLRP 
model becomes the main focus to improve the fitness of this model in this study, especially 
to the humid tropical region like in Malaysia. 

Generally, in order to obtain the fitness of the BLRP model to an observed series, the 
generalized method of moments is applied (Rodriguez-Iturbe et al., 1987; Cowpertwait et 
al., 1996; Verhoest et al., 1997). This method is implemented by fitting the BLRP model 
to the observed rainfall characteristics at different aggregation levels. Therefore, function 
of the model parameters is expressed based on the derivation of the analytical expression 
of an expected value (Rodriguez-Iturbe et al., 1987). Verhoest et al. (1997) reported that 
the calibration of BLRP was a burdensome process due to the existence of multiple local 
minima. The local search techniques in which sub-optimal solution was applied to the 
optimization problem failed to overcome these local minima. Vanhaute et al. (2012a) stated 
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that global optimization approaches were expected to be more accurate in searching the 
BLRP parameters compared to the local search techniques. 

In this study, two recent global optimization algorithms, which are artificial bee colony 
(ABC) and particle swarm optimization (PSO), were adopted. The PSO algorithm was 
developed by Kennedy and Eberhart (1995) and this algorithm is the population-based 
stochastic optimization techniques, in which inspired by social behavior of bird flocking. 
PSO is successfully applied in many applications (Eberhart & Yuhui, 2001). As the 
concern of the author, only a few studies on the PSO algorithm are applied with the BLRP 
model. Vanhaute et al. (2012a) presented and tested four global optimizations (Downhill 
Simplex Method, Simplex-Simulated Annealing, Particle Swarm Optimization and Shuffled 
Complex Evolution) for their capability to calibrate the BLRP model. Their findings 
suggested that the global optimizations were providing promising results in calibrating 
the BLRP model, in which it could disaggregate daily rainfall very well. Vanhaute et al. 
(2012b) extended their previous study (Vanhaute et al., 2012a) to improve the quality of 
disaggregation results on the extreme of rainfall using the global optimization methods. 
Both studies found that the performances of each global optimization were varying to 
each other and the PSO showed a promising tool for estimation of the BLRP parameters.

The ABC model was proposed by Karaboga (2005) and this algorithm was also the 
population-based stochastic optimization techniques, similar to PSO. This algorithm 
adopted the foraging behavior of honey bee swarm. The ABC model does not have any 
background application in this field (Karaboga et al., 2012), but it shows a very good 
performance in solving classical benchmark equations and other forms of applications. 
Therefore, the evaluation of the performance of ABC and PSO with the BLRP model 
becomes a platform of continuity in future studies. 

Therefore, the objective of this study is to propose the use of the ABC algorithm in 
the estimation of the parameters of BLRP and to compare its performance according to the 
disaggregation results with the PSO model. The selected stations in Peninsular Malaysia 
are used to evaluate those methods. In the following sections, the materials and methods 
are presented and followed with the results and the discussions of this study. Next, the 
conclusions and recommendations are presented.

MATERIAL AND METHODS

Study Area and Data

Four rainfall stations were selected in Peninsular Malaysia to represent four regions with 
various climatic conditions. The locations and details of each station are shown in Figure 
1 and Table 1, respectively. Generally, the rainfall occurrence of Peninsular Malaysia is 
influenced mostly by two monsoons, named as the south-west monsoon (from May to 
August) and the north-east monsoon (from November to February), with the two inter 
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monsoons. During the south-west monsoon, Regions 1 (Alor Setar) and 3 (Melaka) receives 
heavy rainfall. Otherwise, those regions are the driest part of the Peninsular during the 
north-east monsoon period. Both regions are less influenced by the north-east monsoon 
because the regions are blocked by the Titiwangsa Range.

Figure 1. Location of rainfall stations

Table 1
Details and description of rainfall stations

Region ID Name of Station
Location

Period
Lat (oN) Long (oE)

1 6108001 Alor Setar 6.11 100.85 2001-2012
2 3833002 Kuantan 3.81 103.33 2001-2012
3 2528012 Melaka 2.29 102.49 1991-2000
4 1437116 Johor Bahru 1.47 103.75 2002-2012

The hourly and daily rainfall data were obtained from the Department of Irrigation 
and Drainage Malaysia (DID) and their detail periods are illustrated in Table 1. All stations 
contained smaller missing data (<5%), and the missing data were filled with the expectation-
maximization algorithm using PASW software. Before the rainfall data series were applied, 
the homogeneity of rainfall time series data was tested. In this study, the Pettitt, SNHT, 
Buishand, and von Neumann tests were applied to the annual rainfall series of each station. 
Results revealed that the graph produced for each test was almost a straight line and no 
breakpoints were detected. The p-value for each test was also computed using the Monte 
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Carlo simulation in order to enhance the reliability of the tests. The p-value was greater 
than the significance level alpha (α=0.05) were obtained. Therefore, the assumption that 
the rainfall data series are homogenized is accepted.

Bartlett-Lewis Rectangular Pulse

Description of the BLRP Model. The basic structure of the BLRP model assumes the 
storm arrivals (T) developed in a Poison process with λ. Every single of T is tailed by the 
cell origins (t) under the Poison process with rate β. The new cell origins after the duration 
of period (s) is generated by exponential distributed with rate γ. Then, the cell origins are 
paired with the rainfall cell. Duration (W) and depth (X) are randomly extracted from 
the exponential distributions with parameters η and 1/µx, respectively. These continuous 
processes will develop a rainfall series.

In this study, the modified BLRP model was used. This model allows the average cell 
duration to vary between storm by letting the parameter η following a Gamma distribution 
of shape and parameters of α and ν. This situation leads by the generation of E[η]=α/ν and 
Var[η]=α/ν2, with α>1 to show the expected duration to be finite. The model also applied 
κ =β/η and φ=γ/η, which were introduced by Rodriguez-Iturbe et al. (1987). 

Two parameters gamma with mean (μx) and standard deviation (σx) can be distributed 
with the value of X. Therefore, the number of cells per storm can be expressed as μc=1+ 
k/φ. In total, the BLRP model contains 7 parameters (λ, K, φ, α, v, μx and σx) that need to 
be estimated. The details of estimation process are discussed in the following section.

Estimation of BLRP Parameters. The estimation of BLRP parameters in this study 
is based on generalized method of moments, in which the minimum value between the 
observed and simulated rainfall properties was identified. The estimation was based on 
the monthly basis and the objective function f(x) can be expressed as:

𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑜𝑓 𝑓 𝑥 =  ∑ 𝑤𝑖 𝑀𝑖
′ − 𝑀𝑖 𝑥 2𝑘

𝑖=1 (1)

where, x is the parameter vector, wi is the positive weight, 𝑀𝑖
′ is the vector of observed 

values, 𝑀𝑖(𝑥) is the vector of expected values, and k is the defined statistical properties 
of rainfall to the BLRP parameters. wi is set as 1, following the rules set by Velghe et al. 
(1994). This study used an alternative f(x) that was introduced by Cowpertwait et al. (2007) 
and Eq (1) is revised as follows:

𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑜𝑓 𝑓 𝑥 = ∑ 𝑀𝑖 𝑥
𝑀𝑖
′ − 1

2
+ 𝑀𝑖

′

𝑀𝑖 𝑥
− 1

2
𝑘
𝑖=1 (2)

The list of k applied in this study includes the mean (𝐸 𝑌𝑖
(ℎ) ), variance (𝑣𝑎𝑟 𝑦𝑖

ℎ ), , 
autocorrelation for lag-1hour (𝑐𝑜𝑣 𝑌𝑖

ℎ ,𝑌𝑖+𝑗
ℎ ) and the probability of rainfall days (p(h’)). 
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The list of k can be defined as (Rodriguez-Iturbe et al., 1988):

𝐸 𝑌𝑖
(ℎ) = 𝜆ℎ𝜇𝑥

1+𝜅 𝜙�
𝛼−1

(3)

𝑣𝑎𝑟 𝑦𝑖
ℎ = 2𝐴1 𝛼 − 3 ℎ𝜈2−𝛼− 𝜈3−𝛼 + 𝑣 + ℎ 3−𝛼 −

2𝐴2 𝜙 𝛼− 3 ℎ𝑣2−𝛼 − 𝜈3−𝛼 + 𝜈 +𝜙ℎ 3−𝛼 (4)

𝑐𝑜𝑣 𝑌𝑖
ℎ ,𝑌𝑖+𝑗

ℎ = 𝐴1 𝜈 + 𝑗 + 1 ℎ 3−𝛼 − 2 𝜈 + 𝑗ℎ 3−𝛼 + 𝑣 + 𝑗 − 1 ℎ 3−𝛼 − 𝐴2{[𝜈+

𝑗 + 1 𝜙ℎ]3−𝛼 − 2 𝜐 + 𝑗𝜙ℎ 3−𝛼 + 𝜈 + 𝑗 − 1 𝜙ℎ 3−𝛼}

(5)

𝑝 ℎ ′ = 𝑒𝑥𝑝 −𝜆ℎ− 𝜆𝜇𝑇 + 𝜆𝐺𝑝∗ 0,0
𝜙+𝜅 𝜈

𝜈+ 𝜅+𝜙 ℎ

𝛼−1

𝜙+𝜅
(6)

where;

𝐴1 = 𝜆𝜇𝑐𝜐𝛼

𝛼−1 𝛼−2 𝛼−3
𝐸 𝑋2 + 𝜅𝜙𝜇𝑥2

𝜙2−1
(7)

𝐴2 = 𝜆𝜇𝑐𝜅𝜇𝑥2𝜐𝛼

𝜙2 𝜙2−1 𝛼−1 𝛼−2 𝛼−3
(8)

In these equations, X is the cell depth, i is the current time, j is the lag-1 time, and T 
is the data set of selected k of various time scale.

The study performs at aggregation levels of 1 hour and 1 day. As discussed previously, 
the BLRP parameters were distributed in the different probabilities. The range of values 
for those parameters are shown in Table 2.

Table 2
Boundary constraints of parameters used at the four sites

Parameter Lower Limit Upper Limit
λ (mm/day) 0 0.1
κ = β/η 0 20
φ = γ/η 0 1
α 1 20
ν (day) 0 20
μx (mm/day) 0 99
σx (mm/day) 0 99
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Hyetos. The current BLRP model is not able to derive a synthetic disaggregation of 
hourly rainfall series independently. Therefore, Hyetos developed by Koutsoyiannis and 
Onof (2001), which utilized the BLRP model for rainfall disaggregation was applied in 
this study. This model itself was not able to estimate the BLRP parameters. Therefore, 
global optimization approaches were used to fit the model and it will be discussed in the 
following section.

Based on the Hyetos model, the first step is to distribute the total daily observed rainfall 
to hourly rainfall based on the wet days using the BLRP parameters. Each distribution or 
group of wet days are finalised until its arrangement matches the arrangement of observed 
daily rainfall with a tolerance distance (dt) and dt is defined as;

𝑑𝑡 = ∑ 𝑙𝑛 𝑍𝑖+0.1
𝑍�𝑖+0.1

2
𝐿
𝑖=1

0.5
(9)

where, Zi and 𝑍̅𝑖 are the observed and simulated total daily rainfall and L is the length 
of arrangement wet days.

The next step is to adjust the disaggregated hourly rainfall (Xs) produced from the first 
step. This adjustment is to ensure that the new disaggregated rainfall (𝑋�𝑠) is consistent with 
the given total daily rainfall (N). The adjustment is written as:

𝑋𝑠 = 𝑋�𝑠
𝑁

∑ 𝑋�𝑠24
1

,   s=1,2, …,24.    (10)

Optimization of BLRP using ABC and PSO

Estimation of the BLRP parameters (Equations 3-6) is a cumbersome task. Artificial bee 
colony (ABC) and particle swarm optimization (PSO) are introduced to tackle this task. 
The description and details of each optimization will be discussed in detail in the following 
section. To utilize both optimization methods, the possible solution of BLRP parameters 
are needed to organize for both, ABC and PSO. Size of possible solution need to be similar 
for both optimizations and this expression can be written as:

   (11)

where, Particle = [λ, κ, φ, α, ν, μx] is the set of BLRP parameters, Solution is the possible 
solution and NS or N is the size of Solution. For these optimizations, μx = σx 

Description of ABC. Artificial bee colony (ABC) algorithm was introduced by Karaboga 
(2005) and it is applied in many optimization applications (Karaboga et al., 2012). This 
algorithm was inspired by the honeybee foraging behavior and three types of honeybee are 
introduced: employed, onlookers and scouts. Inside the ABC algorithm, the food source 
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collected by honeybee is an analogy to the possible solution to the optimization problem. 
The fitness of the objective solution is represented by the position of the food source. The 
number of the employed and onlooker bees is set as equal to the number of solutions in 
the population. 

For the beginning of ABC, population of NP solutions is random initial, where NP is 
the size of population. The number of food source (NS) is introduced, where NS = NP/2. 
Each solution, xi (i=1,2,3, …, NS) is a n-dimensional vector. Then, all honeybees are 
performing a cyclic search, based on the given rules.

The update solution (𝑣𝑖
𝑗) is modified by an employed bee that produces a modification 

on the position of solution based on the local information and tests the fitness value of the 

new solution. The 𝑣𝑖
𝑗

generated from the old solution (𝑥𝑖
𝑗)  can be expressed as:

𝑣𝑖
𝑗 = 𝑥𝑖

𝑗 +∅𝑖𝑗 𝑥𝑖
𝑗 − 𝑥𝑘

𝑗     (12)

where k ∈ {1, 2,…,NS} and j ∈ {1, 2,…, n} are random indexes, k is different from i,   
∅𝑖𝑗 is a uniformly distributed random number in the range of -1 to 1.

 Provided that the update solution of the new solution is better than the previous 
solution, the old solution is replaced with the new solution. Otherwise, the old solution is 
applied. The employed bees return to their centre (hive) and share this information with the 
onlooker bees. In the next step, the onlooker bee selects one of the new solution sources 
based on the fitness value. The probability of a solution source (pi) that will be selected by 
the onlooker bees can be expressed as:

𝑝𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑖𝑁𝑆
𝑗=1

     (13)

where, fiti is the fitness value of solution source i, which is proportional to the objective 
function value of the solution (in the BLRP model, please refer to Eq. 2).

After the solution source is selected, each onlooker bee searches a new solution source 
in the neighborhood of that source by using Eq. 11. The new solution source is identified 
by the greedy selection to evaluate its fitness. If a position cannot be improved due to limit 
cycles, that solution source is abandoned.  The employed bee becomes a scout bee and the 
solution sources are replaced with an updated solution found by the scout bee. If the scout 
bees discover the abandoned solution (𝑥𝑖

𝑗) and replace it with xi, it can be expressed as:

𝑥𝑖
𝑗 = 𝑥𝑚𝑖𝑛

𝑗 + 𝑟𝑎𝑛𝑑(0,1)(𝑥𝑚𝑎𝑥
𝑗 − 𝑥𝑚𝑖𝑛

𝑗 �    (14)

where, 𝑥𝑚𝑎𝑥
𝑗 and 𝑥𝑚𝑖𝑛

𝑗 are upper and lower bonds (Table 2) of 𝑥𝑖
𝑗, and rand (0,1) is a 

uniform distribution number in between 0 to 1.
The whole process will be repeated until the maximum iterations or it achieves the 

objective function. 
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Description of PSO. Particle swarm optimization (PSO) consists of a variable set 
named as swarm of the random variables and named as particles. Each particle represents 
the possible solution to the optimization problem. This algorithm uses the movement and 
velocity of particles for the search space of global optimum state. In each iteration, PSO 
collects the local optimum and evaluate it with the global optimum value. Generally, the 
PSO algorithm can be described into three main stages, which are; 1) position and velocity 
of swarms are initiated; 2) position of swarms is evaluated; and 3) position and velocity 
of swarms are updated (Shamsudin et al., 2013; Salami et al., 2018). 

In the initial stage, the swarm initial of position (𝑥𝑜𝑖 )  and velocity (𝑣𝑜𝑖) stages are 
created randomly within the search space in a certain particle i, with i =1, 2, ..., N. This 
stage is written as:

𝑥0𝑖 = 𝑥𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 (15)

𝑣0𝑖 = 𝑥𝑚𝑖𝑛+𝑟𝑎𝑛𝑑 𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
∆𝑡

(16)

where, xmin and xmax are the lowest and highest values of x respectively (Table 2) and  
∆𝑡 is the time duration of swarm position.

For the second stage, the position xi of a particle is improved (𝑥𝑘+1𝑖 ) by increasing its 
speed vector (vi) to the previous position. It can be defined as:

𝑥𝑘+1𝑖 = 𝑥𝑘𝑖 + 𝑣𝑘+1𝑖 ∆𝑡       (17)

where, 𝑣𝑘+1𝑖 ∆𝑡 is the added velocity vector, and k and k +1 represents the previous 
and subsequent iteration step respectively.

For the final stage (velocity update), the updated swarm velocity (𝑣𝑘+1𝑖 )  is revised 
with the best position (pi) and the global best (pg) becomes a reference. This revision can 
be expressed as:

𝑣𝑘+1𝑖 = 𝑤𝑣𝑘𝑖 + 𝑐1𝑟𝑎𝑛𝑑
𝑝𝑖−𝑥𝑘

𝑖

∆𝑡
+ 𝑐2𝑟𝑎𝑛𝑑

𝑝𝑔−𝑥𝑘
𝑖

∆𝑡
(18)

𝑤 = 𝑤1 −𝑤2
𝑖𝑡𝑒𝑟𝑚𝑎𝑥−𝑖𝑡𝑒𝑟

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
+𝑤2 (19)

where, c1 and c2 are the positive acceleration constants, w is the inertia weight and rand 
is the random component. In this study, the maximum number of iterations (itermax) was 
1000 and the initial (w1) and final (w2) weights were 0.9 and 0.4, respectively.

RESULTS AND DISCUSSION

Parameter Estimation of BLRP using ABC and PSO

Figure 2 shows the list of optimum estimation of BLRP parameters using the ABC and PSO 
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algorithms for the selected rainfall stations in Peninsular Malaysia. The mean, variance, 
autocorrelation for lag-1hour (AC Lag-1h) and the probability of rainfall days (proportion 
dry) of the observed hourly and daily rainfalls were calculated as an input parameter for 
BLRP and optimized using ABC and PSO. The values were derived on a monthly basis. The 
studied rainfall properties are similar to the properties of rainfall studied by Cowpertwait et 
al. (2007) and Yusop et al. (2014), but the difference is in the aspect of aggregation levels 
(in this study the limit is between 1 and 24 hours). This limit is chosen as a way to reduce 
the extensive calculation. From the figure, all parameters do not show an identical value 
of estimated parameters between each station and the type of optimization method. The 
estimated parameters were randomly estimated within the range of the studied boundary 
constraints (Table 2). For ABC optimization, the study found that the estimated parameters 
were near to the value of the studied boundary constraints. It is also obviously seen that 
λ estimate by ABC is 0.1mm/day for almost all of the months for each station. In terms 
of PSO’s estimation, the figure shows that the estimated parameters are well randomly 
estimated within the range of studied boundary constraints.

Figure 2. Global estimated BLRP parameters using ABC and PSO for each parameter
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The minimum of the objective function (f(x)) for each month can also be referred to as 
detailed in Figure 3. The closer f(x) value to 0, the fitter the BLRP model. Based on Figure 
3, it is clearly seen that the ABC and PSO algorithms give almost similar values. The range 
of f(x) is between 0.4260 and 13.8882, with the highest recorded f(x) can be obtained from 
Melaka, with the values of 13.8882 and 13.5263 for ABC and PSO, respectively.

Figure 2. (Continued)
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Figure 3. Comparison between the optimum of minimum objective function (f(x)) of the ABC and PSO

Generation of Disaggregated Hourly Rainfall Series using Hyetos

Performance of ABC and PSO to Disaggregate Temporal Rainfall Distribution. 
Figures 4-7 illustrate the comparison of the performance of Hyetos to simulate hourly 
rainfall using the optimum parameters generated by the ABC and PSO approaches for 
the studied stations. Four statistical hourly rainfalls are used, named as mean, standard 
deviation (SD), autocorrelation lag-1h and proportion of dry days. In general, the Hyetos 
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model using the parameters from ABC and PSO was able to capture the observed rainfall. 
In term of SD, both algorithms were slightly able to show a good agreement between the 
observed and disaggregated rainfall. However, the study found that some stations were 
unable to perform well in capturing the autocorrelation lag-1h and proportion of dry days.  
The stations in Kuantan and Melaka were able to capture all rainfall statistical properties 
very well. However, the studied approaches slightly overestimated the autocorrelation 
lag-1h and proportion dry for the most months in the Alor Setar and Johor Bahru stations. 
Nonetheless, the results can still be accepted because the range of differences is not large. 
Studies by Hanaish et al. (2011), Hanaish et al. (2013), Abdellatif et al. (2013), and Yusop 
et al. (2014) also provided similar results. Like this study, findings of those studies were 
also not able to fit the autocorrelation lag-1hour and proportion of dry days perfectly.  

Figure 4. Properties of hourly rainfall for Alor Setar

Figure 5. Properties of hourly rainfall for Kuantan
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Figure 6. Properties of hourly rainfall for Melaka

Figure 5. (Continued)

Figure 7. Properties of hourly rainfall for Johor Bahru
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Performance of ABC and PSO to Disaggregate Extreme Rainfall. Figure 8 illustrates 
the evaluation of the capability of BLRP to replicate the observed extreme values of 
rainfall. An hourly annual maximum (AM) as the extreme rainfall indices is applied and 
fitted with the Gumbel’s distribution. The relationship between AM intensity and return 
period (T) can be defined as:

𝑥𝑇 = 𝑥̅+ 𝐾𝑇𝑠      (20)

where, xT is AM intensity at T, 𝑥̅ is the average of AM data series, KT is the frequency 
factor, and s is the standard deviation of AM data series. Since this study applied Gumbel’s 
distribution, KT values are calculated for different return periods using this distribution. 
Therefore, KT can be written as:

𝐾𝑇 = −
6
𝜋 0.5772 + 𝑙𝑛 𝑙𝑛

𝑇
𝑇 − 1   (21)

In general, it is suggested that the BLRP model optimized using ABC and PSO is not 
able to capture well the observed extremes at the hourly scale. However, in Melaka and 
Johor Bahru, the approaches were able to capture slightly the observed extremes value. For 
the Alor Setar station (Figure 8a), it showed that both optimization methods were unable 
to provide fitted parameters to be used by the BLRP model in order to give a satisfactory 
result in capturing the extreme rainfall. This situation may happen due to the tropical 
regions of the rainfalls in Malaysia, which is mainly convective and the rains are produced 
by a sudden burst with high intensities of rainfall and the duration of rainfall is short.  In 
terms of optimization algorithms, the PSO seems to perform slightly well by replicating 
near to the observed extremes value as compared to the ABC algorithm. Although both 
models are able to give a similar optimum possible solution, the converged towards it 
is different. The ABC algorithm is poor in the aspect of exploitation ability to reach the 
optimum solution as compared to PSO. The study also found that the search for the optimal 
parameters of the optimization methods requires most efforts for ABC, in which needs a 
large exploration of the search space (maximum of number of iterations) to find optimum 
solutions. Those converged results are similar with other research, which applied the ABC 

Figure 7. (Continued)



An Integration Based Optimization Approach for Parameter Estimation

399Pertanika J. Sci. & Technol. 28 (1): 385 - 402 (2020)

and/or PSO within their own case study such as Zhu and Kwang (2010), Jia et al. (2011), 
and Hossain and El-shafie (2013).

Figure 8. Return level plots of the annual maximum (AM) intensity of hourly rainfall series in a) Alor Setar, 
b) Kuantan, c) Melaka, and d) Johor Bahru

CONCLUSION

This study proposed a further improvement on the calibration process of the Bartlett-Lewis 
rectangular pulse (BLRP) with applications of the artificial bee colony (ABC) and particle 
swarm optimization (PSO). Historical rainfall data from four selected stations in Peninsular 
Malaysia were used for this study. 

In the calibration of the BLRP model, estimation of the BLRP parameters was 
addressed. Those parameters were obtained by using a combination of different moments 
generated from four statistical properties of hourly and daily rainfalls. The optimized 
parameters obtained from the ABC and PSO algorithms were discovered that the different 
combinations of parameters were directed to identical results. Both models are also able to 
match the rainfall properties. Although ABC is claimed to much reliable in finding optimal 
solutions (Karaboga & Akay, 2009; Akay & Karaboga, 2012), the result is different with 
the application of the BLRP model with the PSO, in which it is able to find the optimal 
solution much better as compared to the ABC algorithm.

Hyetos was used to regenerate the statistical and extreme properties by utilizing the 
optimized BLRP parameters. In general, the statistical properties obtained from Hyetos 
with the parameters optimized by ABC and PSO are able to give a satisfactory agreement 
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between the simulated and observed hourly data. The model does not have the ability to 
match the extreme rainfall. However, some stations namely Melaka and Johor Bahru are 
able to slightly match the extreme rainfall. In terms of optimization algorithm in matching 
extreme rainfall, the study found that the BLRP parameters optimized by PSO can nearly 
replicate the extreme rainfall as compared to the ABC algorithm. 

Further study is required to improve the quality of the BLRP model especially for 
rainfall events model, which involves extreme rainfalls. Effect of the alternative function 
towards the performance of the model in reproducing the rainfall series and its extremes 
can be applied in the future study.
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ABSTRACT

The present study deals with reaming of Al6061/SiC metal matrix composite. For the 
fabrication of the composite, stir casting technique was used. In the castings, 5 and 10 weight 
percentages of Silicon Carbide (SiC) 23µm size was used as the reinforcing material. The 
tensile and hardness tests carried out on the specimen indicated that it increased with the 
addition of SiC. The images from scanning electron microscope showed the fair distribution 
of reinforcement.  After drilling 7.8 mm diameter holes, reaming was performed with 8mm 
diameter straight fluted HSS reamer under dry condition at cutting speeds of 18 and 24 
m/min and feed rates of 0.2 and 0.4 mm/rev.  Torque required for reaming was measured 
using 4 component Drill tool Kistler dynamometer 9272A. The estimation of progressive 
wear of the reamer was undertaken using a profile projector. With the introduction of SiC 
as reinforcement, the wear rate of the reamer increased as the reinforcement was highly 
abrasive in nature. The performance of HSS machine reamer was evaluated in terms of 
reaming torque, tool wear and surface roughness of the hole.

Keywords: Al6061/SiC, flank wear, machine reamer, metal matrix composite (MMC), stir casting 

INTRODUCTION

The aluminium based matrix composites 
have emerged as materials for several 
applications in aerospace, automobile, 
defense and other sectors due to their high 
specific strength and stiffness, superior wear 
resistance as compared to the alloy (Kumar 
et al., 2011). Stir casting is one of the most 
widely used technique for processing of 
aluminium based metal matrix composite. 
Stir casting involves melting of the matrix 
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material, followed by introducing reinforcement material into the melt, obtaining a 
suitable dispersion through stirring (Soltani et al., 2015). The composites are known as 
difficult to machine materials because of hardness and abrasive nature of reinforcement 
material (Srinivasan et al., 2012).   The presence of harder and well bonded SiC particles 
in aluminium matrix that impedes the movement of dislocations increases the hardness. 
(Rahmana & Al Rashed, 2014). Abrasion is the major mechanism causing tool wear when 
machining metal matrix composite (MMC) reinforced with abrasive particles such as SiC 
(Chambers & Stephens, 1991). Higher weight percentage of SiC reinforcement needs higher 
cutting forces during machining and produced a higher surface roughness (Behera et al., 
2011). The review of literature has revealed that majority of research work on machining 
of Al-SiC metal matrix composite has been carried out on turning and drilling. Reaming 
is one such important machining operation used to enhance the quality of drilled holes. 
The dimensional stability (diameter, roundness and cylindricity) and surface roughness 
of reamed holes in aluminum silicon SAE322 alloy using K10 cemented carbide welded 
blade reamers and found that accuracy of hole diameter can be increased by increasing the 
feed rate (Bezerra et al., 2001). Melo et al. (2019) concluded that feed rate was the most 
influential factor affecting the torque and cutting speed was the main factor influencing 
the quality of the reamed hole after conducting reaming study on AISI P20 hardened 
steel. While reaming C355 aluminium alloy by Rattanakit et al. (2015), smearing of Al 
material and BUE was prevalent on the flank faces of the uncoated WC reamers at low 
(32 m/min) and high (96 m/min) cutting speeds. However, this was not apparent with 
the brazed PCD or the CVD diamond 229 coated WC reamers, regardless of machining 
conditions (Rattanakit et al., 2015). While conducting reaming study on Al–Si–Mg alloy 
(6351) with different copper contents using HSS reamer, it was found that torque and thrust 
force were influenced more by feed when compared with thrust (Gonçalves et al., 2018). 
During reaming on ZL102 aluminium cast alloys by PCD reamer, the thrust was found to 
decrease significantly as a result of the growing cutting speed by fixing the cutting feed, 
whereas there was an increase in thrust with increasing feed in the same cutting speed 
(Wang et al., 2013). The experimental results on reaming AlSi12 alloys with PCD reamer 
are verified as a stable process in terms of the quality of the holes produced and the main 
surface anomalies are re-deposited work material (chip) onto already machined surface, 
surface grooves and notch, feed marks, surface shrinkage cavities and porosities, metal 
debris, and micro-pits (Yan et al., 2013). The study of influence of process errors and multi 
blade reamer geometry on the hole quality while reaming valve guides made of sintered 
steel alloys revealed that enlarged contact zone between the secondary cutting edge and 
the work piece material would lead to improved straightness tolerances (Schutzer et al., 
2014). It is essential to create more knowledge about reaming on Al6061/SiC metal matrix 
composite. The aim of this study is to obtain the influence of varying percentage of SiC 
present in the matrix, cutting speed and feed on wear of reamer.
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MATERIALS AND METHODS

Fabrication of MMC Specimens

The matrix material chosen for the present study was Al6061 alloy and was acquired from 
HINDALCO Industries Limited, India. The chemical composition of Al6061 compound, as 
given by the provider is given in Table 1. Silicon carbide particles of average size 23 microns 
was used as reinforcement material. Silicon carbide has properties such as high hardness 
and strength, chemical and thermal stability, high melting point, oxidation resistance and 
high erosion resistance. The schematic diagram of the setup used for fabrication of metal 
matrix composite is shown in Figure 1. Al6061 rods melted at a temperature of 800oC in 
an electric furnace.  Preheating of silicon carbide particles was done at 400oC for an hour 
to remove the moisture and gases from the surface of the particulates. To increase the 
wettability of the silicon carbide particles in the matrix material, 1% by weight magnesium 
ribbon wA added to the molten metal at 750 oC (Hashim et al., 2001). Stirring of molten 
metal was done for 10 minutes during which SiC particles were added.  The molten metal 
was degassed at a temperature of 750oC using nitrogen gas. Degassing dispenses a variety 
of impurities which otherwise could act as deterrent in the creation of good castings. The 
solubility of hydrogen in liquid aluminum increases with temperature. Material must reject 
the hydrogen during solidification or else the quality of the composite is affected due to 
porosity.

Figure 1. Schematic diagram of stir casting setup

Table 1
Chemical Composition of Al6061 

Contents Al Si Fe Mn Mg Cu Ti Cr
Weight % 97.54 0.77 0.22 0.06 0.92 0.27 0.02 0.07

Motor Particles

Liquid Metal
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Characterization of Material

Vickers Hardness and Tensile Test. Standard specimen for hardness measurement were 
prepared after polishing with different grades of abrasive paper. Hardness test was carried 
out using Macro Vickers Hardness Tester (M/s Fuel Instruments, India). Three samples 
and five readings on each sample were taken for averaging the hardness value. The tensile 
test specimens were prepared by machining casting obtained in pin molds in CNC turning 
center, according to ASTM E8/E8M-11 standard, as shown in Figures 2 and 3. The tensile 
test samples were prepared.  The tensile test was performed on an electronic tensometer 
(M/s Khudal Instruments, India). Three samples were taken for each weight percentage 
of SiC for averaging the tensile test value. 

Micro Structure. The microstructure affects the performance of the composite. The 
microstructure, reinforcement particle size, shape and distribution in the alloy influence 
the physical properties of the composite. Microstructure study of the composite was done 
using Zeiss EVO 18 Special Edition Scanning Electron Microscope. 

Experimentation

The cast Al6061/SiC specimens were machined to billets of size 120 × 45 × 10 mm. The 
holes for reaming were prepared using carbide drills of diameter 7.8 mm. These holes were 
reamed in the specimen by high speed steel (HSS) straight four fluted machine reamer 
shown in Figure 4. The specification of the reamer used for experimentation is given in 
Table 2. For measuring torque produced during the reaming operation, 4 component drill 
tool dynamometer 9272A (Kistler make) was used. Reaming experiments were conducted 
on Computer Numerical control (CNC) vertical machining centre (M/s Ace Manufacturing 
Systems, Bangalore, India) at feed rates of 0.2 and 0.4 mm/rev. with speeds 18 and 24 

Figure 2. Casting used for 
Tensile test specimen

Figure 3. Tensile test specimen

R A

D
G

A= 36 mm
D = 6 mm
G = 30 mm
R = 6 mm

Figure 4. HSS straight, four fluted 8mm diameter machine reamer
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m/min. The material behavior of Al6061/SiC composite was expected to be in between 
aluminium alloy and cast iron (CMTI, 1987). The cutting speed for the reaming operation 
was selected between the reaming speed for cast iron (14-18 m/min) and aluminium (24-28 
m/min). The feed for the reaming operation was selected between the reaming feed rate for 
cast iron (0.1-0.2 mm/rev.) and aluminium (0.4-0.6 mm/rev.). The actual values of cutting 
parameters used for reaming is shown in Table 2. One hundred and four holes were reamed 
on specimens each with 5 and 10 weight percentage of SiC, 18 and 24 m/min cutting speed 
and 0.2 and 0.4 mm/rev. feed rate. Figure 5 shows the arrangement used for conducting 
reaming experiment. The torque during reaming was measured at regular intervals. The 
Dynoware software installed on a computer connected to the Kistler 9272A dynamometer 
through A/D converter and 5070A10100 charge amplifier provided the variation of torque 
with respect to time, during reaming. The schematic of data flow in the experimental setup 
is shown Figure 6. A sample specimen with reamed holes is shown in the Figure 7.

Table 2
Cutting parameters used while reaming

Cutting Parameter Value
Cutting Speed (m/min) 18, 24
Feed (mm/rev) 0.2, 0.4

Figure 6. Schematic of data flow in the experimental setup

HSS Reamer

Al/SiC Specimen

Kistler 927A 
Dynamometer

Figure 5. Arrangement used for conducting reaming experiments on composites

CNC Machining Center

AJ6061/SiC Specimen
9272A Kistler Dynamometer

Charge 
Amplifier

A/D 
Converter

PC
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The specification of reamer used in the experiment is given in the Table 3.

Table 3
Reamer Specification

Material M42 HSS
No. of flutes 4
Shank Cylindrical
Helix angle 0˚
Chamfer 2×45 ̊
Rake Angle 8 ̊
Primary Clearance Angle 6 ̊
Secondary Clearance Angle 15 ̊
Overall length 92 mm
Flute length 47 mm
Cutting diameter 8 mm

Figure 7. Al6061/SiC specimens with reamed holes

Reamed hole location considered for 
Torque measurement

Holes for fixing the specimen on 
Dynamometer

Measurement of Flank Wear

The wear pattern of the machine reamer was measured using a Profile Projector (METZER, 
India make) with micrometer accuracy of 0.01 mm and magnification of 20× on the 
display. The display of the reamer was located on the screen by adjusting the micrometer 
of the projector such that the axis of the tool coincided with the cross hair in the projector 
screen. The reading in the micrometer in this position indicated the location of the axis 
of the reamer. The outer contour along the axial direction of the reamer was traced on the 
projector screen to set the reference for subsequent measurements as shown in Figure 8. The 
outer contour of the tool in the display after reaming 26 holes was made to coincide with 
the reference previously set in the projector. The difference between previous and present 
micrometer readings was calculated as the reduction in height of the tooth (h) as shown 
in Figure 9. The procedure was repeated to get the progressive reduction in height of the 
tooth after reaming 52, 78 and 104 holes. The progressive reduction in height of the tooth 
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was marked as a point on rake face in each case. The horizontal lines were drawn from 
these points to intersect the flank surface. The progressive flank wear (hf) was estimated 
by measuring the length of each line. The procedure adapted is shown in Figure 10.

Figure 9. Profile of the reamer toothFigure 8. Display of reamer profile 
in the Profile Projector

Figure 10. Flank Wear (hf) derived from reduction in height of the tooth (h)

Profile of reamer after 
machining 104 holes

Profile of new reamer

h

Rake face

Progressive tool wear

Flank
h1

h1
hf

hf1
h

Measurement of Surface Roughness

Surface roughness of the reamed holes (hole no. 1,26,52,78 and 104) for all composites (5 
weight. %, and 10 weight. % of SiC) was measured using Surtronic 3+ surface roughness 
measuring instrument. The sampling length for each measurement of surface roughness was 
0.25mm. The surface roughness of each hole was estimated as the average of three readings.

RESULTS AND DISCUSSIONS 

Characterization of Al/SiC Composite 

Table 4 shows the hardness values of metal matrix composites at different percentages of 
SiC. The hardness value increased with increase in weight percentage of SiC. This trend 
is conforming with the same reported earlier (Su et al., 2010). The increase in hardness 
could be attributed to the influence of hard SiC particle acting as barriers to the movement 
of dislocations within the Al6061 matrix (Kannan & Kishawy, 2008).
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Table 4
Vickers micro hardness test results

Material Vickers Hardness Number (VHN)
Al + 5 weight. % SiC 81.4
Al + 10 weight. % SiC 98.5

From Table 5, it is observed that the ultimate tensile strength (UTS) measured using 
a tensometer increased with the addition of SiC. This increase in UTS may be due to the 
increased presence of SiC particles acting as barriers to dislocation in microstructure 
(Kannan & Kishawy, 2008)

Table 5
Tensile test results

Material Average Ultimate Tensile Strength (MPa)
Al + 5 weight. % SiC 118.27
Al + 10 weight. % SiC 146.4

The literature (Wenner & Holmestad, 2016) available reports recipe for sample 
preparation for studying distribution of precipitates, inclusions under electron microscopy. 
An attempt was made to bring out the precipitate details in the samples under investigation. 
Using energy dispersive spectroscopy (EDS), the composition for the precipitate-like-
structures were brought out, showing significant presence of silicon and carbon which 
could be possible signatures of silicon carbides or other complexes. As in Figure 11, the 
micro features are possibly SiC. 

A
Element Wt% At%
C 51.40 71.21
Si 48.60 28.79

B
Element Wt% At%

40.69 61.61
59.31 28.29

C
Element Wt% At%

42.75 63.59
57.25 36.41

Figure 11. Composition of Al/SiC composite

(a) 5% of SiC (b) 10% of SiC
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The addition of silicon carbide introduced subtle differences in microstructures which 
are brought out in the Figure 12. These differences are largely seen in terms of grain size 
refinement, nature of grain boundary, formation of dendritic structures etc. With addition 
of 5% SiC, the grain size is relatively larger with serrated boundaries as apparent in the 
microstructures. With 10% addition of SiC, fine dendritic structures are seen to be nucleating 
at multiple sites within the microstructure. Presence of dendritic structures introduced 
strengthening due to fine grain distribution leading to ‘grain refinement strengthening’. 

Figure 12. Microstructure of Al/SiC composite

(a) 5% of SiC (500×) (b) 5% of SiC (1000×)

Flank Wear

The torque required for reaming Al/SiC MMC was measured at regular intervals. This was 
done for indirect assessment of the progressive wear of reaming tool. The typical plot of 
torque captured in during reaming is shown in Figure 13. It was expected that the torque 
had to increase gradually from zero to its peak value as the chamfer section of the reaming 
tool progressively engaged with the hole for finishing. It got stabilized when the chamfer 
section fully engaged with the hole. The torque decreased gradually from the peak value 
to become zero when the chamfer section of the tool progressively emerged out and gets 
disengaged from the hole. The qualitative trend shown in the Figure 13 fully confirms with 
the expected pattern of variation of torque during reaming.
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Figure 13. Sample plot for torque variation during reaming
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Figure 15. Torque while machining 1, 26, 52 and 78 and 104 holes for 10 weight % SiC at various speeds and feeds

Figure 14. Torque while machining 1, 26, 52 and 78 and 104 holes for 5 weight % SiC at various speeds and feeds
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It is observed from Figures 14 and 15 that increase in weight % of SiC, speed and feed 
rate increased the torque required for reaming. While reaming the first hole in the specimen 
with 5 weight % SiC at 18 m/min speed and 0.2 mm/rev. feed, the torque required is 0.087 
Nm while it increased to 0.108 Nm at the speed of 24m/min and at same feed rate. While 
reaming the first hole in the same specimen at 24 m/min speed and 0.2 mm/rev. feed, the 
torque required was 0.108 Nm while it increased to 0.214 Nm at the feed of 0.4mm/rev. 
and at same speed.  

While reaming 104th hole in the specimen with 5 weight % SiC at 18 m/min speed and 
0.2 mm/rev. feed, the torque required was 0.934 Nm while it increased to 0.1059 Nm at the 
speed of 24 m/min at same feed rate. While reaming the 104th hole in the same specimen at 
24 m/min speed and 0.2 mm/rev. feed, the torque required was 1.059 Nm while it increased 
to 1.456 Nm at the feed of 0.4 mm/rev. and at same speed.  

During machining, increase in feed rate enhances the chip load while increase in speed 
reduces the chip load. Influence of feed rate on the torque required for machining is higher 
as both material removal rate (MRR) and chip load increase with feed rate. However, 
influence of speed on the torque required for machining is lower as with the speed, MRR 
increases but the chip load decreases. From the results, it is evident that for a given speed, 
increase in feed has greater influence on torque required for reaming when compared with 
the influence of increase of speed for a given feed. It is because while reaming, the increase 
of feed proportionately increases the chip load on the cutting edges as the chip load on 
cutting edge is a direct function of feed. Whereas, the increase of cutting speed does not 
increase the chip load on cutting edges in the same proportion. A similar trend was observed 
while reaming the holes in the composite with 10 weight % of SiC. The only difference 
was that the torque levels in 10 weight % of SiC composite were higher when compared 
with the same in 5 weight % of SiC at all combinations of speed and feed. Further, it was 
also noticed that for all combinations of speed and feed, there was progressive increase in 
torque with increase in number of holes reamed. This is possibly because of the damage 
due to progressive wear undergone by the reaming tool.

It is observed from Figure 16 that increase in weight % of SiC, speed and feed rate 
increased the progressive wear of the reamer. After reaming the 26th hole in the specimen 
with 5 weight % SiC at 18 m/min speed and 0.2 mm/rev. feed, the progressive wear was 
0.0046 mm while it increased to 0.0067 mm at the speed of 24m/min and at same feed 
rate. After reaming the 26th hole in the same specimen at 24 m/min speed and 0.2 mm/
rev. feed, the progressive wear was 0.0067 mm while it increased to 0.014 mm at the feed 
of 0.4mm/rev. at same speed. After reaming 104th hole in the specimen with 5 weight % 
SiC at 18 m/min speed and 0.2mm/rev. feed, the progressive wear was 0.046 mm while it 
increased to 0.051 mm at the speed of 24 m/min at same feed rate. After reaming the 104th 
hole in the same specimen at 24 m/min speed and 0.2 mm/rev. feed, the progressive wear 
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was 0.051 mm while it increased to 0.088 mm at the feed of 0.4 mm/rev. at same speed. 
Increase in chip load on the tool due to increase in feed rate enhanced the torque required 
for reaming resulting in higher force on the cutting edge and greater rubbing action of the 
flank of tool with the wall of drilled hole. The increased requirement of torque at higher 
feed rate enhances the rate of run in wear of the tool. 

From the Figure 17, it was found that while reaming the holes in 10 weight % of SiC 
specimen, the patterns of variation of progressive wear for different combinations of speed 
and feed were similar to those observed in case of 5 weight % of SiC. For a given speed, 
the rate of initial run in wear was greater at the feed rate of 0.4 mm/rev. when compared 

Figure 16. Flank wear after machining 26, 52 and 78 and 104 holes for 5 weight % SiC at various speeds and feeds

Figure 17. Flank wear after machining 26, 52 and 78 and 104 holes for 10 weight % SiC at various speeds and feeds
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with the same at 0.2 mm/rev. Increase in speed at a given feed rate also increased the rate 
of run in wear but to a much lesser extent. This trend is because of dominating influence 
of feed rate on reaming process when compared with that of cutting speed as discussed 
already. In addition to this, magnitude of progressive wear on the flank of tool for 10 weight 
% of SiC was much higher when compared with the same for 5 weight % of SiC. Increase 
in percentage of SiC in the composite increased the rate of abrasion at the interface of tool 
flank and hole due to the presence of more particles of SiC.

Further, it is also noticed that for all combinations of speed and feed, there was 
increase of progressive wear magnitude with increase in number of holes reamed. With 
the progression of reaming process, the reaming tool lose its sharpness of cutting edge and 
became dull. Increased flank wear results in progressive reduction of clearance angle on 
the clearance face of the tool. Reaming of holes further with the same tool continuously 
increased magnitude of energy required. The increase in torque during reaming with 
increase in number of holes, as shown in Figures 14 and 15 further strengthened this 
phenomenon. Reduced clearance at flank increases the frictional resistance. It produces 
wear land on the flanks of the tool, on account of the rubbing action of the machined 
surface. In the beginning of reaming process, the tool is sharp with no wear land. However 
very soon the wear land develops and grows in size on account of abrasion, adhesion and 
shear (Teti, 2002). The maximum value of flank wear (0.0936 mm) was after reaming 104 
holes at the speed of 24 m/min and the feed of 0.4 mm/rev with the composite having 10 
weight % of SiC. 

Figure 18. Surface Roughness of reamed holes 1, 26, 52 and 78 and 104 for 5 weight % SiC at various 
speeds and feeds
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Figure 19. Surface Roughness of reamed holes 1, 26, 52 and 78 and 104 for 10 weight % SiC at various 
speeds and feeds

It is observed from Figure 18 and 19 that increase in weight % of SiC, speed and feed 
rate enhanced the surface roughness of the reamed hole surface. After reaming the first hole 
in the specimen with 5 weight % SiC at 18 m/min speed and 0.2 mm/rev. feed, the surface 
roughness (Ra) is 0.74 microns while it increased to 1.02 microns at the speed of 24 m/
min at same feed rate. After reaming the first hole in the same specimen at 24 m/min speed 
and 0.2 mm/rev. feed, the surface roughness was 1.02 microns while it increased to 1.54 
microns at the feed of 0.4mm/rev. at same speed. After reaming 104th hole in the specimen 
with 5 weight % SiC at 18 m/min speed and 0.2mm/rev. feed, the surface roughness was 
1.57 microns while it increased to 1.84 microns at the speed of 24m/min at same feed rate. 
After reaming the 104th hole in the same specimen at 24 m/min speed and 0.2 mm/rev. 
feed, the surface roughness required was 1.84 microns while it increased to 4.54 microns 
at the feed of 0.4mm/rev. at same speed.  For a given speed, the surface roughness value 
was greater at the feed rate of 0.4mm/rev. when compared with the same at 0.2 mm/rev. A 
similar trend was observed while reaming the holes in the composite with 10 weight % of 
SiC.  Increase in speed at a given feed rate also increases the surface roughness, but to a 
much lesser extent. This trend is because of dominating influence of feed rate on reaming 
process due to increase in chip load when compared with of cutting speed, as discussed 
already in this paper. Further, it is observed that the surface roughness of the reamed hole 
increased progressively with the increase in number of holes. This is true with all speeds, 
feeds and weight percentages of SiC particles. Flank wear affects the geometry of the tool 
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and its cutting action. This would lead to the poor surface finish of the reamed hole. It is 
a fact that the hard reinforcing particles in the matrix of composites may not get sheared 
off when they come across the cutting edge of the tool. Instead, they would either remain 
embedded to the surface or get dislodged from the surface creating dents on the reamed 
surface. The progressively damaged (worn out) portions of the cutting edges of machine 
reamer which interact with surface of the hole affect the surface finish of reamed holes.

The surface morphology images of the reamed hole surfaces were captured using 
Zeiss EVO 18 Special Edition Scanning Electron Microscope. The morphology study was 
undertaken to investigate on the possible mode of failure of work material causing the 
formation of chips, during reaming. It is evident from SEM images shown in Figure 20 to 
21 that the mode of failure of work material is due to ductile fracture of matrix material of 
chips. It also reveals the possible debonding or dislodging, during the process. 

Figure 21. SEM image (2000×) of reamed surface of specimen with 10 weight. % SiC at 18 m/min speed  
(a) First Hole (b) 104th Hole at 0.2 mm/rev (c) First Hole (d) 104th Hole at 0.4 mm/rev.  

Figure 20. SEM image (2000×) of reamed surface of specimen with 5 weight. % SiC at 18 m/min speed (a) 
First Hole (b) 104th Hole at 0.2 mm/rev (c) First Hole (d) 104th Hole at 0.4 mm/rev.  

(a) (b) (c) (d)

(a) (b) (c) (d)

Figure 22. SEM image (2000×) of reamed surface of specimen with 10 weight. % SiC at 24 m/min speed 
(a) First Hole (b) 104th Hole at 0.2 mm/rev (c) First Hole (d) 104th Hole at 0.4 mm/rev. 

(a) (b) (c) (d)
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Work hardening of the soft matrix and cracking or debonding of the particles are typical 
sub surface defects in machining of MMCs. From SEM images shown in Figure 20 to 
23, it was evident that increase in speed and weight % of SiC particles from 5 to 10 had 
resulted in flaky reamed hole surface and poor surface finish. Further, from Figure 23(b) 
and 23(d), it was evident that tendency for possible dislodging of SiC particles from the 
hole surface increased with increase in feed. With the increase in number of holes reamed, 
the flank of the cutting edge of the reamer might get worn out due to rubbing action of 
dislodged SiC particle from the reamed hole surface, as shown in Figure 22(d) and 23(d). 
Such debonded particles might get entrapped between the flank of cutting edge of reamer 
and hole surface during reaming act as abrasive particles and caused damage to the hole 
surface, resulting in poor surface finish.

CONCLUSIONS

In this experimental investigation, the performance of uncoated four flued HSS machine 
reamer is evaluated in the form of tapping torque, progressive flank wear and surface 
roughness of reamed surfaces. The conclusions derived from the outcome of this study 
are as follows:

• Increase in the weight percentage of SiC particles results in the increase of hardness 
and tensile strength of composite influences the rate of flank wear of tool.

• The torque required and flank wear during reaming increase with increase in weight 
percentage of SiC in Al/SiC composite, cutting speed and feed rate.

• The feed rate has dominating influence on torque required for reaming and 
progressive flank wear of reaming tool when compared with that of cutting speed.

• The progressive wear out of reaming tool increases the torque required for reaming. 
Further, at higher feed rates, dislodging of SiC particles from the hole surface 
deteriorates the surface quality of the reamed holes. 

Figure 23. SEM image (2000×) of reamed surface of specimen with 10 weight % SiC at 24 m/min speed  
(a) First Hole (b) 104th Hole at 0.2 mm/rev (c) First Hole (d) 104th Hole at 0.4 mm/rev. 

(a) (b) (c) (d)
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Manuscript Types 
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1. RegulaR aRticle

Regular articles are full-length original empirical investigations, consisting of introduction, materials 
and methods, results and discussion, conclusions. Original work must provide an explanation on 
research results that contain new and significant findings. Analysis and Discussion must be supported 
with relevant references.
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an abstract of 100–200 words.

3. ShoRt communicationS 
They are timely and brief. These are suitable for the publication of significant technical advances and 
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4. otheRS

Brief reports, case studies, comments, concept papers, letters to the editor, and replies on previously 
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• Page 3: Abstract
This page should repeat the full title of your paper with only the Abstract (the abstract should 
be less than 250 words for a Regular Paper and up to 100 words for a Short Communication), and 
Keywords. 

Keywords: Not more than 8 keywords in alphabetical order must be provided to 
describe the contents of the manuscript. 

• Page 4: Introduction
This page should begin with the Introduction of your article and followed by the rest of your 
paper.

2. Text
Regular Papers should be prepared with the headings Introduction, Materials and Methods, Results 
and Discussion, Conclusions, Acknowledgements, References, and Supplementary data (if any) in 
this order. The literature review may be part of or separated from Introduction.

3. Levels of Heading

 4.   Equations and Formulae 
These must be set up clearly and should be typed double spaced. Numbers identifying equations 
should be in square brackets and placed on the right margin of the text.

5. Tables 
• All tables should be prepared in a form consistent with recent issues of Pertanika and should 

be numbered consecutively with Roman numerals (Table 1, Table 2). 
• A brief title should be provided, which should be shown at the top of each table (APA format):

Example: Table 1 
       PVY infected Nicotiana tabacum plants optical density in ELISA

• Explanatory material should be given in the table legends and footnotes. 
• Each table should be prepared on a new page, embedded in the manuscript.
• Authors are advised to keep backup files of all tables.
 
** Please submit all tables in Microsoft word format only - because tables submitted as 
image data cannot be edited for publication and are usually in low-resolution. 

Level of heading Format

1st LEFT, BOLD, UPPERCASE

2nd Flush left, Bold, Capitalise each word

3rd Bold, Capitalise each word, ending with .

4th Bold italic, Capitalise each word, ending with .



6.    Figures & Photographs
• Submit an original figure or photograph. 
• Line drawings must be clear, with high black and white contrast. 
• Each figure or photograph should be prepared on a new page, embedded in the manuscript 

for reviewing to keep the file of the manuscript under 5 MB. 
• These should be numbered consecutively with Roman numerals (Figure 1, Figure 2).
• Provide a brief title, which should be shown at the bottom of each table (APA format):

Example: Figure 1. PVY-infected in vitro callus of Nicotiana tabacum

• If a Figure has been previously published, acknowledge the original source and submit written 
permission form the copyright holder to reproduce the material.

• Authors are advised to keep backup files of all figures.

** Figures or photographs must also be submitted separately as TIFF, JPEG, because 
figures or photographs submitted in low-resolution embedded in the manuscript cannot 
be accepted for publication. For electronic figures, create your figures using applications 
that are capable of preparing high resolution TIFF files.

7.    References 
References begin on their own page and are listed in alphabetical order by the first author’s 
last name. Only references cited within the text should be included. All references should be in 
12-point font and double-spaced.

NOTE: When formatting your references, please follow the Pertanika-APA-reference style (6th 
Edition) (refer to examples). Ensure that the references are strictly in the journal’s prescribed 
style, failing which your article will not be accepted for peer-review. You may refer to the 
Publication Manual of the American Psychological Association for further details 
https://apastyle.apa.org/. 

Examples of reference style are given below:

Books Insertion in Text In Reference List

Book with 1-2 
authors 

Information prominent’ (the author’s 
name is within parentheses): 

… (Cochrane, 2007) …

Or

 ‘Author prominent’ (the author’s name is 
outside the parentheses): 

Cochrane (2007) …

Cochrane, A. (2007). Understanding urban policy: 
A critical approach. Malden, MA: Blackwell 
Publishing.

Book with 3 or 
more authors
(Pertanika’s format)

For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’

Information prominent’ (the author’s 
name is within parentheses): 

… (Seeley et al., 2011) …

Or

 ‘Author prominent’ (the author’s name is 
outside the parentheses): 

Seeley et al. (2011) …

Seeley, R., VanPutte, C., Regan, J., & Russo, A. 
(2011). Seeley’s anatomy & physiology. New York, 
NY: McGraw-Hill.

Books



Books Insertion in Text In Reference List

Book with 
6-7 authors

For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’

Information prominent’ (the author’s 
name is within parentheses): 

… (Bulliet et al., 2011) …

Or

 ‘Author prominent’ (the author’s name is 
outside the parentheses): 

Bulliet et al. (2011) …

Bulliet, R. W., Crossley, P. K., Headrick, D. R., 
Hirsch, S. W., Johnson, L. L., & Northrup, D. (2011). 
The earth and its peoples: A global history (5th ed.). 
Boston, MA: Wadsworth.

Book with 
more than 8 authors

For all in-text references, list only the first 
author’s family name and followed by ‘et al.’

A recent study (Edge et al., 2011) concluded 
that… 

Or 

Edge et al. (2011) concluded that ….

For books with eight or more authors, please follow 
the guidelines for journal articles with eight or more 
authors. 

Chapter in edited 
book

Information prominent’ (the author’s 
name is within parentheses): 

 … (Richards, 1997) …  

Or

‘Author prominent’ (the author’s name is 
outside the parentheses): 

Richards (1997) …

Richards, K. C. (1997). Views on globalization. In 
H. L. Vivaldi (Ed.), Australia in a global world (pp. 
29-43). Sydney, Australia: Century.

e-book/online book Information prominent’ (the author’s 
name is within parentheses): 

… (Niemann et al., 2004) …

 Or

‘Author prominent’ (the author’s name is 
outside the parentheses): 

Niemann (2004) …

Niemann, S., Greenstein, D., & David, D. (2004). 
Helping children who are deaf: Family and 
community support for children who do not hear well. 
Retrieved June 1, 2019, from http://www.hesperian.
org/ publications_download_deaf.php

 
Schiraldi, G. R. (2001). The post-traumatic stess 
disorder sourcebook: A guide to healing, recovery, 
and growth [Adobe Digital Editions version]. 
doi:10.1036/0071393722

Editor Information prominent’ (the author’s 
name is within parentheses): 

… (Zairi, 1999) …

 Or

‘Author prominent’ (the author’s name is 
outside the parentheses): 

Zairi (1999) …

Zairi, M. (Ed.). (1999). Best practice: Process 
innovation management. Oxford, United Kingdom: 
Butterworth- Heinemann.



Journals

Journals Insertion in Text In Reference List

Journal article with 
1-2 authors

Information prominent’ (the author’s name 
is within parentheses): 

… (Kramer & Bloggs, 2002)…

Or 

‘Author prominent’ (the author’s name is 
outside the parentheses): 

Kramer and Bloggs (2002) … 

Kramer, E., & Bloggs, T. (2002). On quality in art 
and art therapy. American Journal of Art Therapy, 
40, 218-231. 

Journal article with 
3 or more authors
(Pertanika’s 
format)

For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’

Information prominent’ (the author’s name 
is within parentheses): 

… (Erlo et al., 2008) …

Or

 ‘Author prominent’ (the author’s name is 
outside the parentheses): 

Erlo et al. (2008) …

Elo, A., Ervasti, J., Kuosma, E., & Mattila, P. 
(2008). Evaluation of an organizational stress 
management program in a municipal public works 
organization. Journal of Occupational Health 
Psychology, 13(1), 10-23. doi: 10.1037/1076-
8998.13.1.10

Books Insertion in Text In Reference List

Several works by 
same author in the 
same year

Information prominent’ (the author’s 
name is within parentheses): 

… (Fullan, 1996a, 1997b) …

Or

 ‘Author prominent’ (the author’s name is 
outside the parentheses): 

Fullan (1996a, 1996b) …

Fullan, M. (1996a). Leadership for change. In 
International handbook for educational leadership 
and administration.  New York, NY: Kluwer 
Academic . 

Fullan, M. (1996b). The new meaning of educational 
change. London, United Kingdom: Casell. 

Several authors, 
different years 
referred to 
collectively in your 
work

List sources alphabetically by family name 
in the in-text reference in the order in 
which they appear in the Reference List.

The cyclical process (Carr & Kemmis, 1986; 
Dick, 2000) suggests…

Carr, W., & Kemmis, S. (1986). Becoming critical: 
Education knowledge and action research. London, 
United Kingdom: Falmer Press.

Dick, B. (2000). A beginner’s guide to action 
research. Retrieved June 1, 2019, from http://www.
scu.edu.au/schools/gcm/ar/arp/guide.html



Newspapers Insertion in Text In Reference List

Newspaper article – 
with an author

… (Waterford, 2007)... Waterford, J. (2007, May 30). Bill of rights gets it 
wrong. The Canberra Times, p. 11.

Newspaper article – 
without an author

… (“Internet pioneer”, 2007) … Internet pioneer to oversee network redesign. (2007, 
May 28). The Canberra Times, p. 15. 

Article in an 
newsletter

... (“Australians and the Western Front”, 
2009) ... 

Australians and the Western Front.  (2009, 
November). Ozculture newsletter. Retrieved from 
http://www.cultureandrecreation. gov.au/ newsletter/

Newspapers

Journal article with 
6 - 7 authors

For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’

Information prominent’ (the author’s name 
is within parentheses): 

… (Restouin et al., 2009) …

Or

 ‘Author prominent’ (the author’s name is 
outside the parentheses): 

Restouin et al. (2008) …

Restouin, A., Aresta, S., Prébet, T., Borg, J., 
Badache, A., & Collette, Y. (2009). A simplified, 
96-well–adapted, ATP luminescence–based 
motility assay. BioTechniques, 47, 871–875. doi: 
10.2144/000113250 

Journal article with 
more than 8 or 
more authors

Information prominent’ (the author’s name 
is within parentheses): 

… (Steel et al., 2010)..

Or

‘Author prominent’ (the author’s name is 
outside the parentheses): 

Steel et al. (2010) …

Steel, J., Youssef, M., Pfeifer, R., Ramirez, J. M., 
Probst, C., Sellei, R., ... Pape, H. C. (2010). Health-
related quality of life in patients with multiple 
injuries and traumatic brain injury 10+ years 
postinjury. Journal of Trauma: Injury, Infection, 
and Critical Care, 69(3), 523-531. doi: 10.1097/
TA.0b013e3181e90c24

Journal article with 
DOI

Information prominent’ (the author’s name 
is within parentheses): 

… (Shaw et al., 2005)..

Or

‘Author prominent’ (the author’s name is 
outside the parentheses): 

Shaw et al. (2005) … 

Shaw, K., O’Rourke, P., Del Mar, C., & Kenardy, J. 
(2005). Psychological interventions for overweight 
or obesity. The Cochrane database of systematic 
reviews (2). doi:10.1002/14651858.CD003818.
pub2  



Government Publications

Government 
Publications

Insertion in Text In Reference List

Government as author First in-text reference: Spell out the full name 
with the abbreviation of the body. 

… (Department of Finance and Administration 
[DOFA], 2006) …  

Subsequent in-text reference/s: 
Use the abbreviation of the body.

… (DOFA, 2006)…

Department of Finance and Administration. 
(2006). Delivering Australian Government 
services: Managing multiple channels. 
Canberra, Australia: Author.

Government report - 
online

First in-text reference: Spell out the full name 
with the abbreviation of the body. 

… (Department of the Prime Minister and 
Cabinet [PM&C], 2008) …  

Subsequent in-text reference/s: 
Use the abbreviation of the body.

… (PM&C, 2008)…

Department of the Prime Minister and Cabinet. 
(2008). Families in Australia: 2008. Retrieved 
June 1, 2019, from http://www..... 

Conference / Seminar Papers Insertion in Text In Reference List

Print – 
If the paper is from a book, 
use the Book chapter citation 
format. If it is from regularly 
published proceedings (e.g. 
annual), use the Journal article 
citation format.

 … (Edge, 1996) …

Or 

Edge (1996) …

Edge, M. (1996). Lifetime prediction: Fact or fancy? In M. 
S. Koch, T. Padfield, J. S. Johnsen, & U. B. Kejser (Eds.), 
Proceedings of the Conference on Research Techniques 
in Photographic Conservation (pp. 97-100). Copenhagen, 
Denmark: Royal Danish Academy of Fine Arts.

Online … (Tester, 2008) …

Or 

Tester (2008) …

Tester, J. W. (2008). The future of geothermal energy as a 
major global energy supplier. In H. Gurgenci & A. R. Budd 
(Eds.), Proceedings of the Sir Mark Oliphant International 
Frontiers of Science and Technology Australian Geothermal 
Energy Conference, Canberra, Australia: Geoscience 
Australia. Retrieved from http://www.ga.gov.au/image_cache/ 
GA11825.pdf

Conference / Seminar Papers

8.   General Guidelines
Abbreviations: Define alphabetically, other than abbreviations that can be used without definition. 
Words or phrases that are abbreviated in the introduction and following text should be written 
out in full the first time that they appear in the text, with each abbreviated form in parenthesis. 
Include the common name or scientific name, or both, of animal and plant materials.
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Co-Authors: The commonly accepted guideline for authorship is that one must have substantially 
contributed to the development of the paper and share accountability for the results. Researchers 
should decide who will be an author and what order they will be listed depending upon their 
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