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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfilment of 

the requirement for the degree of Doctor of Philosophy

A SPEECH ENHANCEMENT FRAMEWORK USING DISCRETE 
KRAWTCHOUK-TCHEBICHEF TRANSFORM

By

BASHEERA M. MAHMMOD

May 2018

Chairman: Associate Professor Abd Rahman Ramli, PhD
Faculty: Engineering 

Speech is considered the key mode of interaction amongst humans. Speech signals 

encounter different scenarios during transmission, such as interference and additive 

noise, which lead to generate noisy signals. Therefore, robust Speech Enhancement 

Algorithms (SEA) that suppress noise without distorting the original signals are 

necessary. The removing of noise without causing speech distortion is a challenging 

task. Moreover, an annoying noise that appears after the enhancement process, called 

Musical Noise (MN), should be eliminated. Recent SEA approaches tend to enhance 

speech quality and intelligibility, because improving these two attributes is critical for 
normal people and hearing impairments. Therefore, this thesis aims to restore speech 

signals from corrupted signal with minimum MN and best trade-off between Residual 

Noise (RN) and Signal Distortion (SD). First, a new transform based on new 

orthogonal polynomials, called the Discrete Krawtchouk–Tchebichef Transform 

(DKTT), is presented. DKTT exhibits superior compaction and localization properties 

that affect noise extraction process. Second, a noise classification method is adopted to 

identify the types of additive noise. Then, three optimum types of parameters are 

determined based on noise type. The subsequent phase of the developed system 

involves the proposed non-linear speech estimator. It is based on the Minimum Mean 

Square Error (MMSE) and the low-distortion approaches. The analytical solution is 

derived from the assumption that speech and noise components can be modeled based 
on a combination between Gamma and Laplacian distributions. These types of 

combination are used first in the developed SEA. Afterward, the second proposed 

linear estimator has been proposed mainly to reduce the effects of MN. Finally, the 

inverse of DKTT is applied to regain the clean signal back. To demonstrate the 

capability of the proposed system, clean speech sentences are selected from the TIMIT 

dataset. Moreover, eleven types of noise are chosen from the NOISEX-92 dataset, in 

addition to speech-shaped noises. These noises are the most dominate in the real world. 

Comparison results reinforce the improvement in quality and intelligibility 

measurements with reducing of MN level. The objective measurements are including 

Perceptual Evaluation of Speech Quality (PESQ), Frequency-Weighted Segmental 
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Signal-to-Noise Ratio (FWSNR), the Coherence Speech Intelligibility Index (CSII), 

Short-Time Objective Intelligibility measure (STOI), along with three types of 

composite measures, namely, Signal distortion (SIG), Back-ground intrusiveness 

(BAK), and Overall quality (OVL). The improved SEA demonstrated an improvement 

in nearly all the aforementioned quality and intelligibility measures for different types 
of noise and five levels of signal-to-noise ratio (SNR), i.e., −10, −5, 0, 5, and 10 dB. In 
white noise, for example, the average absolute improvements and their corresponding 

percentage values of the system performance in terms of PESQ, OVL, STOI, and 

FWSNR in (dB) for the five SNR levels are 0.37 (17.3%), 0.37 (24.7%), 0.59 (7.8%), 

and 0.06 (7.7%), respectively. For cockpit noise, the improvements are 0.22 (10.6%), 

0.18 (10.5%), 1.5 (23.3%), and 0.07 (9.5%), respectively. For Speech-Shaped noise, 

the improvements are 0.23 (11.3%), 0.17 (9.1%), 2.05 (31.6%), and 0.05 (7.8%), 

respectively. Moreover, the classification accuracy has been reached to 99.44%. This 

work contributed in developing a new transform, finding a new speech and noise 

models, introducing new linear and non-linear estimators with their adaptively 

smoothing parameter to get good noise reduction. As a conclusion, the proposed SEA 

enhances and improves noisy signals and regain clean signals with less RN and SD, 
reducing MN level. Moreover, best improvement in quality and intelligibility 

properties is obtained particularly in high noise levels.
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia Sebagai 

memenuhi keperluan untuk ijazah Doktor Falsafah

RANGKA KERJA PENINGKATAN PERTUTURAN MENGGUNAKAN 
JELMAAN DISKRIT KRAWTCHOUK-TCHEBICHEF

Oleh

BASHEERA M. MAHMMOD

Mei 2018

Pengerusi: Profesor Madya Abd Rahman Ramli, PhD
Fakulti: Kejuruteraan 

Pertuturan dianggap sebagai cara utama untuk berinteraksi di kalangan manusia. 

Isyarat pertuturan menghadapi senario yang sukar semasa penghantaran, seperti 

gangguan dan hingar tambahan, yang membawa kepada menghasilkan isyarat hingar. 

Oleh itu, Algoritma Peningkatan Pertuturan (APP) lasak yang menyekat hingar tanpa 

gangguan kepada isyarat asal adalah perlu. Menyingkirkan hingar tanpa menyebabkan 

herotan isyarat pertuturan adalah tugas yang mencabar. Selain itu, hingar yang 

menjengkelkan terhasil selepas proses peningkatan, yang dikenali sebagai Hingar 

Musik (HM), perlu dibuang. APP terkini cenderung untuk meningkatkan kualiti 
pertuturan dan kebolehfahaman, kerana menambahbaikan kedua-dua ciri ini adalah 

kritikal untuk orang normal dan yang terjejas pendengaran. Oleh itu, matlamat tesis ini 

adalah untuk memulihkan isyarat pertuturan dari isyarat yang rosak dengan HM 

minimum dan keseimbangan terbaik antara Sisa Hingar (SH) dan Isyarat Herotan (IH). 

Pertamanya, jelmaan baru berdasarkan polinomial ortogonal baru, dipanggil Jelmaan 

Diskret Krawtchouk-Tchebichef (TDKT) diperkenalkan. TDKT mempamerkan 

pemadatan lebih baik dan sifat penyetempatan yang memberi kesan kepada proses 

penyarian hingar. Keduanya, kaedah pengklasan hingar digunakan untuk 

mengesalpasti jenis hingar tambahan. Kemudian, tiga parameter yang optimum 

ditentukan berdasarkan jenis hingar. Fasa seterusnya bagi sistem yang dicadangkan 

merangkumi penganggar pertuturan tak linear yang berdasarkan pendekatan Min Ralat 
Kuasa Dua Minimum (MRKDM) dan herotan rendah. Penyelesaian analisis diperolehi 

berdasarkan andaian bahawa komponen pertuturan boleh dimodelkan sebagai 

gabungan Gamma dan taburan Laplacean. Jenis gabungan ini digunakan terlebih 

dahulu dalam APP yang dibangunkan. Selepas itu, penganggar linear yang kedua 

dicadangkan untuk mengurangkan kesan-kesan HM. Akhirnya, TDKT songsang 

diaplikasikan untuk mendapatkan kembali isyarat bersih yang asal. Untuk 

menunjukkan keupayaan sistem yang dicadangkan, ayat-ayat pertuturan bersih dipilih 

daripada set data TIMIT. Tambahan lagi, sebelas jenis hingar dipilih daripada set data 

NOISEX-92, sebagai tambahan kepada hingar berbentuk pertuturan. Keputusan 

perbandingan mengukuhkan peningkatan pengukuran kualiti objektif dan 
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kebolehfahaman dengan mengurangkan tahap HM. Pengukuran objektif seperti 

Penilaian Persepsi Kualiti Pertuturan (PPKP), kekerapan berwajaran nisbah isyarat-

hingar Segmental (kbSNR), Indeks Kebolehfahaman Pertuturan Koheren (IKPK), 

pengukuran Objektif Kebolehfahaman Masa-Pendek (OKMP), bersama dengan tiga 

jenis pengukuran komposit iaitu Isyarat herotan (IH), campur tangan latar-belakang 
(CTLB), dan Kualiti Keseluruhan (KS). APP yang ditambahbaik menunjukkan 

peningkatan dalam hampir semua pengukuran kualiti dan kejelasan yang disebut untuk 

jenis hingar berbeza dan untuk lima tahap SNR, iaitu -10, -5, 0, 5 dan 10 dB. Dalam 

hingar putih, contohnya, purata peningkatan mutlak dan nilai peratusan yang berkaitan 

dengan prestasi sistem dari segi PPKP, KS, OKMP, dan kbSNR untuk lima tahap SNR 

adalah masing-masing 0.37 (17.3%), 0.37 (24.7%), 0.59 (7.8%) dan 0.06 (7.7%). 

Untuk hingar kokpit, peningkatan adalah masing-masing 0.22 (10.6%), 0.18 (10.5%), 

1.5 (23.3%), dan 0.07 (9.5%). Untuk hingar berbentuk pertuturan, peningkatan adalah 

masing-masing 0.23 (11.3%), 0.17 (9.1%), 2.05 (31.6%), dan 0.05 (7.8%). Malahan, 

proses ketepatan pengelasan telah mencapai 99.44%. Kerja ini menyumbang dalam 

membangunkan jelmaan baru, mencari model pertuturan dan hingar baru, 

memperkenalkan penganggar linear dan tak linear baru dengan parameter pelicinan 
penyesuaian mereka untuk mendapatkan pengurangan hingar yang baik. Sebagai 

kesimpulan, APP yang dicadangkan meningkatkan dan menambahbaik isyarat hingar 

dan mendapatkan isyarat bersih dengan kurang SH dan IH, minimum HM. Tambahan 

pula, peningkatan terbaik dalam ciri-ciri kualiti dan kebolehfahaman diperolehi 

terutamanya dalam tahap hingar tinggi.
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CHAPTER 1

1. INTRODUCTION

1.1 Introduction

Speech, means of interaction among human beings, plays a central role in recent 

communication fields. However, different types of environmental noise always 
interfere with speech signals, thereby producing degraded and annoying signals for the 

human auditory system. To make the exchange of speech possible in a noisy 

environment, quality and intelligibility attributes must be maintained, which are 

challenging tasks. Quality and intelligibility are necessary to guarantee human 

satisfaction. Accordingly, the demand for robust Speech Enhancement Algorithms 

(SEA) has increased. Accurate noise suppression with minimum levels of Speech 

Distortion (SD) and Residual Noise (RN) should be considered to fulfill Speech 

Enhancement (SE) requirements. The optimization of these requirements depends on a 

robust SEA that can deal with the aforementioned circumstances and contribute to 

perfect outcomes. This chapter first highlights the basic aspects of SE by presenting 

different types of noise and SEA. Then, it provides a brief description of different 

problems that have been experienced recently by SEA. In addition, the main objectives 
of this thesis are presented. In addition, the methodology and the research scope are 

briefly described. The outline of the thesis is provided at the end of this chapter.

1.2 Background

The 18th century was the epoch of the Industrial Revolution and great mechanical 

systems; the 19th century was the era of the steam engine; the 20th century was 

marked by the development of important technologies for information gathering, 

exchange, processing, and distribution (Tanenbaum, 2003). During the 20th century, 

new technologies were occasionally introduced; some of these technologies were 

immediately accepted, others were rejected, whereas others went through a slow but 

relentless adoption curve (Mahmood, 2012). Advances in technology aim to increase 

scientific development and to achieve overall human satisfaction and comfort. Digital 
Signal Processing (DSP) technology has been an active research area in recent years 

and has addressed the aforementioned issues. Speech processing, which has numerous 

applications in daily life, is one of the most important fields of DSP. Speech is 

considered a vital means of exchanging information among humans and between 

humans and machines (Upadhyay & Karmakar, 2015).

In various life circumstances, as the distance between the source and the receiver of 

speech increases, speech signals become increasingly corrupted by surrounding noises, 

interferences, and echoes, and expose to distortions introduced by communication 

media. This condition leads to decrease speech intelligibility and reduces the 

effectiveness of communication quality. Notably, quality refers to “how” a speaker 
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produces an utterance, whereas intelligibility refers to “what” the speaker has said, i.e., 
the meaning or content of the spoken words (Loizou, 2013). Consequently, SEA is 

introduced to reduce disturbance that results from such situations. The general types of 

noise that affect speech signals are shown in Figure 1.1. 

Figure 1.1 : Different types of environment noise (Loizou, 2013)

SEA has many objectives, including increasing intelligibility, improving quality, 

solving the noise pollution problem, increasing speech recognition accuracy, and 

reducing listener fatigue. However, its key objective is to regain clean speech signals 

from noisy signals degraded by additive background noise (Lim & Oppenheim, 1979; 

Yousheng & Jianwen, 2014). Recently, SEA are considered substantial issues in our 

daily life, because they are applied in different key applications such as hands-free 

telephony, speech recognition, military and air-ground communication, VoIP, 

teleconferencing systems, performance improvement of hearing aids and cochlear 

implants, and speech coding (Abutalebi & Rashidinejad, 2015; Jassim et al., 2014; Liu 

et al., 2016; Loizou, 2013; Zoulikha & Djendi, 2016). The importance of SEA is 
increased by the developments in speech processing applications. All existing SEA 

cannot completely suppress background noise because suppression is performed in 

relatively different degrees based on aspects such as algorithm effectiveness, 

application at hand, noise source characteristics or interference, relationship between 

clean signal and noise, and the number of available microphones (Loizou, 2013).

Practically, speech enhancement task becomes easier with a large number of 

microphones. In an ideal SEA, quality and intelligibility must be significantly 

improved to reach the levels of clean speech signals; however, this issue remains 

unachievable. In particular, noise can be reduced to an acceptable level but at the 

expense of increasing SD, which degrades speech intelligibility. Therefore, designing 

an effective SEA without introducing a noticeable distortion to speech with minimum 

RN is considered a challenging task (Loizou, 2013).

The general degradation and denoising processes are illustrated in Figure 1.2. Additive 

noise is added to clean speech signal in an uncontrolled manner when speech is 
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transmitted from source to destination. Numerous approaches deal with additive noise 

because it is the most widely affected noise type in real environments. SEA have 

different classifications. Several studies have categorized SEA into two main groups 

namely; supervised and unsupervised methods are based on using a training set. These 

training datasets are based on a large number of observed samples of a signal 

(Chehrehsa & Moir, 2016; Mohammadiha et al., 2013).

Figure 1.2 : General processes of speech degradation and restoration (Loizou, 

2013)

Another classification of SEA depends on the type of processing domain; time domain 

(Lim et al., 1978) and frequency domain (Jassim et al., 2014). Notably, the frequency 

domain compresses a substantial amount of information in a signal into specific 

coefficients that facilitate the removal of corrupting noise. Transform-based SEA have 

different types, such as Discrete Fourier Transform (DFT) (Ephraim & Malah, 1984),

Wavelet Transform (WT) (Jayakumar & Sathidevi, 2016), and Discrete Cosine 

Transform (DCT) (Ding et al., 2011; Soon, 2003; Soon et al., 1998; Wei et al., 2016).

Research from other perspectives has divided SEA into three main classes based on the 

techniques used to process information. The first class includes spectral-subtractive 

algorithms (SSA) which is are considered the simplest and first SEA (Boll, 1979). The 

second class, which is based on statistical models and optimization criteria, places the 

problems of speech enhancement in statistical and estimation frameworks. Examples 

for this class are Wiener Filtering (WF) algorithms (Jassim et al., 2014; Lim & 

Oppenheim, 1979) and Minimum Mean Square Error (MMSE) algorithms (Chen & 

Loizou, 2007; Ephraim & Malah, 1984). The third category, called subspace 

algorithms, is related to linear algebra theory (Ephraim & Van Trees, 1995; Hu & 

Loizou, 2003).

Other classifications depend on the application and number of input channels. 

However, most recent SEA has demonstrated good performance and considered 
promising methods, some problems remain. In general, the performance of SEA is 

reduced by changing surrounding conditions. Therefore, they become an inadequate 

choice for dealing with all life situations. SEA performance is characterized by RN and 

SD levels. For example, SSA is considered the simplest and most effective method but 

it comes at the price of suffering from Musical Noise (MN), which is a perceptually 

annoying spectral artifact (Paliwal et al., 2010). Moreover, the performance of modern 

communication devices in noisy environments is better using SEA; nevertheless, most 

of these algorithms exhibit a trade-off between the RN and SD levels (Fenghua et al., 
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2010). These algorithms do not concurrently improve speech perceptual aspects, 

overall quality, and intelligibility. The aforementioned trade-off remains a serious 

problem in modern research; hence, it should be considered when designing SEA. An 

important parameter, called the smoothing parameter, controls the trade-off between 

the smoothing degree of a priori signal-to-noise ratio (SNR) during speech-absent 
segments and transient distortion level incurred during signal onsets (Loizou, 2013).

This parameter primarily affects the estimated value of MN, an annoying artifact noise, 

which remains an issue in many state-of-the-art methods.

1.3 Problem Statement

An effective and robust SEA with robust gain function is required to estimate clean 

speech signals properly. Designing the gain function is one of the most crucial parts in 

proposing a statistical SEA (Tsao & Lai, 2016). Moreover, the key challenge in 

designing an effective SEA is to suppress noise without presenting any perceptible 

distortion in speech signals (Loizou, 2013). The recent speech applications increase the 

demand for simultaneously enhancing speech quality and intelligibility attributes 

(Kolbæk et al., 2017). In addition, enhancing noisy signals leads to the generation of 

artifact MN, which is extremely annoying to the human ears and needs optimum 
solution. Optimization SEA, which reduces computational cost via a forceful transform 

with specific properties, must also be considered. The following problems have been 

addressed as points throughout this thesis.

1- In existing SEA, the adopted Probability Density Functions (PDF) to model 

speech and noise transform coefficients is assumed Gaussian or super Gaussian 

functions (Abutalebi & Rashidinejad, 2015; Chen & Loizou, 2007; Jassim et al., 

2014). These PDFs provide allowable mapping pattern to speech and noise 

signals(De Abreu et al., 2017). However, they are not always true in real life 

situations because of variable  characteristics of noise (Yuan & Xia, 2015).

Moreover, the RN and SD levels remain unacceptable based on these densities 

(Lee & Lee, 2016; Wei et al., 2016). Realistically, this issue stills a serious 
problem because there are no perfect models represents speech and noise 

coefficient distribution. Therefore, noise types need to be classified accurately to 

improve the generalizability of SEA performance. This issue remains a 

controversial topic in different investigations and studies.

2- To obtain an optimum SEA that is suitable for different life circumstances, quality 

and intelligibility must be improved concurrently (Guang-yan et al., 2009; Loizou,

2013), which is a challenging task (Kolbæk et al., 2017). Conventional SEA have 

reported improvement in quality but not necessarily intelligibility (Bhat et al., 

2017; Gaikwad & Vasekar, 2015). Where, only a few SEA performed 

enhancement on intelligibility (Goehring et al., 2017). In low SNR condition, 

noise is reduced but at the expense of introducing damage to speech intelligibility 

(Loizou, 2013). Since weak harmonic components of speech are distorted because 
of over-attenuation (Ding, 2011; Ding et al., 2010; Krawczyk-Becker & 

Gerkmann, 2016). Therefore, simultaneously improving of quality and 

intelligibility remains a significant topic that must be considered.
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3- Although many SEA reduce background noise, a serious problem is generated in 

the enhanced signal  namely, MN, which is one of the most annoying acoustic 

phenomena for the human ears (Hamon et al., 2017). Most SEA reduce noise 

effectively but suffer from artificial distortion (Hamon et al., 2017; Saruwatari, 

2015). Other studies have attempted to address this phenomenon but complete 
removal has not been realized. This artificial distortion is more noticeable in the 

unvoiced speech segments because noise power is comparable with speech power. 

Therefore, the minimization of MN without affecting speech in a certain manner is 

extremely difficult (Loizou, 2013; Wei et al., 2016). Therefore, this serious 

drawback must be addressed.

1.4 Aim and Objectives

To fulfill the requirements of SE trends, the performance of the proposed algorithm 

should be specified, such that noise will be suppressed perfectly. However, in any 
enhancement process, a low RN level leads to a high SD level, in addition to the 

appearance of MN. Therefore, this thesis aims to obtain an optimum SE process by 

minimizing the RN level without sacrificing the quality and intelligibility of speech 

signals. Moreover, managing noisy signals in various scenarios of noise effects is vital. 

Consequently, the objectives of this thesis consist of three specific points, which are 

listed below.

1- To find perfect models for speech and noise coefficients distribution based on 

accurate noise classification method and new discrete transform that exhibits 

robust properties.

2- To propose and derive a new non-linear low-distortion MMSE estimator (first-

stage estimator) based on a new composite of super- Gaussian PDF that can 
improve quality and intelligibility concurrently.

3- To propose and derive a post-processing filtering, a new linear low-distortion 

MMSE estimator (second-stage estimator), based on a new composite of super-

Gaussian PDF that can tracking the MN and eliminate it.

1.5 Brief Methodology

This work is divided into five phases, as shown in Figure 1.3, to provide 

comprehensive details regarding the proposed SEA. In the first phase, the observation 

signal is transformed through the proposed transform, which is called the Discrete 

Krawtchouk-Tchebichef Transform, (DKTT), to obtain the noisy moment coefficients.

The observed signal in the transformed domain meets the requirements of signal 

compaction and localization properties. Furthermore, in the proposed real transform 

there is no need to consider the phase of the noisy signal to obtain the phase of clean 
signal, thereby reducing the computational complexity of the proposed SEA. This is 

because real transform has sign information instead of phase information. The 

distribution of speech and noise coefficients of the suggested transform provides a 

better fit with the assumed composite distributions, which will be explained in detail in 
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Chapter Three. Figure 1.3 illustrates the comprehensive paradigm of the proposed 

algorithm.

Figure 1.3 : General paradigm of the methodology stages.

In the second phase, a noise classification technique is suggested to optimize the 
selection of an accurate matching between noise DKTT sample distribution and the 

assumed density functions. Three sets of significant parameters are determined based 

on noise type, which are as follows: Distribution Controlling Parameters (DCP) that

which determine the external form and appearance characteristic of PDF noise; 

smoothing parameter ( ), which quantifies the value of the estimated a priori SNR, 

and consequently, the MN level; and an expectation parameter ( ), which is 

suggested to improve the attenuation and amplification levels and further minimize the 

effect of MN. and lead to lower MN perception by reducing narrow spectral peak 

perception, through the decrease of spectral excursions. The aforementioned 

parameters are included in the third and fourth phases, where speech estimators based 
on low-distortion MMSE are proposed and derived. The first optimum non-linear 

estimator works in cascade with an optimum linear MMSE estimator (a post-

processing filtering). These two cascade estimators work together to suppress noise 

with minimum distortion and the best performance under different conditions of the 

underlying speech signal. The derivation of these two estimators is based on a 

composite Super-Gaussian distribution model for speech and noise signals. The 

assumption considered in this thesis for speech and noise modeling, which is a new 

approach in SEA, deals with the constructive and destructive events of noise. The two 

analytical solutions for the two proposed estimators are termed as Non-Linear Bilateral 

Super-Gaussian Estimator (NBSE) and Linear Bilateral Super-Gaussian Estimator 

(LBSE) as shown in Figure 1.3. The cascade combination between NBSE and LBSE is 
called NLBSE. In the final phase, the inverse of the proposed transform (IDKTT) is 

applied to the estimated signal to return it back to the time domain. The enhanced 

speech signal is then obtained. This signal is highly correlated with the original speech 

signal. The details of each phase are analyzed and explained in Chapter Three.
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1.6 Main Contributions of the Thesis

On the basis of the five aforementioned phases, the main contributions of this thesis are 

presented as follows.

A. Developing a new discrete transform

A new discrete transform, called DKTT, is derived. It has two significant points. 
First, it is derived from a new set of orthogonal functions. Second, it is more 

robust against different types of noise and exhibits good energy compaction and 

localization properties.

B. Building new speech and noise models

One of the main contributions of this work is building a new model for clean and 

noise signals that accurately matches their transformed coefficient distribution. 
Noise models relatively change based on noise type. New parameters are 

suggested to control the appearance characteristics of the assumed distribution by 

regulating amplitude and standard deviation.

C. Introducing a relatively changeable smoothing parameter

This work proposes a relatively changeable parameter to control the MN level 
based on noise type because. This parameter is an important factor in the decision-

directed approach, where the former is used to estimate a priori SNR.

D. Introducing a new non –linear filter formulation (NBSE)

This work contributes an accurate non-linear estimator, i.e., NBSE, with two gain 

formulas for constructive and destructive events. This estimator is formulated by

assuming new appropriate Super-Gaussian distributions for speech and noise 
signals and is based on MMSE sense and low-distortion approaches. This 

estimator minimizes the trade-off between quality and intelligibility of speech.

E. Introducing a new linear filter formulation (LBSE)

A new linear estimator, i.e., LBSE, based on a low-distortion approach is derived. 

This estimator is based on the notion of WF but with dual gain formulas and new 
PDF for speech and noise signals. It has two essential functions. Its first function 

is to reinforce the attenuation and amplification levels. Its second function is to 

minimize MN that appeared in the enhanced signal of the NBSE output. This 

estimator has a new parameter, which affects the reduction of MN.

F. Significant reduction in additive noise
Significant noise reduction is applied according to the proposed SEA developed in 

Chapter Three. First, a significant noise classification technique that produces 

accurate models for speech and noise signals using Super-Gaussian distribution. 

Second, two powerful estimators, i.e., NBSE and LBSE, based on low-distortion 

approaches and new speech and noise models for enhancing noisy signal with 

minimum level of RN and SD are derived based on a new discrete transform. 

Moreover, the proposed SEA effectively addresses the problem of MN and over-

attenuation. The other significant point is the simultaneous improvement of quality 

and intelligibility attributes. A flexible estimator will optimize enhancement 

performance without complex computations and achieve the objectives of SE.
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1.7 Thesis Scope

To achieve the objectives of this thesis, linear and non-linear MMSE estimators based 

on a new model for speech and noise that used zero mean Super-Gaussian (Laplacian 

and Gamma) distribution, are developed. Hamming window with 75% overlap is used 

to truncate the noisy signal and improve the proposed SEA performance. Where 

Hamming window provides the best tradeoff between resolution and spectral leakage.

This thesis is directed toward enhancing speech signals degraded by statistically 

uncorrelated and independent additive noise. Focus is on suggesting an optimal 

estimator, NLBSE, with two ideal mutually exclusive interference cases. The 

estimation of a polarity parameter is beyond the scope of this work because this thesis 

deals with optimum estimators in the given events. Moreover, the estimation of the 

noise power spectrum was obtained from the initial six frames segment of each file 

sentence. Eleven types of noise, including stationary and non-stationary noise, are 

selected to be implemented in this work. Ten are selected from the NOISEX-92 dataset 

(Varga & Steeneken, 1993), namely, white, pink, cockpit (F16), cockpit (buccaneer), 

factory, babble, engine room noise (destroyer), operation room noise (destroyer), 

military vehicle noise (leopard), and military vehicle noise (M109), in addition to 
speech-shaped noise (Loizou, 2013). These different types of noise are selected since 

they are the more dominate in real life. The use of this number of noise adequately 

verifies the objective and performance of this thesis. Moreover, five levels of SNR, i.e., 

−10, −5, 0, 5, and 10 dB, for each type of noise are used to confirm the capability of 
this work to be applied to different noise conditions. Only the noisy signal is assumed 

to be available, which contains both clean speech and additive noise. Furthermore, a 

single channel, which is the general case, is assumed to be available. This situation 

constitutes one of the most challenging problems, and more complex than multiple 

microphone systems because of the absence of access to the reference microphone that 

picks up the noise signal. For evaluation purposes, the objective test has been 

implemented. Moreover, the well-known TIMIT dataset is used, which is a corpus of 
American English speakers of lexically and phonemically transcribed speech for 

different dialects and genders.

1.8 Thesis Organization

This thesis is divided into five chapters including this chapter. Chapter Two presents a 

comprehensive review of existing SEA, different transform-based SEA, various 

problems and the techniques used to solve them, MN, noise classification, and different 

objective measures are also included and discussed in this chapter. Chapter Two ends 

by highlighting the main gaps in recent research that should be considered when 

proposing a SEA with high specifications.

Chapter Three provides a complete description of the research methodology steps. The 

work flow of this study is divided into five sections. The first section presents the 

derivation of the new discrete transform that facilitates and positively improves the 
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noise extraction process. The second section explains the new idea of the noise 

classification technique and its role in finding the optimum model for noise signals. 

The third section demonstrates the derivation of the analytical solution for the non-

linear proposed low-distortion MMSE estimator based on Super- Gaussian prior. The 

fourth section describes the derivation of the analytical solution for the linear proposed 
low-distortion estimator based on Super- Gaussian prior. The final section presents the 

characteristics of the proposed linear and non-linear estimators. 

Chapter Four presents the results and discussion of the proposed algorithm. A 

comparison is performed based on two aspects. In the first aspect, the proposed 

algorithm is compared with its different versions. In the second aspect, the proposed 

algorithm is compared with other state-of-the-art algorithms. Different quality and 

intelligibility measurements are used in the comparison assessment. Moreover, 

waveform analysis and spectrogram decomposition techniques are presented to provide 

comprehensive explanations of the remarkable results and robustness of the proposed 

SEA.

This thesis ends with a summary and conclusion in Chapter Five.  Potential ideas for 

future work are also suggested.
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