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ABSTRACT

Abstract of the thesis presented to the Senate of University Putra Malaysia in fulfilment of the 

requirement for the degree of Master of Science 

Stability Improved of Improved Low Energy Adaptive Clustering Hierarchy Protocol for 

Wireless Sensor Networks 

By

Mohammed Salah Taha (GS41892) 

January 2017 

Supervisor:  : Dr.Fahrul Hakim Ayob 

Faculty: Computer Science and Information Technology 

By performing network traffic analyzing in different datasets, Intrusion Detection Systems (IDS) 

that works based on anomaly techniques learn the pattern of anomalous and normal behavior. 

The huge data size in IDSs dataset to process is known as the trend challenge. It causes high 

false alarms rates and low rates of detection. In this proposal, a new method which functions 

based on the Online Sequential Extreme Learning Machine (OS-ELM) is introduced for 

detecting intrusions in the network. Our proposed method detect anomaly by using alpha 

profiling technique and by utilizing a group of filtered, feature selection techniques based on 
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Consistency and Correlation has eliminated the inappropriate features. Beta profiling technique 

has been used in order to decrease the training dataset’s size, as an alternative for sampling 

technique. In order to evaluate the efficiency of the proposed method we used the standard 

version of Network Security Laboratory-Knowledge Discovery and Data Mining (NSL-KDD

2009) dataset. According to the primary achieved results from our experiments, it is assumed that 

our proposed IDS method can achieve lower rate of false positive and higher accuracy when 

using NSL-KDD dataset. It can also be seen that our proposed method is more e cient than 

conventional methods in intrusion detection. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Nowadays that the technology is emerging with a fast pace, threats like viruses, Trojan horses, 

worms, adware, spyware, root kits are facing networks. Before any kind of data loss happens to 

the organizations, it is essential that all of these intrusions be identified. All parts of network 

infrastructures even the internal Local Area Network (LAN) are critically under risk of 

intrusions. These threats are reducing the network bandwidth efficiency and other resources of 

computer networks. Advance characteristics such as IP address spoofing, dynamic ports, 

encrypted payload have been deployed by hackers to avoid detection. In order to detect this kind 

of intrusions the first step is to discover some patterns among network traffic dataset. Processing 

the entire data could be very problematic, since the dataset in Intrusion Detection System (IDS) 

which are machine learning based is enormous and not balanced. Therefore, intrusions need to be 

recognized through the behavior of network traffic. The main duty of IDS is to detect the 

malicious activities in the network. To detect the malicious activities and attacks, the normal 

behavior should be learnt from network traffic dataset patterns by anomaly based IDS. The IDSs 

which work based on soft computing, holds some artificial intelligence methodologies. These 

methodologies including but not limited to artificial neural networks (ANN), fuzzy logic, 

evolutionary computation, artificial immune systems, probabilistic computing, and etc. Here we 

present a new intrusion detection method which functions based on several factors such as 

feature selection process, massiveness of dataset for network tra c, high false alarms and low 

accuracy rate. In order to detect intrusions through performing network tra c dataset process, 
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we use Online Sequential Extreme Learning Machine (OS-ELM) introduced by (Liang, 

Huang, Saratchandran, & Sundararajan, 2006). This method is more accurate and faster 

with only one hidden feed forward layer works with neural network and known as 

(SHLFN). It is capable to perform instances network process in a group or one by one. 

The usability of this method in classification has been verified by single iteration 

performing. By utilizing NSL-KDD 2009 as benchmarked dataset, the evaluation 

performance of the proposed method has been carried out.  

1.2 Related work 

1.2.1 Online sequential extreme learning machine (OS-ELM) Method 

In order to tackle the restrictions of feed forward neural network caused by slow learning 

the OS-ELM method has been designed. It has make faster learning pace with better 

performance for generalization available (Liang et al., 2006). The classification and 

estimation issue has been solved with fuzzy OS-ELM. In order to enhance the system’s 

learning pace, the extreme learning machine has been used (Avci, 2012). The online 

sequential extreme learning machine with kernels (OS-ELMK) has been used to predict 

the non-stationary time series. During the elapsed time for learning process, a memory 

prediction with limited accessibility will enhance the accuracy when there is at least a 

function for reduction of an order-of-magnitude is present. Based on the node 

classification method, the functionality of selected features and links in the social 

networks is defined by OS-ELM method. For considering the nodes interactions among 

each other, the node features are used (Sun, Yuan, & Wang, 2015). In order to perform 
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intrusion detection in IDS the Extreme Learning Machine (ELM) is used. The efficiency 

of ELM and SVM has been study in many researches. It has been observed that the 

accuracy of ELM and SVM is similar while ELM might have quicker response 

comparing with SVM method. However, when performing intrusion detection, the ELM 

requires less time in comparison with SVM. In this method, when we have a large dataset 

of network tra c, a smaller set of samples is required to accomplish the evaluation 

performance of OS-ELM (Cheng, Tay, &Huang,2012). Based on the reviewed literatures, 

it has been observed that OS-ELM is known as an emerging technique for classification. 

In the process of overcoming many issues related to classification procedure this 

technique has presented a solution. The advantage of this method is that in dealing with 

large size dataset process it requires less time so it becomes the most suitable method for 

IDS. Therefore, according to the literature researchers are encouraged to utilize the OS-

EM method as the most suitable method to be used in network intrusion detection 

systems. 

1.3 Background of the problem 

In intrusion detection systems (IDS) several improvements in detection and accuracy 

taken place which enable these systems to detect all kind of network attacks and more 

types of anomalous traffics in the existing environments. This system is located in the

target network which is meant to be protected. It functions by continuously collecting 

packets from network in the similar way as a packet sniffer performs in the network. It 

can detect anomalous activities in the network by collecting and analyzing the network 
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packets, then warn the network administrator, and then find the attack type and its 

connections so it can help the administrator to stop the attack from making more damage 

to the system. Also it can work with the firewall which is known as the essential tool in 

the category of network security. Commonly, the algorithms of intrusion detection 

systems are characterized by their two different approaches: misuse and anomaly 

detection (Depren, Topallar, Anarim, & Ciliz, 2005). Each of these detection systems 

have its own advantages and disadvantages that need to be study and considered. 

Nevertheless, each of this detection systems are useful and efficient in different situation. 

1.4 Problem Statement 

The algorithms of misuse detection are able to identify and detect the attacks by 

analyzing it based on a technique known as signature of attack. This method is effective 

when detection of known attacks with truncated error rate is critical. Nevertheless, they 

are not able to detect zero-day attacks with different properties and feature which are not 

consider as known attacks. In the other hand, algorithms of anomaly detection are able to 

analyze and evaluate the normal network traffic and make a pattern from normal network 

traffic. The functionality of the mentioned techniques is based on the hypothesis that the 

behavior and activities of attacker is unlike of normal user behavior. The primary 

function of this method is on the classification of network traffic for an anomalous 

activity as if its traffic features are totally dissimilar to normal network traffic patterns. 

The algorithms of anomaly detection are useful for detecting patterns of zero-day attack, 

though their effectiveness is not in the same level with misuse detection algorithms in the 

aspect of detection rate when analyzing false positive rates and known attacks, which is 
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considered as a ratio of normal traffic when they are misclassified. For the currently in 

used IDS systems, the common challenge is the huge size of dataset which needs to be 

processed. It causes high false alarms rates and low rates for detection.  

For the currently in used IDS systems, the common challenge is the huge size of dataset 

which needs to be processed. 

 It causes: 

• high false alarms rates 

• low rates for detection.

• reduce the number of comparisons and features. 

1.5 Project Aim

Whit respect to the fact that the anomaly based IDSs application is to detect new attacks 

based on the anomalous traffic. And the current challenge in existing systems is to 

analyze and find anomalous pattern of activity from a big size dataset of network traffic. 

In order to eliminate this problem several methods have been proposed and tested. But 

the existing methods are still not efficient enough. Therefore, we propose a system that 

will be able to tackle this issue and enhance the efficiency of the anomaly based IDS. In 

order to enhance the network security by utilizing our proposed method, the Online 

Sequential Extreme Learning Machine (OS-ELM) technique has been used to improve 

the intrusion detection efficiency.  
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1.6 Project Objectives 

The objective of this proposal it to increase detection accuracy rate and decrease the false 

alarm rate with utilizing Online Sequential Extreme Learning Machine (OS-ELM) 

method. In this method the dataset will be analyzed using some preprocessing technique 

in order to select suitable features using continuous and categorical values in dataset. 

Then two techniques known as Alpha and Beta profiling as for its final feature selection 

technique. There is assumed that by utilizing proposed method the result will be close to 

our desirable result.  

The final result of the proposed method is estimated to meet the following outcomes: 

� The IDS detection accuracy rate will increase  

� The IDS false positive rate will decrease  

� By utilizing Alpha and Beta profiling the number of comparisons and features are 

reduced

1.7 Project Scope 

This proposal, describes and clarifies the item used to develop this project. In that 

direction, as for preparing the classifier, a preprocessing will be performed to mix 

continues and categorical features in the dataset. Then, a k-fold cross validation method 

will validation the performance of the proposed method. In the next step, a process called 

Alpha profiling will make profiles base on the protocol and service features. To 

accomplish intrusion detection process in the dataset, the OS-ELM has been used. Then 
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Beta profiling also known as sample reduction to minimize the overall computational 

time and memory has been performed. This procedure has been performed for three 

experiments, respectively named Alpha-Full Features, Alpha-FST and Alpha-FST-Beta. 

The dataset used for these experiments is a version of the well-known NSL-KDD dataset. 
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