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ABSTRACT 

OFDPv2: AN EFFICIENT PROTOCOL FOR TOPOLOGY DISCOVERY IN 

OPENFLOW-BASED SOFTWARE DEFINED NETWORKING 

 

By 

ABUBAKAR MUSA ALKALI TANKO 

July 2017 

 

Supervisor : Azizol Bin Hj Abdullah, PhD 

Faculty : Computer Science and Information Technology 

 

Software Defined Networking (SDN) is a new networking pattern, with great possibilities to 

increase network efficiency, ease the complexity of network control and management, and 

speed up the degree of technological novelty. Earliest, one of the core concepts of SDN is the 

separation of the network’s control and data plane. The intellect and the control of the 

network operation and management, such as routing, are removed from the forwarding 

devices and are concentrated in a logically centralized component, called the SDN controller. 

In order for the controller to configure and manage the network, it needs to have up-to-date 

information about the network state, more especially its topology. Thus, topology discovery 

is a thoughtful section of any Software Defined Network Architecture. In this project, we 

evaluate the efficiency of OFDP, the current de facto standard approach implemented by the 

major SDN controller frameworks, and proposes an improved version with simple and 

practical modifications, which achieve a significantly improved efficiency and reduced 

control overhead. We have implemented our new topology discovery approach on the widely 

used POX controller platform, and have evaluated it for a range of network topologies 
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through experiments using the Mininet network emulator. Our results show that our proposed 

modifications achieve a significantly reduced the number of control messages and increase 

efficiency to a range of an up to minimum 67-80%  maximum of the SDN controllers and 

switches whereas the number of LLDP Packet-In messages, the other type of topology 

discovery control messages, is unchanged. And also achieves bandwidth availability to a 

range of 50-80% over the state-of–art (OFDP) by remarkably reduced control traffic 

overhead on the SDN controller and also our proposed protocol is completely compatible 

with the OpenFlow standard while delivering identical discovery functionality. 
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CHAPTER ONE 

INTRODUCTION 

1.1 BACKGROUND 

OpenFlow is a communications protocol that gives access to the forwarding plane of a 

network such as a switch or a router over the network. OpenFlow is a software-defined 

networking protocol that can be used to centrally control switches and traffic flows in a 

network. In a traditional IP network, switches handle both high-level routing (the control 

plane) and packet forwarding (the data plane).  

Software Defined Networking (SDN): originated from OpenFlow, it is a centralized 

controller easy to program, change routing policies on the fly. The main goal of SDN is the 

networks to be open and programmable. If the organization require a specific type of network 

behavior, it can develop and start the application to do what they need. These applications 

may be a couple of network application functions. For example, traffic engineering, security, 

quality of service (QoS), routing, switching, virtualization, monitoring, load balancing, new 

innovations, etc. 

SDN is not really a technological development in a classical sense but it is merely a way of 

organization network functionality. Thus, SDN is not a mechanism, it is a framework to solve 

a set of problems with many solutions. In general, SDN is not OpenFlow, since SDN is a 

concept of the physical separation of the network control plane from the forwarding plane, 

and where a control plane controls several devices (Raj, J. 2013). 

1.2 Motivation 

The Key Ideas of OpenFlow is Separation of control and data planes, Centralization of 

control, Flow-based control and takes advantage routing tables in Ethernet switches and 

routers. This can be resulting in achieving Control logic 
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is moved to a controller, Switches only have forwarding elements, One expensive controller 

with a lot of cheap switches and finally, OpenFlow is the protocol to send/receive forwarding 

rules from the controller to switches. 

The SDN model comprises of Network Operating System which serves as a middleware and 

is commonly called SDN controller. It typically has core services as its job and provides an 

interface to the network node. Secondly is the forwarding devices which received the packet 

and take actions to this packet and update counters. The types of actions include dropping 

these packets, modifying packet header and sending the packet out to the single port or a 

multi-ports. In short, it handles how the packet originates with the SDN controller. Lastly, the 

Network Application which consists of many purposes, of course for the SDN they are on 

network focus.  

In order for an SDN controller to be able to manage the network and to provide services such 

as routing, it needs to have up to date information about the network state, in particular, its 

topology. Thus, a reliable and efficient topology discovery mechanism is essential for any 

Software Defined Network. Earliest, the SDN controller does not need to discover the 

network switches since it is assumed that they will initiate a connection to the controller, and 

thereby announce their existence. As a result, it is worthwhile studying from OpenFlow-

based SDN. 

1.3 Problem Statement 

The NOX controller puts a lot of overhead on the SDN controller due to the number of LLDP 

which is sent out by the controller. Sending an LLDP Packet-Out message for number ports 

on each switch seems inefficient. A better alternative would be to only send a single Packet-

Out message to each switch regardless of how many numbers of ports available. And also ask 
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it to flood the corresponding LLDP packet out through all its ports. This functionality is 

supported within OpenFlow of the SDN. 

The problem is that each LLDP packet needs to have the Port ID TLV initialized to the 

corresponding switch egress port. This is required so that the controller, upon receiving the 

LLDP packet through a Packet-In message from the receiving switch, can determine the 

source port of the discovered link. The current way to achieve this in OFDP is for the 

controller to prepare and send a dedicated LLDP packet through a separate Packet-Out 

message for each port of every switch. 

Meanwhile, the initial switch-controller handshake informs the controller about the existence 

of the switches in the network, but what is missing for is, a complete topology discovery view 

that is, the information about the available links between switches in the network. 

 1.4 Project Objective 

The objective is to improve a state-of-art (OFDP) discovery protocol by introducing a new 

topology discovery (OFDPv2) algorithm to efficiently discover the network topology. The 

goal of OFDPv2 is to reduce the overhead of the topology discovery mechanism by reducing 

the number of control messages that need to be sent by the controller. 

The basic idea is simple. Instead of creating a unique LLDP packet for each port of each 

switch, and sending each such packet to the corresponding switch through a separate 

OpenFlow Packet-In message, as is the case in OFDP, we create and send only a single 

LLDP packet to each switch. We further provide instructions to the switch to forward the 

LLDP packet through each of its ports, after adding a unique port identifier which allows the 

receiving switch to identify the source port.  

We propose a new version of the current SDN topology discovery protocol and call it 

OFDPv2. Later, we provide further technical details and discuss the implementation of two 

new protocol of this basic idea, which we refer to as OFDPv2-A and OFDPv2-B. 
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The final result of the proposed protocol is expected to meet the following outcomes 

1. Reducing the number of Packet_Out message sent by the Controller while minimizing 

the control traffic overhead on SDN controller. 

2. Reducing control traffic overhead while increasing efficiency of having available 

bandwidth usage for each switch on the network. 

1.5 Project Scope 

The scope of this project is to propose a reliable and efficient topology discovery protocol in 

OpenFlow-based Software Defined Network. The proposed topology discovery protocol is an 

improved version of OpenFlow Discovery Protocol (OFDP) the current de facto standard. 

The proposed new version of the current SDN topology discovery protocol, and call it 

OFDPv2 can be divided into two different phases, which refer to as OFDPv2-A and 

OFDPv2-B. 

1.6 Project Contribution 

The main contribution of this project is introducing new algorithms that will work with the 

improved version of topology discovery protocol both the two main categories. The 

contribution of the project includes an investigation of the overhead of the current de facto 

standard for SDN topology discovery. 

1.7 Organization of the Project 

The project is written based on the standard structure of University Putra Malaysia to cover 

how the project research is accomplished and the remainder of the project is organized as 

follows: 

In Chapter 2, a literature review of topology discovery in OpenFlow-based Software 

Defined Networking has been presented. However, journals, conference proceedings, 

seminars, thesis, and books and online resources have been used to enrich this chapter as the 

main references. 
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In Chapter 3, the design method of the topology discovery has been introduced. The 

methodology follows the standard procedure for analysis relative reduction in the number of 

control messages and investigating the control traffic overhead. 

In Chapter 4, OpenFlow Topology Discovery Protocol (OFDP), and the Implementation of 

the proposed new versions has been discussed. And OFDPv2 has been evaluated and the 

generated results are discussed and presented. 

In Chapter 5, the conclusion of the overall project, and the future work of the proposed 

topology discovery protocol has been presented. 

1.8 Summary 

In this chapter, we introduced OpenFlow Discovery Protocol version 2 (OFDPv2) as a new 

current SDN topology discovery protocol and compared with the OpenFlow Discovery 

Protocol (OFDP), the current de facto standard. In this chapter, we clarified the need for 

reducing the overhead of the topology discovery protocol by reducing the number of control 

messages that need to be sent by the controller based on defined scope and contribution. 

 

 

 

 

 

 

 

 

 

 

 



© C
OPYRIG

HT U
PM

64 
 

alternative protocol that will secure the Topology Discovery in OpenFlow-based SDN. 

Furthermore, our improved version (OFDPv2) does not reduce the number of Packet-In 

messages that the controller periodically receives from switches. 
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