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ABSTRACT 

The magnitude of data generated and shared by businesses, public 

administrations, industrial sectors and scientific research, has increased 

immeasurably. Apache Hadoop is an open source software framework, 

which enables a scalable and distributed processing of high volumes of 

data. MapReduce together with its Hadoop implementation has been 

widely adopted in many practical applications. A common practice 

nowadays is to implement MapReduce applications in a high-performance 

infrastructure, such as cloud computing. A cloud platform can deploy and 

manage Hadoop clusters. However, there are tasks required advanced 

knowledge in computer science and cloud computing when using 

MapReduce technology that prevent the usage of current technologies and 

software solutions. For example, MapReduce deployment and 

maintenance, data integration with Hadoop distributed file system or 

MapReduce job submission. A MapReduce workflow system is one of the 

solution that could assist MapReduce and Hadoop developers. Besides, it 

provides a user-friendly execution platform that encapsulating complexity 

of data analysis steps. In this research, a new workflows system is 
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developed to facilitate the use of collaborating, coordinating and executing 

operations of MapReduce programs with a graphical user interface based 

on Hadoop cloud cluster. The experimental results indicate that the 

developed workflow system can achieve good speed in performance. It is 

believed that the workflow system is an ideal stereotype for MapReduce 

and it will play an important role in the era of big data applications in cloud 

computing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



© C
OPYRIG

HT U
PM

iv 
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SISTEM ALIRAN KERJA BAGI MAPREDUCE DI DALAM 

PERSEKITARAN CLOUD 

By 

MUNTADHER SAADOON WADI 

Julai 2017 

ABSTRAK 

Magnitud data yang dijana dan dikongsi oleh sektor perniagaan, 

pentadbiran awam, sektor industri dan penyelidikan saintifik, telah 

meningkat dengan ketara. Apache Hadoop adalah kerangka kerja perisian 

sumber terbuka, yang membolehkan pemprosesan boleh skala dan teragih 

bagi data berjumlah tinggi. MapReduce bersama dengan pelaksanaan 

Hadoop telah digunakan secara meluas di dalam kebanyakkan aplikasi 

praktikal. Amalan biasa pada masa kini adalah untuk melaksanakan 

aplikasi MapReduce di dalam infrastruktur berprestasi tinggi seperti 

pengkomputeran awan. Pelantar awan boleh meletak atur dan mengurus 

gugusan Hadoop. Walau bagaimanapun, terdapat tugasan yang 

memerlukan pengetahuan lanjut di dalam bidang sains komputer dan 

pengkomputeran awan apabila menggunakan teknologi MapReduce yang 

boleh menghalang penggunaan teknologi dan penyelesaian perisian sedia 

ada. Sebagai contoh, peletak aturan dan penyelenggara MapReduce, 

integrasi data dengan sistem fail teragih Hadoop atau penyerahan kerja 

MapReduce.  
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Sistem aliran kerja MapReduce adalah salah satu kaedah penyelesaian 

yang dapat membantu pembangun MapReduce dan Hadoop. Selain itu, 

ianya menyediakan satu pelantar pelaksanaan yang mesra pengguna 

merangkumi langkah analisis data yang kompleks. Dalam kajian ini, satu 

sistem aliran kerja baru dibangunkan untuk memudahkan penggunaan 

untuk kolaborasi, koordinasi dan pelaksanaan operasi program 

MapReduce dengan antara muka pengguna grafik berasaskan Hadoop 

gugusan awan. Hasil eksperimen menunjukkan bahawa sistem aliran kerja 

yang dibangunkan dapat mencapai kelajuan yang baik di dalam aspek 

prestasi. Adalah dipercayai bahawa sistem aliran kerja adalah stereotaip 

yang ideal untuk MapReduce dan ianya akan memainkan peranan penting 

di dalam era aplikasi data bersaiz besar dalam pengkomputeran awan. 
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CHAPTER 1 

INTRODUCTION 

  

1.1  Overview 

According to Hashem et al., (2015) the constant rise in the amount and 

detail of data occupied by organizations, such as the increase of social 

media, Internet of Things (IoT), and multimedia, has produced an unusual 

flow of data formats structured, semi-structured and unstructured. Big data 

cites awareness from the academia, government, and enterprises. Big data 

are categorized by three characters: (1) data are infinite, (2) data cannot 

be classified into traditional relational databases, and (3) data are 

produced, grown, and processed rapidly. Besides, big data is transforming 

health-care, physics, manufacturing, economics, marketing, and finally, the 

society. The velocity at which new data are being produced is tremendous. 

A major challenge for researchers and practitioners is that this increased 

rate eclipses their ability and knowledge to design proper cloud computing 

platforms for data analysis and update-intensive workloads (Hashem et al. 

2015). 

Cloud computing is one of the hugely significant turns in latest Information 

and communications technology and service for enterprise software. In 

addition, it is a robust architecture to achieve large-scale and 

heterogeneous computing. It has been demonstrated quite successful in 

big data applications. The major step is to drive jobs from traditional 
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servers to cloud servers. Cloud servers provide higher services to users 

rather than a service that contributed by personal machines or small 

servers. The two significant benefits of cloud computing are scalability and 

efficiency (Ma et al. 2016). MapReduce is the most common parallel 

programming model to analysis vast amount of data on Hadoop clusters in 

cloud platforms. MapReduce is the native programming language of 

several tools that have been developed on the top of Hadoop ecosystem 

such as Apache Pig (Olston et al. 2008), Apache Hive (Thusoo et al. 

2009), and code translation applications (Li et al. 2016; Zhang et al. 2013). 

These tools have significantly improved the productivity of writing 

MapReduce programs. However, in practice, auto-generated MapReduce 

programs have to be observed for many queries that are often extremely 

inefficient compared to native MapReduce programs by experienced 

programmers (Olston et al. 2008). In addition, executing MapReduce 

programs on cluster architecture poses considerable challenges for IT 

research laboratories that interesting in using MapReduce programming 

model (Chung et al. 2014; Ko, Park, and Version 2017; Schönherr et al. 

2012) . In order to address this problem, several recent workflow systems 

have emerged specifically for MapReduce programming model to facilitate 

the use of MapReduce in cloud platform, for example, Cloudgene 

(Schönherr et al. 2012), CloudDOE (Chung et al. 2014) and cl-dash (Hodor 

et al. 2016). 
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In this research, we intend to design and develop a workflow system for 

MapReduce program in Hadoop cloud cluster. The main objective of the 

workflow system is to facilitate the use of collaborating, coordinating and 

executing operations of MapReduce programs with a graphical user 

interface based on Hadoop cloud cluster. 

 

1.2 Problem Statement 

The magnitude of data generated and shared by businesses, public 

administrations numerous industrial and not-to-profit sectors, and scientific 

research, has increased immeasurably (Sivarajah et al. 2016). Apache 

Hadoop is an open source software framework, which enables a scalable 

and distributed processing of high volumes of data (Vavilapalli et al. 2013). 

MapReduce together with its open-source implementation Hadoop has 

been widely adopted in many practical data processing applications (Dean 

& Ghemawat, n.d. 2008). A common practice nowadays is to process these 

data in a high-performance computing infrastructure, such as cloud 

(Hashem et al. 2015). Cloud platform has the ability to deploy and manage 

Hadoop clusters (Thaha et al. 2016). However, there are four major 

problems when emerging these fundamental technologies, which are listed 

below. 

First, due to the tremendous volume of data sets being collected and 

analyzed daily, companies scale up hundreds of systems into their data 

centers to handle this growth of data (Computing et al. 2016). In addition, as 



© C
OPYRIG

HT U
PM

4 

long as data centers have increased numbers of systems, multiple 

configurations and maintenance requirements have to be increased 

concurrently. Resulting, traditional solutions for collecting and analyzing 

data are prohibitively expensive (Gates et al. 2009). 

Second, Hadoop is an open source software framework which implements 

MapReduce model for controlling big data operations. It provides a Hadoop 

Distributed File System (HDFS) as the global file system running on a 

cluster (Shvachko 2010). According to Ma et al., 2016, setting up Hadoop 

cluster in a distributed environment is not an easy task. Developers have 

challenges in installing and configuring Hadoop cluster because of Hadoop 

complexity that leads them to spend more time and effort on Hadoop 

deployment. 

Third, MapReduce is the best option being used as a parallel processing 

system framework. However, MapReduce is very low level and rigid. 

Besides, it requires developers to write custom codes that are complex to 

be reused and maintained (Li et al. 2016; Ma et al. 2016; Olston et al. 2008; 

Thusoo et al. 2009). 

Fourth, MapReduce offers a simple dataflow programming model that 

appeals to many users especially who is familiar with Java programming 

language. Nevertheless, in MapReduce codes implementation, the 

complete simplicity of the Map-Reduce programming model drives to 1) 

MapReduce job optimization has to be manually manipulated by its 

developers. 2) Map-Reduce also lacks explicit support for combined 
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processing of multiple data sets. 3) Frequently-needed data manipulation 

primitives like filtering, aggregation, and top-k thresholding, must be coded 

by hand (Gates et al. 2009). 

As known, workflow systems can streamline the design and execution of 

workflows in high-performance computing settings such as local or 

distributed cloud clusters (Spjuth et al., 2015). Besides, these are many 

workflow systems and software tools attempted to solve this problem. 

However, there was a lack in performance and some features (e.g. 

collaboration, reusability, and run time interruption)  were not fully realized 

in their current versions (Li et al. 2016; Ma et al. 2016; Schönherr et al. 

2012). 

 

1.3  Research Objectives 

The objectives of this study are listed as below: 

 To derive the characteristics of a workflow system for 

MapReduce programming model. 

 To design and develop a workflow system for MapReduce in 

cloud environment. 

 To evaluate the performance of the workflow system. 

 

1.4 Research Scope 

The research focuses on MapReduce programming model and big data 

analysis based on Hadoop cloud cluster. The cloud environment used 
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to carry out the proposed system is OpenStack cloud software (Kumar 

and Parashar 2014). In addition, OpenStack will handle both big-data 

resources (e.g. Hadoop nodes) and the workflow system. The workflow 

system will be designed and developed as web-based application using 

Java EE. The following Figure 1.1 shows the major tools that will be 

used in this research. 

 

Figure 1.1: Research Scope 
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1.5  Thesis Organization 

This thesis is divided into six chapters. The following paragraphs provide a 

brief description of the remaining chapters of this thesis: Chapter 2 

discusses workflow systems and code generation tools based on Hadoop 

that are used for MapReduce model in order to simplify the use of complex 

workloads. Chapter 3 introduces different phases of the research 

methodology of this research. Chapter 4 describes the design, 

implementation and proves the concepts of the proposed workflow system. 

Chapter 5 demonstrates the performance of the developed workflow 

system. Chapters 6 present the conclusion together with thesis limitation 

and identify some areas for future work. 
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