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ABSTRACT

Software requirement specification (SRS) document is the most crucial
document in software development process. SRS is normally produced
during the initial part of software development process and all subsequent
steps in software development are influenced by the requirements. This
implies that the quality of SRS influences the quality of the software product.
However, to produce a good quality SRS document is a challenging task as
the requirements are normally specified in Natural Language. Issues in
requirement, such as ambiguities or incomplete specification may lead to
misinterpretation of requirements which consequently, higher the risk of time
and cost overrun of the project. Detecting ambiguity requirements in the
initial phase is crucial since the ambiguities in requirements that found late



are more expensive to fix if it were found early. In Malaysia context, most of
Malaysian government’s SRS are written in Malay language as of the
requirement to comply with the Article 152, the Federal Constitution of
Malaysia (through PP. Bil. 9, 2009 [1] and SPA Bil. 1, 2006 [2]). Most of the
work in detecting ambiguity requirements is conducted specifically in
English. Unfortunately, the structure of writing between Malay and English
is totally different. Hence, we propose a framework to detect ambiguity on
SRS using supervised machine learning technique. Four (4) SRS have been
collected as our case study and text mining technique is used to classify the
ambiguity and unambiguity requirements. Four (4) algorithms have been
evaluated to find the suitable classification algorithm for this purpose. As the
result, the Random Forest algorithm is the best algorithm which is measured
based on measurement metric i.e. F Measure is 0.89, IR Precision is 0.90,
IR Recall is 0.89 and Correct is 89.89%. Based on the result, we developed
a prototype tool called detection on ambiguous SRS written in Malay using
machine learning. This prototype tool has been evaluated by ten (10)
experienced participants consist of Requirement Engineer and System
Analyst. As the result, six (6) participants are satisfied and two (2)

participants are strongly satisfied with the prototype tool on overall.
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ABSTRAK

Dokumen spesifikasi keperluan perisian (SRS) adalah dokumen yang paling
penting dalam proses pembangunan perisian. SRS biasanya dihasilkan di
peringkat awal proses pembangunan perisian dan langkah-langkah
seterusnya dalam pembangunan perisian dipengaruhi oleh dokumen ini. Ini
menunjukkan bahawa kualiti SRS mempengaruhi kualiti produk perisian.
Walau bagaimanapun, untuk menghasilkan dokumen SRS yang berkualiti
adalah satu tugas yang mencabar dimana keperluan perisian biasanya
dinyatakan dalam Bahasa Natural. Isu-isu dalam keperluan perisian seperti

kekaburan atau spesifikasi yang tidak lengkap boleh membawa kepada



salah tafsir keperluan yang seterusnya meningkatkan risiko pembangunan
sistem yang boleh menyebabkan pelanjutan tempoh masa dan peningkatan
kos membangunkan projek. Mengesan keperluan perisian yang samar di
peringkat awal adalah penting kerana keperluan perisian yang samar
ditemui agak lewat menjadi lebih mahal berbanding jika ia dikesan lebih
awal. Dalam konteks di Malaysia, sebahagian besar daripada SRS kerajaan
Malaysia ditulis dalam bahasa Melayu sebagai keperluan untuk mematuhi
Artikel 152, Perlembagaan Persekutuan Malaysia (melalui PP. Bil. 9, 2009
[1] dan SPA Bil. 1, 2006 [2]). Kebanyakan penyelidikan dalam mengesan
keperluan yang samar dilakukan berpandukan Bahasa Inggeris. Namun,
struktur penulisan antara Bahasa Melayu dan Bahasa Inggeris adalah sama
sekali berbeza. Oleh itu, kami mencadangkan satu kerangka untuk
mengesan kesamaran pada SRS menggunakan teknik pembelajaran mesin
di bawah seliaan. Empat (4) SRS telah dikumpulkan sebagai kajian kes dan
teknik perlombongan teks digunakan untuk mengelaskan kesamaran dan
ketidaksamaran keperluan. Empat (4) algoritma telah dinilai untuk mencari
algoritma klasifikasi yang sesuai bagi tujuan ini. Sebagai hasilnya, algoritma
Random Forest adalah algoritma yang terbaik karana apabila diukur
berdasarkan ukuran metrik nilai F Measure ialah 0.89, IR Precision ialah
0.90, IR Recall 0.89 dan nilai peratus ketepatan ialah 89,89%. Berdasarkan
keputusan tersebut, kami membangunkan alat prototaip dipanggil
pengesanan kesamaran ke atas spesifikasi keperluan perisian yang ditulis

di dalam bahasa Melayu menggunakan pembelajaran mesin.

\



Alat prototaip ini telah dinilai oleh sepuluh (10) peserta yang terdiri daripada
Jurutera Keperluan dan Penganalisa Sistem. Hasil daripada penilaian,
secara keseluruhannya, dua (2) peserta amat berpuas hati dan enam (6)

orang peserta berpuas hati dengan alat prototaip ini.
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CHAPTER1

INTRODUCTION

1.1. Research Background

Software requirement specification (SRS) is the foundation and the most
crucial document in software development process. SRS is normally
produced during the initial part of software development process and all
subsequent steps in software development are influenced by the
requirements. Hence, high quality software requirements may increase the
possibility of high software quality. It is just like the term “garbage in,
garbage out” that has been used in programming software which means “If
there is a logical error in software, or incorrect data are entered, the result

will probably be either a wrong answer or a system crash” [3].

For companies that outsource their software development, software
requirements document is the most crucial communication document that
specifies the stakeholder’s vision and needs of software to be developed.
Hence, a good software requirements document is needed to ensure the

software developers understand and able to fulfil the stakeholder needs.

However, to produce a good quality SRS document is a challenging task as
the requirements are normally specified in Natural Language. Issues in

requirement, such as ambiguities or incomplete specification may lead to

1



misinterpretation of requirements which consequently, higher the risk of time
and cost overrun of the project. Detecting ambiguities requirements in the
initial phase is crucial since the ambiguities that found late is more expensive
that if it was found early [4]. This implies that the quality of SRS influences

the quality of the software product.

1.2. Problem Statement

Issues in software requirements, such as ambiguities or incomplete
requirements specification can lead to time and cost overrun in a project [5].
Some of the issues in requirements specification can be manually detected
by the requirements engineers and some are not possible. For example, the
requirements specification that ambiguous, unclear and incomplete can be
detected by the requirement engineer but the requirements that related to
the domain knowledge is difficult to be detected. Consequently, an approach
that offers requirements engineers’ rapid detection to possible defect in

specification could contribute valuable feedback [6].

Software requirements defects detection based on requirements template
(also known as boilerplate) is feasible based on the work by Arora et. al [7],
[8]. As the baseline, Arora et. al used the requirement templates from the
ISO/IEC/IEEE 29148 [9] and the template proposed by Pohl and Rupp [10].
However, since requirements in the industry are nearly exclusively written in

Natural Language, it is hard to detect the issues in requirements because

2



natural language has no formal semantics. In the Malaysia context, most of
the Malaysia government’s SRS are written in Malay. A lot of research has
been conducted to solve this problem are focused on English. There are
little works focused on Malay. Furthermore, the boilerplates for requirement
are not commonly used by Malaysia government agencies that make the

requirements review difficult to detect ambiguities in requirements.

1.3. Research Objectives
The objectives of this study are listed as below:
i. Topropose aframework for ambiguous requirements detection using
classification algorithm.
ii. To select the best classification model. The classification model
selection is based on the evaluation of model’s accuracy.
iii.  To design and implement a prototype tool that support the ambiguity
SRS detection proposed framework.

iv.  To validate the proposed framework based on the prototype tool.

1.4. Research Scope

This study focus on mining the requirements from four (4) SRS documents
written in Malay that provided by Malaysia government Agencies. The
classification algorithm is used as framework in developing the prototype

tool to facilitate the process.



1.5. Research Questions

There are two (2) research questions have been identified for this study:
RQ1. How to classify the ambiguity requirements?

RQ2. How effective the proposed framework in classifying ambiguity

requirements?

1.6. Research Outline
This thesis is divided into six chapters. The following paragraphs provide a

brief description of the remaining chapters of this thesis.

Chapter 2 provides a literature review by covering existing study, software
requirements specification quality, classification techniques and algorithms.
Chapter 3 describes the methodology which include theoretical study,
propose a new framework, build a prototype tool and model framework.
Meanwhile in Chapter 4, the implementation of the framework and prototype
tool development will be covered. The result and discussion will be
explained in Chapter 5. Chapter 6 concludes the thesis findings and future

work.
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