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## CHAPTER 1

## INTRODUCTION

Polynomials are expressions that consist of constants, coefficients and variables or also called the indeterminate. Polynomials may involve the operations of additions, subtractions, multiplications and non-negative integer exponents. Polynomial zeros have many applications such as in control engineering, finance, economics and theoretical computer science. Many cases in our real life can be formed into polynomial form, from a simple daily life problem to some complicated situation. Thus, finding the zeros of the polynomial is very important to solve various kinds of problems. Basically, zeros finding method is a method for finding a value $x$ such that $p(x)=0$ for a given function $p$. Therefore the concept of finding zeros of a polynomial is synonym with solving an equation.

There are many studies on various methods used for finding the zeros of polynomials found in literature. In this study, we are focusing on iterative methods to find the zeros of the polynomial as this approach is effective and accurate.

### 1.1 Methods of Estimating Polynomial Zeros and Concept of Interval Computations

We consider a polynomial of degree $n>1$ defined by

$$
\begin{equation*}
p_{n}(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\cdots+a_{0}, \tag{1.1.1}
\end{equation*}
$$

where $a_{i} \in R^{1}(i=1, \ldots, n)$ are given.
This polynomial can be expressed as

$$
\begin{equation*}
p_{n}(x)=\prod_{i=1}^{n}\left(x-x_{i}\right) . \tag{1.1.2}
\end{equation*}
$$

Suppose that $x_{i}^{*} \in R$, for $i=1, \ldots, n, p_{n}(x)$ has $n$ distinct zeros. This means we consider cases only for polynomials with distinct zeros and multiple zeros are not included. In addition, we only consider polynomials with real zeros and we use interval analysis to trap the zeros of the polynomials with great accuracies. Since our approach is in interval, we do not need to worry about the error because the zeros are bound in the final results.

In this research, the procedures start with some disjoint intervals $X_{1}^{(0)}, X_{2}^{(0)}, X_{3}^{(0)}, \ldots, X_{n}^{(0)}$ as the initial intervals which contain the polynomial zeros. These initial intervals are obtained from the approximation values of the zeros. In order to obtain the approximate values of the zeros, there are several approaches we can apply. One of them is by graphical method where we can
approximate the location of the zeros by plotting the graph of the polynomials. For the test polynomials, we use some characteristic polynomials in which the diagonal values represent the approximation of the zeros. For other standard form polynomials, we use MATLAB solver to locate where the zeros lie. These including intervals $X_{j}^{(0)}=\left[x_{j I}^{(0)}, x_{j S}^{(0)}\right] \ni \xi_{j}, 1 \leq j \leq n$ are pair wise disjoints, that is

$$
\begin{equation*}
X_{j}^{(0)} \cap X_{k}^{(0)}=\emptyset, 1 \leq j<k \leq n . \tag{1.1.3}
\end{equation*}
$$

When the procedure is run over the initial intervals, smaller bounded closed intervals are determined where each of them is guaranteed to still contain the roots. In other words, the intervals sequences generated by the procedures are always converging to the zeros that is

$$
X_{i}^{(0)} \supset X_{i}^{(1)} \supset X_{i}^{(2)} \supset \cdots \text { with } \lim _{k \rightarrow \infty} X_{i}^{(k)}=\xi_{i} .
$$

According to Monsi (1988), the interval arithmetic approach can be a principal and a necessary tool to determine the narrow computationally rigorous bounds on polynomial zeros as the widths of intervals are limited only by the precision of the machine floating point arithmetic.

In the next section, we will introduce the operation of the interval computation which are used in this thesis as well as the properties of the basic operations on real intervals. The aim is to understand the system of rules for calculating with intervals, sufficient for the application used in the thesis.

### 1.1.1 Operations of Interval Computations

$A=\left[a_{1}, a_{2}\right]$ is called a bounded closed real interval $I(R)$ where $a_{1} \in R$ is the infimum of $A$ or $i(A)=a_{1}$, and $a_{2} \in R$ is the supremum of $A$ or $s(A)=a_{2}$. The set of all closed real interval $I(R)$ is defined by

$$
\begin{equation*}
I(R)=\left\{A=\left[a_{1}, a_{2}\right] \mid a_{1}, a_{2} \in R, a_{1} \leq a_{2}\right\} . \tag{1.1.1.1}
\end{equation*}
$$

The members of $I(R)$ are denoted by the capital letters $A, B, C, \ldots, X, Y, Z$. Real numbers $x \in R$ may be considered the special members $[x, x]$ from $I(R)$, and they are called point intervals.

Definition 1.1.1.1: (Alefeld and Herzberger, 1983)
Two intervals $A=\left[a_{1}, a_{2}\right]$ and $B=\left[b_{1}, b_{2}\right]$ are called equal that is $A=B$ if they are equal in the set theoretic sense.

From Definition 1.1.1.1, it follows that $A=B \Leftrightarrow a_{1}=b_{1}, a_{2}=b_{2}$.
The relation " $=$ " between the two elements from $I(R)$ is reflexive, symmetric and transitive.

Definition 1.1.1.2: (Alefeld and Herzberger, 1983)
Let $* \in\{+,-, \cdots /\}$ be a binary operation on the set of real numbers $R$. If $A, B \in I(R)$, then

$$
\begin{equation*}
A * B=\{z=a * b \mid a \in A, b \in B\} \tag{1.1.1.2}
\end{equation*}
$$

defines a binary operation on the real interval $I(R)$

From Definition 1.1.1.2, the operations on intervals $A=\left[a_{1}, a_{2}\right]$ and $B=\left[b_{1}, b_{2}\right]$ may be calculated explicitly as

$$
\begin{gather*}
A+B=\left[a_{1}+b_{1}, a_{2}+b_{2}\right],  \tag{1.1.1.3}\\
A-B=\left[a_{1}-b_{2}, a_{2}-b_{1}\right],  \tag{1.1.1.4}\\
A \cdot B=\left[\min \left\{a_{1} b_{1}, a_{2} b_{2}, a_{2} b_{1}, a_{1} b_{2}\right\}, \max \left\{a_{1} b_{1}, a_{2} b_{2}, a_{2} b_{1}, a_{1} b_{2}\right\}\right], \tag{1.1.1.5}
\end{gather*}
$$

and if $0 \notin B$ then

$$
\begin{gather*}
\frac{A}{B}=\left[a_{1}, a_{2}\right] \cdot\left[\frac{1}{b_{2}}, \frac{1}{b_{1}}\right], \\
=\left[\min \left\{a_{1} / b_{2}, a_{1} / b_{1}, a_{2} / b_{2}, a_{1} / b_{1}\right\}, \max \left\{a_{1} / b_{2}, a_{1} / b_{1}, a_{2} / b_{2}, a_{1} / b_{1}\right\}\right] . \tag{1.1.1.6}
\end{gather*}
$$

Definition 1.1.1.3: (Monsi, 1988)
An interval $A \in I(R)$ is a degenerate (or is a point interval) if and only if $a_{1}=a_{2}$.

The set $I_{D}(R)$ of degenerate intervals and the set $R$ of real numbers are isomorphic. This permits a meaning to be given to $a * B(a \in R, B \in I(R), * \in\{+,-, ; /\})$.

Definition 1.1.1.4: (Monsi, 1988)
If $a \in R$ and $B \in I(R)$ then

$$
\begin{gathered}
a+B=\left[a+b_{1}, a+b_{2}\right], \\
a-B=\left[a-b_{2}, a-b_{1}\right], \\
a \cdot B=\left[\min \left\{a b_{1}, a b_{2}\right\}, \max \left\{a b_{1}, a b_{2}\right\}\right],
\end{gathered}
$$

and if $0 \notin B$,then

$$
a / B=[a, a] \cdot\left[\frac{1}{b_{2}}, \frac{1}{b_{1}}\right]=\left[\min \left\{\frac{a}{b_{2}}, \frac{a}{b_{1}}\right\}, \max \left\{\frac{a}{b_{2}}, \frac{a}{b_{1}}\right\}\right] .
$$

Proposition 1.1.1.1: (Monsi, 1988)
Interval arithmetic is inclusion monotonic that is to say, if $A, B, C, D \in I(R)$ then ( $\forall * \in\{+,-, \cdot /$,$\} )$

$$
(A \subseteq C, B \subseteq D) \Rightarrow(A * B \subseteq C * D)
$$

## Proof

By Definition 1.1.1.2

$$
\begin{aligned}
A * B & =\{a * b \mid a \in A, b \in B\} \\
& \subseteq\{c * d \mid c \in C, d \in D\} \\
& =C * D \square
\end{aligned}
$$

## Definition 1.1.1.5: (Monsi, 1988)

Let $A, B \in I(R)$ be given. Then the intersection $A \cap B$ of $A$ and $B$ is defined by

$$
A \cap B=\{x \in R \mid x \in A, x \in B\} .
$$

Proposition 1.1.1.2: (Monsi, 1988)
(a) $(\forall A, B \in I(R)) A \cap B=B \cap A$;
(b) $(\forall A, B \in I(R)) A \cap B \subseteq A, A \cap B \subseteq B$;
(c) $(A \cap B=A \Leftrightarrow A \subseteq B),(A \cap B=B \Leftrightarrow B \subseteq A)$.

Proof of (a)
By Definition 1.1.1.5

$$
\begin{aligned}
A \cap B & =\{x \in R \mid x \in A, x \in B\}, \\
& =\{x \in R \mid x \in B, d \in A\}, \\
& =B \cap A .
\end{aligned}
$$

## Proof of (b)

By Definition 1.1.1.5

$$
A \cap B=\{x \in R \mid x \in A, x \in B\} .
$$

## So

$$
(x \in A \cap B) \Rightarrow x \in A
$$

whence

$$
A \cap B \subseteq A
$$

and

$$
(x \in A \cap B) \Rightarrow x \in B
$$

whence

$$
A \cap B \subseteq B,
$$

## Proof of (c)

By (b) $A \cap B \subseteq B$, so

$$
(A \cap B=A) \Rightarrow(A \subseteq B)
$$

Conversely, if $A \subseteq B$ then by Definition 1.1.1.5

$$
\begin{aligned}
A \cap B= & \{x \mid x \in A, x \in B\} \\
= & \{x \mid x \in A\} \\
& =A .
\end{aligned}
$$

Therefore

$$
(A \cap B=A) \Leftrightarrow(A \subseteq B)
$$

Interchanging $A$ and $B$ and using (a), give

$$
(A \cap B=A) \Leftrightarrow(B \subseteq A)
$$

### 1.1.2 Properties of Interval Computations

Proposition 1.1.2.1: (Alefeld and Herzberger, 1983)
If $A, B$ and $C$ are members of the real interval $I(R)$. Then it follows that
(a) $(A+B)+C=A+(B+C) \quad$ (associativity of addition);
(b) $(A \cdot B) \cdot C=A \cdot(B \cdot C) \quad$ (associativity of multiplication);
(c) $A+B=B+A \quad$ (commutativity of addition);
(d) $A \cdot B=B \cdot A$
(commutativity of multiplication);

Proposition 1.1.2.2: (Alefeld and Herzberger, 1983)
If $\underline{0}=[0,0]$ and $\underline{1}=[1,1]$, then $X$ and $Y$ are the unique neutral elements with respect to addition and multiplication, that is
(a) $A=X+A=A+X$ for all $A \in I(R) \Leftrightarrow X=\underline{0}$.
(b) $A=Y \cdot A=A \cdot Y$ for all $A \in I(R) \Leftrightarrow Y=\underline{1}$.

Proposition 1.1.2.3: (Alefeld and Herzberger, 1983)

$$
((A, B \in I(R)),(A B=0)) \Rightarrow(A=\underline{0} \text { or } B=\underline{0}) .
$$

Proposition 1.1.2.4: (Alefeld and Herzberger, 1983)
Interval arithmetic is subdistributive; that is to say $(\forall A, B, C \in I(R))$

$$
A(B+C) \subseteq A B+B C .
$$

Proposition 1.1.2.5: (Alefeld and Herzberger, 1983)
$\operatorname{Let}(A, B, C \in I(R))$ be given. Then
(a) $(A \pm C=B \pm C) \Rightarrow(A=B)$;
(b) $(A C=B C) \nRightarrow(A=B)$;
(c) $(A / C=B / C) \Rightarrow(A=B)$.

Definition 1.1.2.1: (Alefeld and Herzberger, 1983)
The distance between two intervals $A=\left[a_{1}, a_{2}\right], B=\left[b_{1}, b_{2}\right] \in I(R)$ is defined as $q(A, B)=\max \left\{\left|a_{1}-b_{1}\right|,\left|a_{2}-b_{2}\right|\right\}$.

Definition 1.1.2.2: (Alefeld and Herzberger, 1983)
The absolute value of an interval $A=\left[a_{1}, a_{2}\right] \in I(R)$ is defined as

$$
|A|=q(A,[0,0])=\max \left\{\left|a_{1}\right|,\left|a_{2}\right|\right\}
$$

Theorem 1.1.2.1 (Alefeld and Herzberger, 1983)
Let $A=\left[a_{1}, a_{2}\right], B=\left[b_{1}, b_{2}\right], C=\left[c_{1}, c_{2}\right], D=\left[d_{1}, d_{2}\right] \in I(R)$.Then
(a) $q(A+B=A+C)=q(B, C)$;
(b) $q(A+B=C+D) \leq q(A, C)+q(B, D)$;
(c) $q(a B, a C)=|a| q(B, C), \quad a \in R$;
(d) $q(A B+A C)=|A| q(B, C)$.

Definition 1.1.2.3: (Alefeld and Herzberger, 1983)
The width $w(A)$ of an interval $A=\left[a_{1}, a_{2}\right]$ where $A \in I(R)$ is defined by $w(A)=$ $a_{2}-a_{1}$.

Definition 1.1.2.4: (Alefeld and Herzberger, 1983)
The midpoint $m(A)$ of $A \in I(R)$ is defined by $m(A)=\frac{1}{2}\left(a_{1}+a_{2}\right)$ t

### 1.1.3 Interval Evaluation and Range of Real Functions

In this section, we consider $f$ is a continuous function and an expression $f(x)$ is a calculating procedure that will determine a value of the function $f$ for every argument $x$.

Alefeld and Herzberger (1983) stated that the expression

$$
\begin{aligned}
& W\left(f, X ; A^{(0)}, \ldots, A^{(m)}\right)=\left\{f\left(x ; a^{(0)}, \ldots, a^{(m)}\right) \mid x \in X, a^{(k)} \in A^{(k)}, 0 \leq k \leq m\right\} \\
& \quad=\left[\min _{\substack{x \in X \\
a^{(k)} \in A^{(k)}, 0 \leq k \leq m}} f\left(x ; a^{(0)}, \ldots, a^{(m)}\right), \max _{\substack{x \in X \\
a^{(k)} \in A^{(k)}, 0 \leq k \leq m}} f\left(x ; a^{(0)}, \ldots, a^{(m)}\right)\right],
\end{aligned}
$$

denote the interval of all values of the function $f$ when $x \in X$, and $a^{(k)} \in A^{(k)}$, $0 \leq k \leq m$, are considered independent of each other. This definition is independent of the expression for $f$.

Theorem 1.1.3.2 (Alefeld and Herzberger, 1983)
Let $f$ be the continuous function of the real variable $x^{(1)}, \ldots, x^{(n)}$, and let $f\left(x^{(1)}, \ldots, x^{(n)} ; a^{(0)}, \ldots, a^{(m)}\right)$ be an expression for $f$. Also assume that the interval evaluation $f\left(Y^{(1)}, \ldots, Y^{(n)} ; B^{(0)}, \ldots, B^{(m)}\right)$ is defined for the intervals $Y^{(1)}, \ldots, Y^{(n)} ; B^{(0)}, \ldots, B^{(m)}$.

It then follows that
(a) for all

$$
X^{(k)} \subseteq Y^{(k)}, A^{(j)} \subseteq B^{(j)}, 1 \leq k \leq n, \quad 0 \leq j \leq m
$$

it holds that

$$
\text { (i) } \begin{aligned}
& W\left(f, X^{(1)}, \ldots, X^{(n)} ; A^{(0)}, \ldots, A^{(m)}\right) \\
& \quad \subseteq f\left(X^{(1)}, \ldots, X^{(n)} ; A^{(0)}, \ldots, A^{(m)}\right) \text { (inclusion property); }
\end{aligned}
$$

(b) for all

$$
X^{(k)} \subseteq Z^{(k)} \subseteq Y^{(k)}, \quad A^{(j)} \subseteq C^{(j)} \subseteq B^{(j)}, \quad 1 \leq k \leq n, \quad 0 \leq j \leq m
$$

it holds that
(ii) $f\left(X^{(1)}, \ldots, X^{(n)} ; A^{(0)}, \ldots, A^{(m)}\right)$ $\subseteq f\left(Z^{(1)}, \ldots, Z^{(n)} ; C^{(0)}, \ldots, C^{(m)}\right)($ inclusion monotonicity).

### 1.2 Newton's Method

Newton's method is a well-known method widely used for solving equations. Whilst it might not be the most efficient nor the most robust method by itself, it is usually used together with other method that is globally convergent. The combination would help in giving the value of the initial guess, $x_{0}$ closer to the root $\xi$.

The Newton's method is given by

$$
\begin{equation*}
x_{i+1}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}(i=0,1, \ldots, n) . \tag{1.2.1}
\end{equation*}
$$

The iteration starts with an initial guess of the root of the function, $x_{0}$, then a function $f$ defined over the real numbers $x$ and the function's derivatives $f^{\prime}$. In our case, the function $f$ is the polynomial with degree $n$.

In this thesis, we will use this Newton's method at the beginning of the algorithm in Chapter 6, Chapter 7 and Chapter 8.

### 1.3 Problem Statement

In this research, there are two main ideas used to develop new improved procedures. First is by introducing the concept of inner iterations to the existing procedures in the literature. We include the process of inner iterations to the algorithm where the values of the inner iterations depend on the value of $m$. The value of $m$ is set initially before the algorithm starts. The conventional approach is to add more steps to the algorithm of existing procedures like the idea of the interval symmetric singlestep procedure ISS1 and the interval zorro symmetric single-step procedure IZSS1. Therefore, instead of adding more steps to the algorithm, we just set the value of $m$ to its optimum value, for the algorithm to perform best. This idea is expected to save computational time because when the inner iteration is used, more calculated values can be re-used in the inner loop.

For the second idea, we add the Newton's method at the beginning of the procedure. Note that the Newton's method is calculated only once throughout the algorithm. This idea is expected to accelerate the process of bounding the intervals closer to the zeros. Therefore, the procedures will converge faster and lessen the computational time.

### 1.4 Objective of the Research

The main objective of the studies is to propose new procedures in bounding the polynomials zeros simultaneously by using interval arithmetic approach. By using the interval computation, we tend to achieve good accuracy as we can ensure a narrow computationally rigorous bound on the polynomial zeros. The objective of the thesis can be accomplished by:

1. constructing the interval repeated midpoint symmetric single-step procedure IRMSS1 based on the interval midpoint symmetric single-step procedure IMSS1 and the interval repeated single-step procedure IRSS1.
2. constructing the interval repeated zorro symmetric single-step procedure IRZSS1, based on the interval zorro symmetric single-step procedure IZSS1 and the interval repeated single-step procedure IRSS1.
3. constructing the interval repeated midpoint zorro symmetric single-step procedure IRMZSS1, based on the interval midpoint zorro symmetric singlestep procedure IMZSS1 and the interval repeated single-step procedure IRSS1.
4. formulating the interval Newton symmetric Monsi-Wolfe procedure INSMW, by introducing the Newton's method into the interval symmetric single-step ISS1.
5. composing the interval repeated Newton symmetric Monsi-Wolfe procedure IRNSMW, based on the interval Newton symmetric Monsi-Wolfe procedure INSMW.
6. formulating the interval Newton midpoint symmetric Monsi-Wolfe procedure INMSMW, by introducing the Newton's method into the interval midpoint symmetric single-step IMSS1.
7. performing the analysis of inclusions for all proposed procedures to ensure the convergences of the procedures and analysing the $R$-order of convergence for each modified procedure for comparisons.

### 1.5 Thesis Outline

In this thesis, we discuss the interval iterative procedures in bounding roots of polynomials simultaneously. We start this thesis with the introduction on the basic concept of interval computations that is used in obtaining the numerical results. We include the important operations and properties involved in the analysis process in this research as they are the keys for us to analyzing the $R$-order of convergence of the procedures and also to proceed with the modified procedures.

In chapter 2, we discuss the general idea of the $R$-order of convergence as explained in Ortega and Rheinboldt (1970). By referring to the idea, we analyze the $R$-order of convergence of all the modified procedures. We also include the brief discussions regarding the previous work which are the sources of the modified procedures.

Chapter 3 to 8 are the chapters that contain the detailed discussions on all six modified procedures. In chapter 3, we developed the first modified procedure named the interval repeated midpoint symmetric single-step IRMSS1. In this procedure, we apply the idea of using the updated midpoints in the procedure IRSS1 by Monsi (1988) and this procedure appears to be the repeated version of the procedure IMSS1. The value of inner iteration is dependent on the value of $m$ and can be set at the beginning of the procedure.

Chapter 4 covers the modified procedure namely the interval repeated zorro symmetric single-step IRZSS1. For this modification, we apply the idea of using algorithm with zorro pattern likewise in procedure IZSS1 and include the inner iteration in the algorithm so that it will be the repeated version of the procedure IZSS1.

In chapter 5, the same concept of repeated version is applied but this time is on the algorithm of IMZSS1 and it is called the interval repeated midpoint zorro symmetric single-step procedure denoted as IRMZSS1.

In chapter 6, we derived the modified method namely the interval Newton symmetric Monsi-Wolfe procedure INSMW. For this procedure, we improve the procedure ISS1 by Monsi (1988), by adding the Newton method at the beginning of the procedure on the algorithm. This step will only be computed once in the procedure.

In Chapter 7, we will construct the repeated version INSMW which is called the interval repeated Newton symmetric Monsi-Wolfe procedure IRNSMW. Similar to the concept used in Chapter 3, Chapter 4 and Chapter 5, the inner iteration will be included in the algorithm of INSMW where the inner iteration depends on the value of $m$.

Next in chapter 8, we apply the idea of using the Newton method at the beginning of the IMSS1 procedure. In this procedure, we always use the updated midpoints for every step in the algorithm. This modification is called the interval Newton midpoint symmetric single-step procedure INMSMW.

In each chapter, we present the algorithms and the analysis of $R$-order of convergence for the modified procedures. All six modified procedures show improvements as they have better rate of convergence and are supported by CPU times and number of iterations. The numerical results obtained are shown in the form of tables and graphs at the end of each chapter. The stopping criteria used is $w_{i}^{(k)} \leq$ $10^{-12}$.

Finally in chapter 9 , we conclude the results of our research and listed down some of the future work regarding this study.
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