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The concept of grid computing originated in the early 1990s as a metaphor for 

making computer power as easy as accessing an electric power grid. Grid 

computing appears to be a promising trend due to its ability to make the 

computational cost more cost-effective, the use of a given amount of computer 

resources, as a way to solve the problems that cannot be approached without an 

enormous amount of computing power, and its capability of utilising the resources 

of many computers which are not in use for other computational tasks. For 

desirable use (application) of the capabilities of large distributed systems like Grid, 

an efficient and effective scheduling algorithm is required for reducing total 

completion time and advancement of load balancing. Many algorithms have been 

implemented to solve the grid scheduling problem. These include  Min-Min and 

Max-Min tasks scheduling algorithms, the former finds a task with minimum 

execution time and assigned to a resource that is able to produce it with minimum 

completion time, whereas the latter finds a task with maximum execution time and 

assigned to a resource that is abe to produce it with minimum completion time. 

Min-Min task scheduling algorithm has two clear weaknesses, a high value of 

makespan being generated and low resource utilisation when the numbers of tasks 

with minimum execution time are more than the number of tasks with maximum 

execution time. In Max-Min algorithm, a high completion time and resource 

imbalance are the two issues arise when the number of tasks with maximum 

execution time are more than the number of tasks with minimum execution time. 

This is due to the nature of Max-Min algoritm (the way how it works) in which it 

gives more priority to the task with maximum execution time first, leaving tasks 

with the minimum execution time waiting longer in a queue instead of executing 

them concurrently. To address these problems, this research proposes three new 

distributed static batch mode inspired algorithms. The first (proposed) algorithm is 

based on Min-Min, called Min-Diff, the second algorithm is based on Max-Min, 

called Max-Average, and the third algorithm is to handle the load balancing, called 

Efficient Load Balancing (ELB). In the Min-Diff algorithm, an Initial Task Queue 

(ITQ) (in non-decreasing order) is generated, where the differences between 

maximum and minimum execution time is calculated and compared with the 
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minimum completion time. An appropriate resource for scheduling is selected 

accordingly. In the Max-Average algorithm, tasks are allocated to resources on the 

basis of Average Completion Time (AvCT). In ELB algorithm, the tasks are 

distributed among resources based on their execution time range. We simulate our 

proposed algorithms using a Java based simulator that is purposedly built for Grid 

computing simulations. The performances of the algorithms are evaluated using 

several metrics: makespan, average resource utilisation, flow-time, fitness, and load 

balancing. The results of our proposed algorithms has been compared with the ones 

that produced by the standard benchmark algorithms (MCT, MET, Min-Min and 

Max-Min). Experimental results demonstrate that the proposed algorithms (Min-

Diff, Max-Average and ELB) are able to produce good quality solution when 

compared with the existing algorithm.  
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Konsep pengkomputeran grid yang mula diperkenalkan sejak awal 1990-an adalah 

merupakan suatu perumpamaan untuk menjadikan kuasa komputer semudah 

mengakses suatu grid kuasa elektrik. Pengkomputeran grid dilihat sebagai satu 

trend yang menjanjikan kerana keupayaannya menjadikan kos pengkomputasi lebih 

kos-efektif, penggunaan sejumlah sumber komputer sebagai satu cara untuk 

menyelesaikan masalah yang tidak dapat diselesaikan tanpa sejumlah kuasa 

pengkomputeran besar dan kemampuannya untuk memanfaatkan sumber-sumber 

komputer yang pelbagai yang tidak digunakan sepenuhnya (dioptimumkan) untuk 

tugas pengkomputeran lain. Untuk sebarang kegunaan (aplikasi) yang memerlukan 

keupayaan sistem teragih besar seperti Grid, suatu algoritma penjadualan yang 

cekap dan berkesan adalah diperlukan untuk mengurangkan jumlah masa selesai 

dan kemajuan pengimbangan beban. Banyak algoritma telah diimplementasikan 

untuk menyelesaikan masalah penjadualan  grid. Ini termasuklah algoritma 

penjadualan tugas Min-Min dan Max- Min, di mana algoritma pertama iaitu Min-

Min, mencari satu tugas dengan masa pelaksanaan minimum untuk diumpukkan 

kepada satu sumber yang mampu menyempurnakannya dalam masa selesai yang 

minimum, manakala algoritma kedua, Max-Min, mencari satu tugas dengan masa 

pelaksanaan yang maksimum untuk diumpukkan kepada satu sumber yang dapat 

menyempurnakannya dalam masa selesai yang minimum. Algoritma penjadualan 

tugas Min-Min mempunyai dua kelemahan ketara iaitu penghasilan makespan yang 

tinggi dan penggunaan sumber yang rendah (di bawah kapasiti) apabila bilangan 

tugas dengan masa pelaksanaan minimum melebihi bilangan tugas dengan masa 

pelaksanaan maksimum. Dalam algoritma Max-Min, suatu masa selesai yang tinggi 

dan  ketidakseimbangan sumber adalah merupakan dua isu yang timbul apabila 

bilangan tugas dengan masa pelaksanaan maksimum melebihi bilangan tugas 

dengan masa pelaksanaan minimum. Ini berlaku berikutan sifat algoritma Max-Min 

(cara ianya bekerja) memberi keutamaan kepada pengumpukkan tugas-tugas 

dengan masa pelaksanaan maksimum terlebih dahulu dan ini akan menyebabkan 

tugas-tugas dengan masa pelaksanaan minimum terpaksa menunggu lebih lama 

dalam suatu giliran dan tidak melaksanakan mereka secara serentak. Bagi 
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menangani masalah-masalah ini, kajian ini mencadangkan tiga algoritma baharu 

yang berinspirasikan mod kelompok statik teragih. Algoritma pertama (yang 

dicadangkan) adalah berdasarkan Min-Min, dipanggil Min-Diff, algoritma kedua 

adalah berdasarkan kepada Max-Min, dipanggil Max-Average, dan algoritma 

ketiga adalah untuk mengendalikan pengimbangan beban, dipanggil Efficient Load 

Balancing (ELB). Dalam algoritma Min-Diff, satu Giliran Tugas Awal (dalam 

urutan menaik) dihasilkan, di mana perbezaan di antara masa pelaksanaan 

maksimum dan minimum dikira dan dibandingkan dengan masa selesai yang 

minimum.  

Sumber yang sesuai untuk penjadualan dipilih dengan sewajarnya. Dalam 

algoritma Max-Average, tugas-tugas yang diperuntukkan kepada sumber-sumber 

atas dasar Sederhana Waktu Penyelesaian (AvCT). Dalam algoritma ELB, tugas-

tugas diedarkan di kalangan sumber berdasarkan julat masa pelaksanaan mereka. 

Kami menyimulasikan algoritma-algoritma yang dicadangkan dengan 

menggunakan penyimulasi yang berasaskan Java yang dibina khusus untuk 

simulasi pengkomputeran Grid. Prestasi algoritma dinilai menggunakan beberapa 

metrik: makespan, penggunaan sumber purata, aliran masa, kecergasan dan 

mengimbangi beban. Keputusan-keputusan eksperimen daripada algoritma yang 

dicadangkan  dibandingkan dengan keputusan yang diperolehi daripada algoritma 

penanda aras standard (MCT, MET, Min-Min dan Max-Min). Keputusan 

eksperimen menunjukkan algoritma-algoritma yang dicadangkan (Min-Diff, Max-

Average dan ELB) mampu menghasilkan penyelesaian yang berkualiti tinggi 

apabila dibandingkan dengan algoritma sedia ada. 
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CHAPTER 1 

1 INTRODUCTION 

1.1 Background  

The present situation with the computational structures is, in a few viewpoints, 

closely resembling that of the power systems (electricity) toward the origination of 

the twentieth century. Just about then, the era of power has been feasible, even at 

the same time it was important to have accessible generators of power. The reason 

that allowed its foundation, was the disclosure of new innovations to be specific 

about the systems of transmission and broadcast of power (electricity). These 

surprises made it possible to have a stable and low value organisation. In this 

approach, the power turned out to be all around available. By similarity, the grid is 

embraced in designated a computational base of circulating resources, exceedingly 

heterogeneous, connected by heterogeneous networks and a middleware that 

provides solid, basic, straightforward, effective and worldwide access to their 

computational capabilities.  

In the few decades, grid computing grew rapidly over a brief period of time, 

pushed by essential innovation headways and enthusiasm of huge Information 

Technology (IT) organizations, for example, International Business Machines 

(IBM), Sun Microsystems, Oracle and Hewlett-Packard (HP). The ideas that lead 

to the basis of today’s grid computing can be traced back to late 1980s, where the 

first concept was developed by researchers of distributed super-computing for 

optimisation with prominence on scheduling algorithms to accomplish high-

performance computing (e.g. Condor-G). In the late 1990s, the terms of 

computational grids and grid computing were advanced by (Foster et al., 2003) 

who developed the Globus toolbox as a general middleware for Grid Systems. 

From that point onwards, Grid Computing, systems, and technology are propelling 

in a relentless way. Figure 1-1 shows the evolution chart of grid computing. 



© C
OPYRIG

HT U
PM

2 

 

 

Figure 1-1 Evolution of Grid Computing (Foster, 2003) 

As many applications need access to specialised machines, data or compute power 

(Plaszczak, 2006), a technology that enables resource virtualisation, on-demand 

provisioning, and resource sharing between organisations like Grid is becoming 

important. Grid computing is the ability of utilising a lot of open standards and 

protocols, to acquire access to applications and data, processing power, storage 

capacity and a huge array of other computing resources over the Internet. A Grid is 

a type of parallel and distributed organisation that enables the sharing, selection, 

and accumulation of resources spread across multiple administrative areas based on 

their resource availability, capability, performance, cost, and a user’s quality of 

service required (Plaszczak, 2006). All the same, the major problem any Grid-like 

computational system is scheduling (Xhafa & Abraham, 2008). Grid task 

scheduling according to (Alherbi & Sharma., 2012) is an integrated part of 

computing, which effectively utilises the unused time of resources. It is responsible 

for mapping jobs, tasks to grid resources under various measures and grid 

environment configuration.  

In a Grid computing system, mapping is necessary schemes adopted in assigning 

tasks to machines and the order of execution of tasks assigned to each machine for 

effective utilisation of resources and reduction of the overall completion time 

(Maheswaran et al., 1999). Mapping heuristics can be grouped into two categories, 

immediate/on-line mode and batch mode heuristics. In the immediate mode / on-

line mode, a task is mapped onto a machine as soon as it arrives at the system. 

Examples of immediate/online mode heuristics include; Minimum Completion 

Time (MCT), Minimum Execution Time (MET), Switching algorithm (SA), K-

percent best (Kpb) and Opportunistic Load Balancing (OLB). While in the batch 

mode, tasks are not mapped onto the machines as they arrive; instead, they are 

collected into a set that is examined for mapping at prescheduled times called 
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mapping events. Example of batch mode heuristics includes; Min-Min heuristic, 

Max-Min heuristic, and Suffrage heuristic (Soheil  et al., 2013). 

1.2 Problem Statement 

Task scheduling algorithm is considered as a significant subject in the present grid 

concept. The need for active scheduling surges to achieve better performance in 

computing. Usually, it is hard to discover an ideal resource distributor that 

minimises the schedule times of jobs and efficiently consumes the resources. The 

three key stages of grid scheduling remain resource discovery, gathering resource 

information, and job execution. The selection of the best couples of jobs and 

resources in the next phase has remained an NP-complete problem (Vijayalakshmi 

& Vasudevan, 2015).  

The grid task scheduling algorithm is responsible for allocating jobs/tasks to Grid 

resources in accordance with various standards and Grid environment 

configurations. In a computational grid, task scheduling problem is enhanced by 

minimising makespan and maximising system utilisation; distribute the loads 

among the resources as evenly as possible and fulfils economic system 

demand/user constraints.  

Many researchers still remain interested in carrying out research in scheduling 

algorithms for heterogeneous grid computing environment despite being studied for 

years, this is due to their ability to produce good quality solutions. These 

algorithms include: Min-Min and Max-Min tasks scheduling algorithm. 

Min-Min algorithm finds the task with minimum execution time and assigns to 

resource that produces minimum completion time for the task. Allocating tasks in 

this manner gives a better performance when number of larger tasks exceeded the 

lighter tasks, but it major problem is that, it causes high completion time, poor 

resource utilisation, and load imbalance when the lighter number of tasks exceeds 

the larger tasks.  

Furthermore, Max-Min algorithm works the same way with Min-Min, but the tasks 

with maximum execution time will be executed first. The problem here is that, 

allocating tasks in this way causes poor resource utilisation and high completion 

time when the number of  larger tasks exceeds the lighter tasks. 

It is obvious that, tasks selection and distributing them in an appropriate manner is 

a key challenge in grid scheduling system and it can be implemented using batch 

mode heuristics. Therefore, a substantial enhancement in the computational 

efficiency of the algorithms is something interesting to be investigated. 
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1.3 Objectives of the Research 

The aim of this study is to propose new task scheduling algorithms that are able to 

produce good quality solutions when compared with the standard Min-Min and 

Max-Min scheduling algorithms in solving grid scheduling problem. The 

objectives are as follows: 

a. to propose a new task scheduling algorithm (Min-Diff) that is able to 

find an optimal solution for different grid task scheduling problems. 

b. to propose a new task scheduling algorithm (Max-Average) that is able 

to minimise completion time and maximises resource utilisation rate. 

c. to propose an efficient load balancing algorithm that can distribute tasks 

to the grid computing resources as evenly as possible. 

1.4 Significance of the Study 

This study aims to minimise the overall completion time (makespan), enhance the 

resource utilisation and load balancing that are needed for efficient scheduling in 

grid computing environment. 

1.5 Scope of the Research 

This study only concentrates on static scheduling algorithms of batch mode for 

mapping independent tasks in a grid computing environment.  
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1.6 Thesis Organisation 

The rest of the chapters are organised as follows;  

In Chapter 2, we present a scientific literature of grid scheduling system. The 

general concept of the grid, and batch mode heuristics approaches.  

 

In Chapter 3, we discuss the research steps, implementation, and evaluation of 

input and output parameters for the research.  

 

In Chapter 4, we discuss the existing batch mode algorithms (Min-Min and Max-

Min) and  our new proposed tasks scheduling algorithms (Min-Diff, Max-Average 

and Efficient Load Balancing).  

 

In Chapter 5, we present the simulation results and discussion. The results for the 

comparison of our proposed methods with the standard benchmark algorithms are 

also displayed. 

 

In Chapter 6, we discuss the Research contributions, findings, future works and a 

summary of the research.  
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