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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in 
fulfilment of the requirement for the Doctor of Philosophy 

A METHOD TO ENRICH DOMAIN ONTOLOGY USING SYNONYM AND 

PROBABILITY THEORY 

By 

NUR FATIN NABILA BT MOHD RAFEI HENG 

September 2016 

Chairman: Assc.Prof. Ali bin Mamat, PhD 

Faculty: Computer Science and Information Technology 

Ontology has become a popular topic of research for numerous areas of 
computer science, such as question answering, information retrieval, and use of 
the semantic web. Considerable efforts have been made in constructing 
ontologies due to the complexity and time-consuming nature of the task. 
Concept, taxonomy, and non-taxonomic relations are three important 
components in the development of ontology. These three components are used 
to represent the knowledge of the domain texts. Most of the existing techniques 
focus on extracting the concept, the taxonomic relations, and non-taxonomic 
relationships within a single sentence. These techniques neglect a sentence 
when either the subject or object of a sentence is missing or not clear.  Thus, the 
knowledge of domain texts is not properly represented as some relations cannot 
be identified. This thesis proposes a solution for the enrichment of the knowledge 
of domain text by finding possible relations. The proposed method suggests the 
appropriate or the most likely term for an uncertain subject or object of a 
sentence using the probability theory. In addition, the method can extract the 
relations between concepts (i.e. subject and object) that appear not only in a 
single sentence, but also in different sentences by using a synonym of the 
predicates. The proposed method has been tested and evaluated with three 
collections of domain texts that describe computers, tourism, and science. 
Precision, recall, and f-score metrics have been used to evaluate the results of 
the experiments. The experiment results were compared with the results that 
were completed manually by the domain experts. For the computer dataset, an 
F-score value of 62.33% has been achieved using the proposed solution. 
Additionally, the science dataset achieved an F-score of 78.98%, whereas the 
tourism dataset achieved an F-score of 81.58%. The result shows that the 
proposed method has increased and enriched the relationships of domain texts 
thus providing better results compared to several existing methods. The method 
is shown to be useful to assist ontology engineer in conceptualization process of 
ontology engineering. 
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia 
sebagai memenuhi keperluan untuk ijazah Doktor Falsafah 

KAEDAH UNTUK MEMPERKAYAKAN ONTOLOGY DOMAIN 

MENGGUNAKAN PERSAMAAN DAN TEORI KEBARANGKALIAN 

Oleh 

NUR FATIN NABILA BT MOHD RAFEI HENG 

September 2016 

Pengerusi: Prof. Madya Ali bin Mamat, PhD 

Fakulti: Sains Komputer and Teknologi Maklumat 

Ontologi telah menjadi suatu topik kajian yang popular untuk pelbagai bidang 
dalam sains komputer, seperti penjawaban soalan, capaian maklumat, dan 
penggunaan web semantik. Banyak usaha telah dibuat dalam pembinaan 
ontologi berikutan kerja-kerjanya yang rumit dan memakan masa. Konsep, 
taksonomi, dan hubungan bukan taksonomi adalah tiga komponen penting 
dalam pembangunan ontologi. Ketiga-tiga komponen ini digunakan untuk 
mewakili pengetahuan tentang teks-teks domain. Kebanyakan teknik-teknik 
yang sedia ada bertumpu kepada mengekstrak konsep, hubungan taksonomi, 
dan hubungan bukan taksonomi dalam satu ayat. Teknik-teknik tersebut 
mengabaikan sesuatu ayat apabila sama ada subjek atau objek di dalamnya 
tiada atau tidak jelas. Oleh itu, pengetahuan tentang teks domain tidak dapat 
dipersembahkan dengan betul lantaran beberapa hubungan tidak dapat 
dikenalpasti. Tesis ini mencadangkan satu penyelesaian untuk 
memperkayakan pengetahuan teks domain dengan mencari hubungan yang 
berkemungkinan. Kaedah yang dikemukakan mencadangkan terma yang 
sesuai atau yang paling berkemungkinan untuk subjek atau objek yang tidak 
pasti dalam sesuatu ayat dengan menggunakan teori kebarangkalian. Di 
samping itu, kaedah ini boleh mengekstrak hubungan antara konsep-konsep 
(iaitu subjek dan objek) yang bukan sahaja muncul dalam satu ayat, tetapi juga 
dalam ayat yang berbeza dengan menggunakan persamaan predikat. Metrik 
ketepatan, kebolehdapatan dan F-score digunakan untuk menilai hasil 
eksperimen. Hasil eksperimen yang dihasilkan oleh kaedah yang dikemukakan 
akan dibanding dengan hasil yang diperoleh secara manual oleh pakar 
domain. Bagi set data komputer, kaedah penyelesaian mendapat nilai F-score 
sebanyak  62.33%. Manakala nilai F-score bagi set data sains and set data 
pelancongan masing-masing adalah sebanyak 78.98%, dan 81.58%. Hasil 
eksperimen menunjukkan bahawa kaedah penyelesaian ini telah meningkatkan 
dan memperkayakan pengetahuan teks domain dan seterusnya menghasilkan 
keputusan yang lebih baik berbanding beberapa kaedah yang sedia ada. 
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Kaedah ini terbukti berguna untuk membantu jurutera ontologi semasa proses 
pembentukan konsep dalam pembinaan ontologi. 
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TERMINOLOGY 

Terminology Definition 

Concept A related term in text that appears as 
subject or object of sentence. 

Non-taxonomic 
relation 

A relation that shows non-hierarchical 
relation between concepts. 

Complete sentence A sentence that have subject, predicate 
and object in a sentence. 

irregular sentence A sentence that have missing or 
uncertain subject or object in a sentence. 

Uncertain value of 
concept 

Subject or object of a sentence is 
missing or not clear, denoted as ‘*’. 



© C
OPYRIG

HT U
PM

CHAPTER 1 

INTRODUCTION 

This chapter presents the motivation of the research, research problem, 
objective and scope of the research.  

1.1 Motivation 

Recently ontology has become a popular topic of research in many areas of 
computer science. These include artificial intelligence, information retrieval, and 
Semantic Web. The semantic web (Berners-Lee et al., 2001), inspired by Tim 
Berners Lee, is an extended form of the current web, which aims to provide the 
textual content with the semantics or meaning into ontology to enable 
machines to facilitate text understanding. This allows both humans and 
machines to find information, while obtaining precise answers to specific user 
queries.  

Considerable efforts have been made in constructing ontologies due to the fact 
that it is a highly complex and time-consuming task (Shamsfard & Barforoush, 
2004). Manual construction of ontology is difficult, expensive, and time-
consuming (Shamsfard & Barforoush, 2004). Therefore, several works (Byrd & 
Ravin, 1999; Faure & Nedellec, 1998; Hahn & Schnattinger, 1998; Morin, 1999; 
Maedche & Volz, 2001; Maedche & Staab, 2000; Navigli et al. 2003) have 
introduced an automatic or semi-automatic ontology construction using textual 
data in order to reduce the time and effort required for manual ontology 
construction.  

Even though the number of approaches for constructing ontology is increasing, 
most of these approaches have only focused on extracting concept (Pantel & 
Lin, 2002; Tomokiyo & Hurst, 2003; Punuru & Chen, 2006) and taxonomic (is-
a) relationship related components (Hearst, 1992; Caraballo, 1999; Cederberg 
& Widdows, 2003; Cimiano & Staab, 2004). Often neglecting the importance of 
relationships other than is-a relations, also known as non-taxonomic 
relationships (Liu et al., 2005).  

Many existing techniques (Maedche & Staab, 2000; Kavalec et al., 2004; Akbik 
& Brob, 2009; Imsombut, 2009; Villaverde et al., 2009; Punuru & Chen, 2007, 
2012; Serra et al., 2013) on extracting relationships between two concepts 
focus on terms that appear as subject and object in a single sentence. 
Although these techniques are able to extract the relations between concepts, 
i.e. subject and object that appear in the same sentence from domain texts, the 
relation cannot be extracted if the two related concepts appear in different 
sentences or the sentence does not fulfill subject-predicate-object pattern. 
Hence, the potential relations might be missing. As a consequence, the domain 



© C
OPYRIG

HT U
PM

2 

texts can be considered as not properly presented, as some relations cannot 
be identified.  

This thesis presents a technique to enrich the knowledge of domain text and 
overcome the limitations of existing techniques by finding all potential relations, 
which might be overlooked. 

1.2 Problem Statement 

Various works have focused on ontologies as they have potential in many 
application areas, such as text mining, information retrieval, knowledge 
management and the Semantic Web. Ontology provides a description of a 
certain domain of concern that consists of several components, such as 
axioms, instance, concept and relation. However, most of the ontologies are 
constructed manually, which is a difficult task, costly and time-consuming 
(Shamsfard & Barforoush, 2004).  

Considerable works have been completed to construct ontology from domain 
texts. Nevertheless, most of these works have only focused on extracting 
concepts and taxonomic relationships such as is-a relation only, with very little 
work on extracting non-taxonomic relationship. The extraction of non-
taxonomic relationships is considered as one of the most challenging and 
important tasks (Maedche & Staab, 2001; Kavalec et al., 2004; Sanchez & 
Moreno, 2008). Some works have been proposed for identifying non-taxonomic 
relations focusing on identifying a given specific relationship such as part-whole 
(Girju et al., 2003; Berland & Charniak, 1996) and cause-effect (Girju & 
Moldovan, 2002). However, those works are not able to identify other 
relationships that are crucial for the domain.  

Existing research (Maedche & Staab, 2000; Kavalec et al., 2004; Villaverde et 
al., 2009; Imsombut, 2009; Akbik & Brob, 2009; Punuru & Chen, 2007, 2012) 
on extracting non-taxonomic relations between two concepts (terms) focus on 
terms that appear as subject and object in a single sentence. For example, in 
the sentence, “The company produces 50 billion paper every year”. The terms 
company and paper are identified as subject and object of a sentence and 
produce is a relationship that relates subject company and object paper. A 
problem arises if the two concepts (company and paper) do not exist in the 
same sentence, then these two concepts will not be considered in the 
construction of ontology. For instance, if the sentence is irregular: either an 
object or a subject is missing or not clear, then the relationship between 
concepts is not extracted. For example, the sentence, “The company produces 
it every year” is considered as an irregular sentence as it does not have a clear 
object. It is not clear what object “it” is referring to in the sentence. In this case, 
it is assumed that the missing value is “uncertain” or as an “unknown” 
condition. The object “it” may have been described in the previous sentence, 
but in the existing techniques, relations from sentences that have an uncertain 
value are not extracted. As a result, the domain texts can be considered as not 
properly represented, as some relations cannot be identified.  
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Therefore, the research described in this thesis is to investigate the feasibility 
of developing an alternative technique to overcome the issue of missing 
potential relations, which are not handled by the previous methods. 

1.3 Objectives 

The objectives of this thesis are as follows: 

1. To design a technique to determine and predict the missing subject or
object in irregular sentences;

2. To develop a method for extracting possible non-taxonomic relations
from domain texts; and

3. To measure the completeness and relevancy of the proposed method.

1.4 Research Contribution 

This thesis provides three main contributions to knowledge: 

1. The technique to find a suitable subject or object for filling up the
missing subject or object in irregular sentence.

2. The method improved knowledge extraction from domain texts by
extracting the relations between concepts that appear not only in a
single sentence, but also in different sentences by using synonym
relations.

3. The method improved nearly 80%- 96% of completeness and 40%-
94% of relevancy compared to relation extraction from experts and
better than existing method (i.e. Punuru and Chen (2007, 2012) and
Serra et al. (2013)).

1.5 Scope of the thesis 

This thesis focuses on the extraction of ontology components from a collection 
of domain texts. Current methods mostly concentrate on obtaining possible 
relationships among concepts (i.e. subject and object) which appear in a 
sentence. Nevertheless, the potential relationships between concepts may not 
be extracted whenever there is a sentence without a subject or an object, 
called irregular subject-predicate-object (S-P-O) pattern. Therefore, the domain 
texts may be presented improperly. This thesis aims to retrieve as much 
knowledge as possible, especially that related to non-taxonomic relationships 
from domain sets. These domain texts, such as articles, news, and texts in 
natural language are collected from the Internet. For evaluation purposes, the 
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Computer, Science, and Tourism domain texts collected from websites were 
used.  

1.6 Organization of the thesis 

The remainder of the thesis is organized as follows: 

Chapter 2, Literature Review, provides the literature review of the research 
areas such as ontology and ontology engineering. This chapter also provides 
critical reviews of related approaches in line with the research interests. 

Chapter 3, Methodology, describes the research design and the steps involved 
in conducting this research. The research was conducted in three main steps. 
The first step involved identifying problems and the advantages of existing 
relation extraction techniques. The second step involves designing and 
implementing of the proposed approach. The third step involves the 
experiments and evaluation process, in which the proposed approach was 
compared against the existing approaches. 

Chapter 4, The Proposed Method of Extracting Non-taxonomic Relations, 
presents a detailed description of the proposed non-taxonomic relation 
extraction solution. This solution is to improve the knowledge of domain text 
using the probability theory. 

Chapter 5, Results and Discussion, describes the experiment, which was 
carried out to evaluate the proposed model. Two experiments were conducted 
to evaluate the proposed approach against the existing methods and domain 
expert. The evaluation process for each experiment was based on the standard 
information extraction measurements, namely precision and recall. 

Finally, Chapter 6, Conclusions and Future Work, summarizes the thesis and 
provides the conclusion. It also presents some suggestions for future work, 
which would be interesting to solve, however, is outside of the current research 
scope. 
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