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## CHAPTER 1

## INTRODUCTION

### 1.1 Fractional Calculus

Fractional Calculus $(F C)$ is a branch of mathematical that has been developed in the traditional definitions of calculation of integral operators and derivatives. The $F C$ is also referred to by several other names, among them generalized integral and differential calculus and calculus of arbitrary order. The name " $F C$ "has been maintained from the time when it meant calculus of rational order (Podlubny, 1998; Malinowska et al., 2015).

Fractional Calculus was started three centuries ago (Sabatier et al., 2007; Malinowska et al., 2015). FC can be considered an old subject and at the same time it is a novel one. It was back in the $17^{\text {th }}$ century from a few speculations of Leibniz and Euler, and gradually advanced until the present (Machado et al., 2011). The most common notations for $\beta-t h$ order derivative of a function $v(s)$ defined in interval $(a, b)$ are $v^{(\beta)}(s)$ or $D^{\beta} v(s)$. Negative values of $\beta$ correspond to fractional integrals (Podlubny, 1998; Loverro, 2004).

The past few decades have seen the increasing application of $F C$ in pure mathematics and other scientific fields. However, it would be wrong to classify $F C$ as a newcomer to science for in actual fact its origin is almost as old as that of classical calculus itself (Oldham and Spanier, 1974; Loverro, 2004). Over the past decade, the $F C$ has been acknowledged as one of the greatest tools for describing long memory processes. The fractional models are useful in engineering, chemistry, mechanics, electric power, biology and physics, as well as in pure mathematics (Hilfer, 2000; Loverro, 2004). The most significant of these models are defined by differential equations with derivatives of fractional order. Their development has greater complexity compared with the classical integer-order case and studying the correspondence theory is a highly demanding task (Loverro, 2004; Machado et al., 2011). Despite the fact that some outcomes of qualitative analysis of fractional differential equations are similarly obtainable, numerous classical methods face difficulty in enforcing directly to the fractional differential equation. Therefore, there is a need to develop specifically new theories and methods to address the problem of the difficulty encountered in research. Compared to the classical theory of differential equations, work on the theory of fractional differential equations is still in its infancy (Zhou, 2014).

### 1.1.1 Historical Preface of Fractional Calculus

The concept of derivatives of fractional order first appeared in a notable communication between L'Hospital and Leibniz in 1695. So, the birthday of $F C$ was on September 30, 1695. On that day, L'Hopital asked Leibniz, "What would the result be if $n=\frac{1}{2}$ ?"Leibniz's replied: "An apparent paradox, from which one day useful consequences will be drawn."It was thus that, $F C$ came into existence. Following L'Hospital's and Leibniz's first enquiry, fractional calculus was exclusively a field only for the best minds in mathematics. The question raised by Leibniz for some derivatives of fractional order was a topical issue for over 300 years (Ross, 1975; Kiryakova, 1993; Loverro, 2004; Malinowska et al., 2015).
$F C$ is an old topic since, starting from some speculations of Leibniz in 1695 and Euler in 1730, it has been developed up to nowadays. A list of scientists had interested for provided important contributions up in this field, includes: Euler, Lagrange, Laplace, Fourier, Abel, Liouville, Riemann, Greer, Holmgren, Grunwald, Letnikov, Sonin, Laurent, Nekrassov, Krug, Hadamard, Heaviside, Pincherle, Hardy and Littlewood, Weyl, Lèvy, Marchaud, Davis, Zygmund, Love, Erdèlyi , Kober, Widder, Riesz and Feller (see Podlubny (1998); Zhou (2014); Malinowska et al. (2015)). Nevertheless, studying the derivatives with non-integer order was in the literature until 1819, when Lacroix (1800) presented an introduction to fractional derivative on the basis of the conventional expression for the $n-t h$ derivative of the power function (Kiryakova, 1993). Over the years, $F C$ has become a very attractive subject for mathematicians, and several varying forms of fractional (i.e. non integer) differential operators have been introduced: the Grunwald-Letnikov, Riemann-Liouville Hadamard, Caputo, Riesz (see Oldham and Spanier (1974); Kiryakova (1993); Podlubny (1998); Hilfer (2000)), and the more recent notions of Cresson (2007), Katugampola (2011), Klimek (2005), Kilbas et al. (2004) or variable order fractional operators introduced by Samko and Ross (1993).

In 2010, an interesting perspective to the subject, unifying all mentioned notions of fractional derivatives and integrals, was introduced in Agrawal (2010) and later studied in Bourdin et al. (2014), Klimek and Lupa (2013), Odzijewicz et al. (2012b,a, 2013).

The first application of semi-derivatives (derivatives on the order of half) was made by Abel in 1823 (see Miller and Ross (1993)). These applications of FC are in relation to the integral equation for solving the problem tautochronous, related to the determination of the shape of the curve so that the time of descent of frictionless point mass sliding down along the curve as a result of gravity is not influenced by the starting point. Recent decades have shown that derivatives of arbitrary order and integral are suitable for the description of the real materials properties, such as in the case of polymers. New fractional order models are
more satisfactory than the former integrated command. The derivatives of fractional order are great tools for describing the properties of memory and several processes and hereditary material, while with the integrated control models such effects are neglected (Samko et al., 1993; Podlubny, 1998; Gorenflo and Mainardi, 2000; Malinowska et al., 2015).

In the second half of the $20 t h$ century, much research in $F C$ was published in the engineering literature. In fact, recent progress of $F C$ issues dominates modern examples of applications in differential and integral equations, physics, signal processing, fluid mechanics, viscoelasticity, mathematical biology and electrochemistry (Debnath, 2004; Odzijewicz et al., 2012a). The majority of the mathematical theories that can be applied when examining $F C$ already existed before the advent of the last millennium. However, the last century was the time when the most significant developments occurred by way of application in engineering and various scientific fields. Mathematics has sometimes had to be modified to meet what was demanded by physical reality (Debnath, 2003; Loverro, 2004; Gorenflo and Mainardi, 2008; Dalir and Bashour, 2010).

### 1.1.2 Different Definitions of Fractional Calculus

FC has some different definitions (see (Oldham and Spanier, 1974; Ross, 1975; Miller and Ross, 1993; Mainardi, 1997; Podlubny, 1998; Debnath, 2003; Sabatier et al., 2007)) as:

Definition 1. The Abel integral representation is defined by

$$
\int_{0}^{s} \frac{v^{\prime}(\tau)}{(s-\tau)^{\beta}} d \beta=\Psi(s)
$$

for arbitrary $\beta$ and then

$$
\begin{equation*}
v(s)=\frac{1}{\Gamma(1-\beta)} \cdot \frac{d^{-\beta} \Psi(s)}{d s^{-\beta}} . \tag{1.1}
\end{equation*}
$$

Definition 2. The Riemann fractional integral is defined by

$$
\begin{equation*}
D^{-\beta} v(s)=\frac{1}{\Gamma(\beta)} \int_{c}^{s} \frac{G(\mu)}{(s-\mu)^{1-\beta}} d \mu \tag{1.2}
\end{equation*}
$$

Definition 3. The Cauchy integral formula are defined by

$$
\begin{equation*}
G^{(m)}(s)=\frac{m!}{2 i \pi} \int_{c}^{s^{+}} \frac{G(\mu)}{(s-\mu)^{m+1}} d \mu \tag{1.3}
\end{equation*}
$$

and substituted $m$ by $\beta$ to get

$$
\begin{equation*}
D^{\beta} v(s)=\frac{\Gamma(\beta+1)}{2 i \pi} \int_{c}^{s^{+}} \frac{G(\mu)}{(s-\mu)^{1+\beta}} d \mu . \tag{1.4}
\end{equation*}
$$

The proper definition of fractional integral operator is Riemann-Liouvilles
Definition 4. The Riemann-Liouvilles $(R-L)$ derivatives of fractional order is defined by

$$
\begin{equation*}
D_{a}^{\beta} G(s)=\frac{1}{\Gamma(m-\beta)}\left[\frac{d}{d u}\right]^{m} \int_{a}^{s} \frac{G(\mu)}{(s-\mu)^{\beta-m+1}} d \mu, \quad(m-1) \leq \beta<m \tag{1.5}
\end{equation*}
$$

in which $m$ is an integer and $\beta$ is a real number.
Definition 5. The Grunwald-Letnikove derivatives of fractional order is defined by

$$
\begin{equation*}
D_{a}^{\beta} G(s)=\lim _{h \rightarrow 0} \frac{1}{h^{\beta}} \sum_{i=0}^{\frac{s-\beta}{h}}(-1)^{i}\binom{\beta}{i} G(t-i h) . \tag{1.6}
\end{equation*}
$$

Definition 6. The Caputo derivatives of fractional order is defined by

$$
\begin{equation*}
C_{a}^{D \beta} G(\tau)=\frac{1}{\Gamma(m-\beta)} \int_{a}^{\tau} \frac{G^{(m)}(\mu)}{(\tau-\mu)^{\gamma-m+1}} d \mu, \quad(m-1) \leq \beta<m, \tag{1.7}
\end{equation*}
$$

where $m$ is an integer and $\beta$ is a real number.

Comparison between Riemann-Liouvilles $(R-L)$ and Caputo derivatives.
The definitions of $R-L$ and Caputo are the popular definitions of fractional derivative, and so most of the studies in this area used them. On the other hand, there are differences between them such as:-
(1) If the function is positive then the Caputo sense and Riemann fractional directives are overlapping
(2) If the function is not positive then computation of fractional derivatives are different, in particular at zero.
(3) Both of them are not commutative.

$$
\begin{align*}
{ }_{a}^{C} D_{t}^{\beta}\left({ }_{a}^{C} D_{t}^{n} f(t)\right) & ={ }_{a}^{C} D_{t}^{\beta+n} f(t) \cdot(n=1,2, \ldots ; m-1<\beta<m .  \tag{1.8}\\
{ }_{a} D_{t}^{n}\left({ }_{a} D_{t}^{\beta} f(t)\right) & ={ }_{a} D_{t}^{\beta+n} f(t) \cdot(n=1,2, \ldots ; m-1<\beta<m . \tag{1.9}
\end{align*}
$$

The interchange of the differentiation operators in formulas (1.8) and (1.9) is allowed under different conditions

$$
\begin{equation*}
{ }_{a}^{C} D_{t}^{\beta}\left({ }_{a}^{C} D_{t}^{n} f(t)\right)={ }_{a}^{C} D_{t}^{n}\left({ }_{a}^{C} D_{t}^{\beta} f(t)\right)={ }_{a}^{C} D_{t}^{\beta+n} f(t) . \tag{1.10}
\end{equation*}
$$

$f^{(n)}=0, s=m,(m+1)+\cdots, n . n=1,2, \ldots ; m-1<\beta<m$.

$$
\begin{equation*}
{ }_{a} D_{t}^{n}\left({ }_{a} D_{t}^{\beta} f(t)\right)={ }_{a} D_{t}^{\beta}\left({ }_{a} D_{t}^{n} f(t)\right)={ }_{a} D_{t}^{\beta+n} f(t) \tag{1.11}
\end{equation*}
$$

$$
f^{(n)}=0, s=m,(m+1)+\cdots, n . n=1,2, \ldots ; m-1<\beta<m .
$$

(4) The $R-L$ fractional derivative and the Caputo fractional derivative are also particular cases of the following sequential derivative

$$
\begin{gather*}
{ }_{a} D_{t}^{\beta} f(t)=\frac{d}{d t} \frac{d}{d t} \cdots \frac{d}{d t}{ }^{a} D_{t}^{(n-\beta)} f(t),(n-1) \leq \beta<n  \tag{1.12}\\
{ }_{a}^{C} D_{t}^{\beta} f(t)={ }_{a}^{C} D_{t}^{(n-\beta)} \frac{d}{d t} \frac{d}{d t} \cdots \frac{d}{d t} f(t),(n-1)<\beta \leq n \tag{1.13}
\end{gather*}
$$

The properties of the $\mathrm{R}-\mathrm{L}$ derivatives and the Caputo derivatives of the same cumulative order $\beta$ are different due to the different sequence of differential operators $\frac{d}{d t}$ and ${ }_{a} D_{t}^{(n-\beta)}$.
(5) The derivative of Caputo at a constant $c$ is zero, whereas $R-L$ fractional derivative to a constant $c$ is nonzero but is equal to

$$
D_{s}^{\beta} c=\frac{c(s-a)^{-\beta}}{\Gamma(1-\beta)} .
$$

(6) The Laplace transform technique in $R-L$ requires the knowledge of the (bounded) initial values of the fractional integral $J^{n-\beta}$ and of its integer derivatives of order $k=1,2, \ldots, n-1$. In Caputo requires the knowledge of the (bounded) initial values of the function and of its integer derivatives of order $k=1,2, \ldots, n-1$ in analogy with the case when $\beta=n$.
(7) The Table 1.1 explains some differences between the properties of $R-L$ and Caputo definitions.

| Property | Riemann-Liouvill | Caputo |
| :---: | :---: | :---: |
| $g(t)=c=$ const | $\mathrm{D}^{\beta} c=\frac{c . s^{-\beta}}{\Gamma(1-\beta)}, c=\mathrm{const}$ | $\mathrm{D}^{\beta} c=0, c=\mathrm{const}$ |
| Representation | $\mathrm{D}_{+}^{\beta} g(s)=D^{n} J^{n-\beta} g(s)$ | $D_{+}^{\beta} g(s)=J^{n-\beta} D^{n} g(s)$ |
| Interpolation | $\begin{aligned} \lim _{\beta \rightarrow n} D_{+}^{\beta} g(s) & =g^{(n)}(s) \\ \lim _{\beta \rightarrow n-1} D_{+}^{\beta} g(s) & =g^{(n-1)}(s) \end{aligned}$ | $\begin{aligned} & \lim _{\beta \rightarrow n} D_{+}^{\beta} g(s)=g^{(n)}(s) \\ & \lim _{\beta \rightarrow n-1} D_{+}^{\beta} g(s)=g^{(n-1)}(s) \\ &-g^{(n-1)}(0) \end{aligned}$ |
| Linearity | $\begin{aligned} D^{\beta}(\lambda g(s) & +h(s))=\lambda D^{\beta} g(s) \\ & +D^{\beta} h(s) \end{aligned}$ | $\begin{aligned} D_{+}^{\beta}(\lambda g(s) & +h(s))=\lambda D_{+}^{\beta} g(s) \\ & +D_{+}^{\beta} h(s) \end{aligned}$ |
| Noncommutation | $\begin{aligned} & D^{m} D^{\beta} g(s)=D^{\beta+m} \\ & \quad \neq D^{\beta} D^{m} g(s) \end{aligned}$ | $\begin{aligned} & D_{+}^{\beta} D^{m} g(s)=D_{+}^{\beta+m} \\ & \quad \neq D^{m} D^{\beta} g(s) \end{aligned}$ |
| Laplace transform | $\begin{gathered} L\left\{D^{\beta} g(s) ; u\right\}=u^{\beta} G(u)- \\ \sum_{i=0}^{m-1} u^{i}\left[D^{\beta-i-1} g(s)\right]_{s=0} \end{gathered}$ | $\begin{gathered} L\left\{D_{+}^{\beta} g(s) ; u\right\}=u^{\beta} G(u)- \\ \sum_{i=0}^{m-1} u^{\beta-i-1} g^{(i)}(0) \end{gathered}$ |
| Leibniz | $\begin{gathered} D^{\beta}(g(s) h(s))= \\ \sum_{i=0}^{\infty}\binom{\beta}{i}\left(D^{(\beta-i)} g(s)\right) h^{(i)}(s) \end{gathered}$ | $\begin{gathered} D_{+}^{\beta}(g(s) h(s))= \\ \sum_{\substack{i=0 \\ n=1}}\binom{\beta}{i}\left(D^{(\beta-i)} g(s)\right) h^{(i)}(s) \\ -\sum_{i=0}^{n-1} \frac{s^{i-\beta}}{\Gamma(i+1-\beta)}\left((g(s) h(t))^{(i)}(0)\right) \end{gathered}$ |

Table 1.1: Comparison between Riemann-Liouvilles and M. Caputo

In this thesis, we will use the $R-L$ and Caputo definitions in establising the theorem and solutions. On the other hand, the $R-L$ fractional derivative could hardly interpret the physical of the initial conditions required for the initial value problems that embody fractional differential equations. Furthermore, that operator has the advantages of rapid convergence, greater stability, and is more accurate in developing various types of numerical algorithms (Kilbas et al., 2006).
Remark 1. From definitions 4 and 6, we can easily get

$$
\begin{aligned}
D^{\beta} s^{\mu} & =\frac{s^{\mu-\beta}}{\Gamma(1-\beta+\mu)}, \\
D^{-\beta} s^{\mu} & =\frac{s^{\mu+\beta}}{\Gamma(1+\beta+\mu)}, \\
D^{\beta} A & =A \frac{s^{-\beta}}{\Gamma(1-\beta)}, \\
D^{\beta} A & =0, \\
D^{-\beta} A & =A \frac{s^{\beta}}{\Gamma(1+\beta)} .
\end{aligned}
$$

### 1.1.3 Fractional Integral

The integral equation is an equation in which an unknown function appears under an integral sign. In the other hand, the fractional integral equation (FIEs) is an equation in which an unknown function appears under fractional integral sign (Davis (1962); Miller and Ross (1993); Podlubny (1998); Prüss (2013)). In our scoring Cauchy formula reads

$$
\begin{equation*}
J_{a}^{n} g(s)=g_{n}(s)=\int_{a}^{s} \frac{(t-\tau)^{n-1}}{(n-1)!} g(\tau) d \tau, s>0, n \in N \tag{1.14}
\end{equation*}
$$

where $N$ is the set of positive integers. Based on this definition it should be noted that $g_{n}(s)$ vanishes at $s=0$ with its derivatives of order $1,2, \ldots, n-1$. For convention, it is required that $g(s)$ and from now on $g_{n}(s)$ be a causal function, (i.e. identically vanishing for $s<0$ ).

Naturally, it is necessary to extend the above formula from the positive integer values of the index for positive real values using the $\Gamma$ function, and in fact, observing that $(n-1)!=\Gamma(n)$. By the introduction of arbitrary positive real numbers $\beta$, one can introduce the fractional integral of order $\beta>0$ :

$$
\begin{equation*}
J_{a}^{\beta} g(s)=\int_{a}^{s} \frac{(s-\tau)^{\beta-1}}{\Gamma(\beta)} g(\tau) d \tau, s>0, \beta \in R^{+} \tag{1.15}
\end{equation*}
$$

where $R^{+}$is the set of non negative real numbers. For complementation we introduce $G^{0}:=J^{0}=I$ (Identity operator), (i.e. we mean $G^{0} g(s)=g(s)$ ). Moreover, and $J^{\beta} g\left(0^{+}\right)$means the limit (if there is) of $J^{\beta} g(s)$ for $s \rightarrow 0^{+}$; this
limit may be infinite.

The formulation of the integrated fractional involves some major properties, which in turn demonstrate the importance in the solution of equations including integrals and derivatives of fractional order.
First, setting $\beta=0$ for an operator identity, we have

$$
\begin{equation*}
J^{0} g(s)=g(s) \tag{1.16}
\end{equation*}
$$

Moreover, repeated Cauchy's integral equation can be seen as

$$
\begin{equation*}
J^{i} J^{j}=J^{i+j}=J^{j} J^{i}, \quad i, j \in N^{+}, \tag{1.17}
\end{equation*}
$$

which can be generalized as

$$
\begin{equation*}
J^{\beta} J^{\gamma}=J^{\beta+\gamma}=J^{\gamma} J^{\beta}, \beta, \gamma \in R^{+} . \tag{1.18}
\end{equation*}
$$

The one pre-supposed condition placed upon a function $g(s)$ that needs to be fulfilled for these and other similar properties to remain true, is that $g(s)$ be a causal function, i.e. that it is disappearing for $s \leq 0$. Another feature of $R-L$ integral emerges after the function $\Psi_{\beta}(s)$ is introduced by

$$
\begin{equation*}
\Psi_{\beta}(s)=\frac{s^{\beta-1}}{\Gamma(\beta)} \Rightarrow \Psi_{\beta}(s) * g(s)=\int_{0}^{s} \frac{(s-\tau)_{+}^{\beta-1}}{\Gamma(\beta)} g(\tau) d \tau \tag{1.19}
\end{equation*}
$$

where $s_{+}$denotes the function vanishes for $s \leq 0$ and therefore Eq.(1.18) is a causal function (Oldham and Spanier (1974); Loverro (2004); Gutiérrez et al. (2010)).

### 1.1.4 Fractional Derivative

The differential equations can be traced to the mid $17^{\text {th }}$ century, when the calculation was discovered independently by Newton and Leibniz (Robinson, 2004). The differential equation is any equation that possesses derivatives, either ordinary derivatives or partial derivatives. $O D E s$ is a differential equation for a function of a single variable,(example, $(w(s))$ ), while a partial differential equation $(P D E s)$ is a differential equation for a function of several variables, (example, $(w, z, v, s)$ ) (Chasnov (2009); Perko (2013); Hale and Lunel (2013)). On the other hand, the fractional differential equation (FDEs) an offshoot of mathematics studying the properties of derivatives of non integer orders (i.e, it is including $\iota<\beta<\iota+1$ order) (Miller and Ross (1993); Podlubny (1998); Hilfer (2000); Zhou (2014)).

After defining the fractional integral, it is easy to define the fractional differential of any positive real power by combining the standard differential operator with a fractional integral order between 0 and 1 . Simply select the operator that will be
applied first. For instance, one can deduce the derivative of order $\frac{3}{2}$ of a function $g(s)$ as follows:

$$
\begin{aligned}
& D^{\frac{3}{2}} g(s)=D^{2} J^{\frac{1}{2}} g(s), \\
& D^{\frac{3}{2}} g(s)=J^{\frac{1}{2}} D^{2} g(s) .
\end{aligned}
$$

Both approaches provide the basis of two different definitions of fractional derivatives. The first definition in the integrated fractional before differentiation is applied, is called the fractional derivative of $R-L$ (see the definition 4). The second, which applies the integrated fractional, subsequently called the derivative of Caputo (see the definition 6 )(Ishteva et al. (2005); Vance (2014)).

The fractional derivatives provide an excellent instrument for describing memory and inborn properties of different materials and processes. In particular, the issue of $F D E s$ has been gaining much prominence and attracted attention. Remarkable case studies offer the main theoretical tools for quality analysis of $F D E s$, and simultaneously show where the interconnection of the disparity between the models of integer differential and models of fractional differential, are. A great deal of work on the existence, periodicity of solutions, stability, and optimal solutions for all types of FDEs has been reported (Agarwal et al. (2010); Ahmad and Nieto (2011); Ahmad et al. (2011)).

The fractional derivatives have many applications in our lives and in many scientific fields such as engineering, physics, biology and economics, etc.(Miller and Ross (1993); Podlubny (1998); Robinson (2004); Agarwal and O'Regan (2008); Coddington (2012); Hale and Lunel (2013)).

### 1.1.5 Concepts Related to the Fractional Calculus

An understanding of the definitions and use of $F C$ will become clearer when discussing some quick comparatively simple definitions, that arise in studying these notions such as the Gamma function, Complementary Error Function, and the Mittag-Leffler function which are processed in the following:

### 1.1.5.1 Gamma Function $(\Gamma)$

The Gamma function is essentially linked to $F C$ by definition (see the fractional integral), where if can be clearly explained as a simple generalization factor for all real numbers defined defined as follows:

$$
\begin{equation*}
\Gamma(y)=\int_{0}^{\infty} e^{z} z^{y-1} d z, y \in R . \tag{1.20}
\end{equation*}
$$

The beauty of the $\Gamma$ function can be found in its properties. The Eq.(1.21) is


Figure 1.1: Gamma Function of the real argument
unique in which the value for any quantity is, consequence of the form of the integral, equivalent to that quantity $y-1$ times the $\Gamma$ of the quantum minus one.

$$
\begin{equation*}
\Gamma(y+1)=y \Gamma(y) ; \text { for } y \in N^{+} ; \Gamma(y)=(y+1)!. \tag{1.21}
\end{equation*}
$$

This can be demonstrated by integrating in parts. The result of this relation for integer values of $y$ is the definition for factorial. Figure 1.1 shows the $\Gamma$ function at and around zero. Note that for non positive integer values, the $\Gamma$ function goes to infinity, by yet is defined at non-integer values. From the $\Gamma$ function we can define the function $\Psi(s)$, which was helpful for showing alternate forms of the integral of fractional order. $\Psi(s)$ is obtained by Eq.(1.19) (Loverro, 2004).

$$
\begin{equation*}
\Psi_{\beta}(s)=\frac{s^{\beta-1}}{\Gamma(\beta)} \tag{1.22}
\end{equation*}
$$

### 1.1.5.2 Complementary Error Function (erfc)

The complementary error function (see Podlubny (1998); Ishteva (2005)) is an entire function, introduced as

$$
\begin{equation*}
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^{2}} d t \tag{1.23}
\end{equation*}
$$

The Figure 1.2 explains the erfc function. Special values of the complementary error functions are
(1) $\operatorname{erfc}(\infty)=0$,
(2) $\operatorname{erfc}(-\infty)=2$,
(3) $\operatorname{erfc}(0)=1$.


Figure 1.2: The Complementary Error Function

The following relationships are worth mentioning
(1) $\operatorname{erfc}(-x)=2-\operatorname{erfc}(x)$,
(2) $\int_{0}^{\infty} \operatorname{erfc}(x) d x=\frac{1}{\sqrt{\pi}}$,
(3) $\int_{0}^{\infty} \operatorname{erfc} c^{2}(x) d x=\frac{2-\sqrt{2}}{\sqrt{\pi}}$.

### 1.1.5.3 Mittag-Leffler Function

The Mittag-Leffler function is a powerful function, which is widely used in the field of $F C$. It is a natural exponential from solution of differential equations of an integer order. The Mittag-Leffler function has a similar role in solving differential equations of non-integer order. Actually, the exponential function itself is specifically, one of an infinite set, of this seemingly ubiquitous function (Debnath (2003)), while the $\Gamma$ function generalizes the factorial function, and the Mittag-Leffler Function generalizes the exponential function where $\beta=1$. First, introduced as a one-parameter function by the series

$$
\begin{equation*}
E_{\beta}(v)=\sum_{i=0}^{\infty} \frac{v^{i}}{\Gamma(i \beta+1)}, \beta>0 \tag{1.24}
\end{equation*}
$$

The exponential function corresponds to $\beta=1$. Figure 1.3 shows the MittagLeffler function for different values of $\beta$. Also, it is common for Mittag-Leffler function to be represented as the function of two arguments, $\beta$ and $\gamma$, by taking the following formula:-

$$
\begin{equation*}
E_{\beta, \gamma}(v)=\sum_{i=0}^{\infty} \frac{v^{i}}{\Gamma(i \beta+\gamma)}, \beta>0, \gamma>0 \tag{1.25}
\end{equation*}
$$

Most widespread form of the function, but it is not always needed when coupled


Figure 1.3: The MittagLeffler Function for different $\beta, \gamma=1$.


Figure 1.4: Examples of the two parameters function of Mittag-Leffler type.
with fractional differential equations. Some of its interesting properties can be found in Miller and Ross (1993); Podlubny (1998); Loverro (2004)

Example 1. We show some examples types of Mittag-Leffler function
(1) $E_{1,1}(x)=e^{x}$,
(2) $E_{2,1}\left(x^{2}\right)=\cosh (x)$,
(3) $E_{2,2}\left(x^{2}\right)=\frac{\sinh (x)}{x}$,
(4) $E_{\frac{1}{2}, 1}(x)=e^{x^{2}} \operatorname{erfc}(-x)$,
where $\operatorname{erfc}(x)$ is the complementary error function and Figure 1.4 illustrates the Mittag-Leffler type functions give in Example 1 (Ishteva (2005)).

### 1.2 Iterative Functional Equations

The term "iterative functional equations"adopted here means "functional equations in one variable". With the development of nonlinear dynamic systems, focus is on not only the movement behavior but also the process that touches on the problem of the inverse of the iterative operation. For the iterative functional equation generally it means identical equation consisting of unknown functions, and composite operations. The iterative functional equation has turned into a modern branch of mathematics that deals with the differential equation, integral equations and different dynamic systems. Many mathematical models in the form of the equation are the data iterative functions of the economy, biology, gemology, astronomy, geology and other disciplines (Liu and Mai (2002); Ibrahim (2012); Podisuk (2013a)).

At a given $g(u)$ of the $j$-th iteration is the function which is composed with itself $j$ times

$$
g^{0}(u)=u, g^{1}(u)=g(u), g^{2}(u)=g\left(g^{1}(u)\right), \ldots, g^{j}(u)=g\left(g^{j-1}(u)\right),
$$

and denoted by $g^{j}(u)$. A iterative functional equation refers to the equation, where analytically from a function $g(u)$ is not known, but its composition with itself is known.

Despite their prevalence, they are very hard to solve, and there are some mathematical tools for analysis. Generally, resolving mathematical equations implies deep vision and experimentation with different reformulations and substitutions. In the literature, there is in-depth research on iteration and functional equations, classic books (Kuczma et al. (1990); Nechepurenko (1997); Aczél (2014)), and Latest polls and studies (Kobza (2000); Liu and Mai (2002); Brown et al. (2003); Liu (2011a); Kruchinin and Kruchinin (2013)).

In this thesis, to focus of the mathematical model of biological experiments, so the iterative equations for all types are the best methods to study the mathematical model of biological experiments. In this studies, is interested about two types of iterative functional equation as iterative fractional integral equation IFIEs and iterative fractional differential equation IFDEs.

### 1.2.1 Iterative Integral Equations of Order Fractional

The IFIEs is no less important than integral iterative equations in terms of their applications and use in our daily lives but are more generalized, and accurate and applied (see the definition 1.15) (Muresan (2003); El-Sayed et al. (2009); Lauran (2011b, 2013a)).

The theory of integral equations describes numerous applications in many events and real world issues. As such, the Iterative integral equations (IIEs) in order fractional are usually applied in engineering, mathematics, physics, economics and biology. Bear in mind that the integral equations of fractional order are to create an interesting and important branch of the theory of integral equations. The theory of these integral equations has been developed significantly in recent years with the theory of differential equations of fractional order (Podlubny (1998); Babakhani and Daftardar-Gejji (2003)). The IFIEs are open problems as they have not been studied until now so that we the first work to study this problem.

### 1.2.2 Iterative Differential Equations of order Fractional

Amongst the fractional differential equations ( $F D E s$ ), there is a major class involving iteration, so the researcher will address previous studies of a special class of $F D E s$, called IFDEs. The IFDEs are no less important than iterative differential equations (IDEs) in terms of their applications and use in our daily lives but are more generalized and accurate and applied because they use very little differentiation $(\mu)$ and are trapped between $\iota$ and $\iota+1$ (Norkin et al. (1973); Ross (1975); Podlubny (1998)).

Over the past 30 years, there has been a lot of work done in the field of IDEs. On the other hand, the study of IFDEs began no more than 10 years ago and is therefore very modern. The IFDEs has emerged in a wide range of science and technical applications, including modeling of problems of natural and social sciences, such as physics, biology and economics (Stephan, 1969; Podisuk, 2013b,a).

The IFDEs such as certain kinds of delay differential equations depending on the state, have distinctive features (Egri and Rus, 2007; Liu and Tunç, 2015), and the arguments of deviation depending on both the state variables $w$ and time $\tau$, it is of importance in the theory and practice. Furthermore, the IFDEs providing an effective means for finding approximate solutions have been studied for their practical applications for a long time (Wang et al. (2013)).

### 1.3 Existence and Uniqueness

The primary objective of this section of the which is to introduce a unified area for researching the theories of the existence and uniqueness of a variety of $I D E s$ and IIEs in fractional order. For all we know, many complex processes in nature and technology are described by functional differential equations that dominate today due to the functional components in the equations used to consider prehistory or after-effect impact. Different classes of functional differential equations and integral equations are of fundamental importance in
many problems in the bionomics, epidemiology, electronics, theory of neural networks,biological ,automatic control, etc.(Norkin et al. (1973); Oregan (1995); Delbosco and Rodino (1996); Zhou (2014)).

The theorems of the existence and uniqueness of most differential equations and integral equations are generally produced by the technique of fixed point, for example, by the fixed point theorem of Schauder or by the principle of mapping contractions, etc. (Li et al. (2001); Li and Cheng (2009); Lauran (2011a); Granas and Dugundji (2013)).

### 1.4 Statement of the Problems

In order to find a good mathematical model for biological experiments researchers to study approximation to solutions. It was proved that fractional modeling is more appropriate and efficient method. Thus the statement of the problem in the present study are as follow:
(a) Extended some classes iterative functional in classical calculus to fractional order and use the same technique to determine the existence and uniqueness solutions as:

$$
\begin{gather*}
w^{\prime}(s)=g\left(s, w^{[1]}(s), w^{[2]}(s), \ldots, w^{[j]}(s)\right)  \tag{1}\\
w^{\prime}(s)=w^{i}(s)  \tag{1.27}\\
w^{\prime}(s)=g(s, w(f(s)+h(w(s))))
\end{gather*}
$$

(4) $\left\{\begin{array}{c}w_{i}^{\prime}(s)=f_{i}\left(s, w_{1}(s), w_{2}(s), w_{1}\left(w_{1}\left(s-\mu_{1}\right)\right), w_{2}\left(w_{2}\left(s-\mu_{2}\right)\right)\right), s \in[c, d], \\ w_{i}(s)=\theta_{i}(s), i=1,2, s \in\left[s_{0}-\mu_{i}, s_{0}\right] .\end{array}\right.$
(5)

$$
\begin{gather*}
\left.w^{\prime}(s)=g\left(s, w(w(s)), \int_{s_{0}}^{s} K(s, r) w(w(r))\right) d r\right)  \tag{1.29}\\
w\left(s_{0}\right) \stackrel{1}{=} v_{0} \tag{1.30}
\end{gather*}
$$

also

$$
\begin{align*}
w^{\prime}(s) & =g\left(s, w(w(s)), w\left(w^{\prime}(s)\right), \int_{s_{0}}^{s} K(s, r) w(w(r)) d r\right)  \tag{1.31}\\
w\left(s_{0}\right) & =w_{0}  \tag{1.32}\\
w(s) & =h(s)+\int_{s_{0}}^{s} \frac{(s-u)^{\beta}}{\Gamma(\beta+1)} K(u, w(w(u))) d u  \tag{6}\\
w(s) & =h(s)+\int_{s_{0}}^{s} \frac{(s-u)^{\beta}}{\Gamma(\beta+1)} K(u, w(u), w(w(u))) d u  \tag{1.33}\\
w(s & =h(s)+\int_{s_{0}}^{s} \frac{(s-u)^{\beta}}{\Gamma(\beta+1)} K(u, w(w(w(u)))) d u \tag{1.34}
\end{align*}
$$

$$
\begin{equation*}
w(s)=h(s)+\int_{s_{0}}^{s} \frac{(s-u)^{\beta}}{\Gamma(\beta+1)} K(u, w(w(u)), w(w(w(u)))) d u \tag{1.35}
\end{equation*}
$$

and

$$
\begin{align*}
& w(s)=h(s)+\int_{s_{0}}^{s} \frac{(s-u)^{\beta}}{\Gamma(\beta+1)} K(u, w, w(w(u), w(w(w(u)))) d u  \tag{1.36}\\
& \left\{\begin{array}{l}
w_{1}(s)=h_{1}(s)+\int_{0}^{s} \frac{(s-r)^{\beta}}{\Gamma(\beta+1)} k_{1}\left(r, w_{1}(r), w_{2}(r), w_{1}\left(w_{1}(r)\right)\right) d r \\
w_{2}(s)=h_{2}(s)+\int_{0}^{s} \frac{(s-r)^{\beta}}{\Gamma(\beta+1)} k_{2}\left(r, w_{1}(r), w_{2}(r), w_{2}\left(w_{2}(r)\right)\right) d r .
\end{array}\right. \tag{1.37}
\end{align*}
$$

(b) The fractional integral and differential equations with argument depend on state variable which has been studied within the lasts 10 years. Therefore, some classes of IFDEs and IFIEs are not established yet and there are still many open peoblems to be resolved such as:

$$
\begin{align*}
\frac{d^{\beta} w(s)}{d s^{\beta}} & =\aleph(s, w(s), w(w(s))) .  \tag{1}\\
D^{\beta} w(s) & =h\left(s, w(s), w(w(s)), w^{\prime}(s)\right),  \tag{1.38}\\
w\left(s_{0}\right) & =w_{0}, w^{\prime}\left(s_{0}\right)-w_{0}^{\prime}  \tag{1.39}\\
D^{\beta} w(s) & =h\left(s, w\left(w^{\prime}(s)\right)\right)  \tag{1.40}\\
w\left(s_{0}\right) & =w_{0}, w^{\prime}\left(s_{0}\right)-w_{0}^{\prime}, \\
D^{\beta} w(s) & =h\left(s, w(s), w(w(s)), w^{\prime}(s), w^{\prime \prime}(s)\right),  \tag{1.41}\\
w\left(s_{0}\right) & =w_{0}, w^{\prime}\left(s_{0}\right)=w_{0}^{\prime}, \quad w^{\prime \prime}\left(s_{0}\right)=w_{0}^{\prime \prime},
\end{align*}
$$

and

$$
\begin{align*}
D^{\beta} w(s) & =h\left(s, w(s), w\left(w v^{\prime \prime}(s)\right)\right),  \tag{1.42}\\
w\left(s_{0}\right) & =w_{0} .
\end{align*}
$$

(3)

$$
\left\{\begin{array}{l}
D^{\beta_{1}} w(s)=\phi_{1}(s) g_{1}(s, w(s), w(w(s)), z(s), z(z(s)))  \tag{1.43}\\
+\int_{0}^{s} \frac{(s-r)^{\alpha_{1}-1}}{\Gamma\left(\alpha_{1}\right)} g_{1}(r, w(r), z(r), w(w(r)), z(z(r))) d r \\
D^{\beta_{2}} z(s)=\phi_{2}(s) g_{2}(s, w(s), w(w(s)), z(s), z(z(s))) \\
+\int_{0}^{s} \frac{(s-r)^{\alpha_{2}-1}}{\Gamma\left(\alpha_{2}\right)} g_{2}(r, w(r), z(r), w(w(r)), z(z(r))) d r \\
w(0)=a, z(0)=b, s \in[0,1],
\end{array}\right.
$$

(4) $\quad w(s)=h(s, w(s))+g(s, w(s)) \int_{0}^{s} \frac{(s-u)^{\beta}}{\Gamma(\beta+1)} K(u, w(u), w(w(u))) d u$.

### 1.5 Objectives of the Study

1. To extend the solutions of the Eqs.(1.26) and (1.27) to fractional order and prove the existence and uniqueness solutions by using Schauder fixed point theorem, Banach fixed point theorem and power series, and investigate a new type of stability method based on the Burton fixed point theorem of fractional differential equation of Caputo type.
2. To find the approximate and convergent solution by using power series of the equation (1.38).
3. To extend the solutions of the equations (1.28) and the system (1.29) to fractional order and prove the existence and uniqueness of the solutions by using Schauder fixed point theorem and Weakly Picard Operator technique.
4. To find the existence and uniqueness solutions of the equations (1.39) (1.42) by using Browder-Ghode-Kirk fixed point theorem and Banach fixed-point theorem.
5. To extend the solutions of the equations (1.30) and (1.31) to fractional order and prove the existence and uniqueness solutions by using non-expansive operators and fixed point theorem of the equation.
6. To examine the existence and uniqueness solution of the system (1.43) by using the Banach fixed point theorem and Schaefer fixed point theorem.
7. To extend the solutions of the equations (1.32) - (1.36) and the system (1.37) to fractional order and prove the existence and uniqueness solutions by using function $g$ non-expansive operators technique, non expansive operator technique and Schauder's fixed point theorem.
8. To propose a new method for the existing solution of equation (1.44) by using the principle of contraction and Schaefer fixed point theorem and establish conditions sufficient for existing solutions.

### 1.6 Outline of the Thesis

This study is deals with the qualitative aspects of the solution and not the numerical solutions, so it will focus on the existence of the solution, and uniqueness (i.e. no necessity to find a solution) because this study is theoretical and not numerical.

In this thesis, the focus is on the iterative fractional differential equations and the iterative fractional integral equations. Such equations are significant
models in studying infection and are associated with studying the motion of the charged particles in delayed interaction. Also, these equations are of particular interest to mathematical models in biology, which have a large and fundamental influence on our lives such as the growth of bacteria. Furthermore, the IFIEs and the $I F D E s$ provide an effective means of finding approximate solutions that have been studied for their practical applications for a long time. This thesis is organized in six self-contained chapters.

Chapter 1 provides a short history of $F C$ and its applications. The fractional order differentiation and integration is almost as old as the classical calculation itself; however, there seems to be a striking lack of knowledge in this area among most mathematicians. This chapter also offers the iterative equations and their applications and explains why we have chosen this to be the subject of this study. Furthermore, this chapter presents the research objectives which will be discussed in the chapters that follow.

Chapter 2 reviews previous studies that focused on this area, which insists of IDEs or IFDEs and IIEs, or IFIEs.

Chapter 3 focuses on the achievement of the first objectives. In this chapter the focus is on the theoretical framework used to study the existence and uniqueness of the generalized IFDEs and Burton stability. There is also a study of the Local existence and unique results of simple IFDEs to get approximate solutions for non-linear IFDEs and convergence of this equation by power series. Also, in this chapter, studies the solutions of the Cauchy problem derived from the IFDEs with state-dependent by using fixed point theorem of Schauder. Finally, also presented are solutions of the system of IFDEs achieved by using $R-L$ differential operator and the technique of the weakly Picard operator, and some applications of these theorems are provided.

Chapter 4 is concerned with the achievements of the second set of objectives, including the study of some classes of IFDEs involving the first order and second order derivatives by using $R-L$ differential operator and fixed point theorem of Browder-Ghode-Kirk and Banach fixed-point theorem. It also involves the integro-differential equations by using R.L. differential operator and non-expansive operators and fixed point theorem. Then,the chapter proceeds to study the solutions of IFDEs involving the derivatives and integral by using $R-L$ differential operator and non-expansive operators and fixed point theorem. Finally, , there is the investigation of the existence and uniqueness of the solution of system iterative integro-differential equations using Banach's theorem of fixed-point and Schaefer's fixed-point theorem with some examples of each type provided.

Chapter 5 discusses the achievement of the third objective, which studies the
existing results for some $I F I E s$, fractional quadratic integral iterative equations and system of IFIEs by using R.L. differential operator and non-expansive operators and fixed point theorem and the principle of contraction and Schaefer's theorem of fixed point and Schauder's fixed point theorem and some examples of each type are given.

Chapter 6 concludes the thesis and makes recommendations for future research.
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