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Abstract of the thesis presented to the Senate of Universiti Putra Malaysia in 

fulfillment of the requirement for the degree of Master of Science 

SECURE ADDRESS RESOLUTION PROTOCOL PROXY IN SOFTWARE 

DEFINED NETWORK 

By 

MUNTHER NUMAN MUNTHER 

March 2018 

Chairman :   Fazirulhisyam Hashim, PhD 

Faculty :   Engineering 

Ethernet is one of the most important and dominant protocols residing in the second 

layer of the seven-layer Open Systems Interconnection (OSI) model. It has many 

features such as simplicity, ease, and low-cost. All these advantages have enabled it 

to spread widely in all types of network topology, and therefore Ethernet ports 

become an essential part of computer and network architecture. Despite its 

advantages, Ethernet suffers from scalability issue where the increasing number of 

hosts in a single broadcast domain will significantly increase the number of 

broadcast traffic in the network. Address Resolution Protocol (ARP) proxy is 

regarded as one of the best solutions to reduce broadcast traffic in a single broadcast 

domain, where ARP normally constitutes the bulk size of the broadcast traffic. 

With the emergence of Software Defined Network (SDN) based architecture, 

researchers exploited the SDN features and ARP proxy by enabling SDN controller 

with ARP proxy feature to suppress the broadcast traffic. In the existing literature, 

most works have focused on suppressing the broadcast traffic without changing the 

network architecture or adding new equipment. However, the security aspect has 

been neglected and attackers can easily exploit the inherent security limitation of 

ARP working principle to penetrate the network. Note that the SDN controller can 

be reached by ARP broadcast traffic with a single hop, and since the ARP can be 

easily manipulated by attackers, this scenario may eventually lead to the increase of 

attack probability on SDN controller. Two common ARP-based attacks that can be 

initiated are ARP spoofing and ARP storm. 

In this thesis, a secure ARP proxy with SDN controller is proposed in order to 

provide full protection to SDN controller and network host from ARP-based attacks. 

Therefore, the proposed approach contains collecting information algorithm, ARP 

storm attack detection algorithm, and ARP spoofing attack detection algorithm. In 
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addition, ARP based attack detection technique combines ARP storm and ARP 

spoofing detection algorithms. In general, the proposed approach will check 

incoming ARP request packet before replying to ARP request. In case found any 

wrong information in ARP received packet; the proposed approach will consider the 

packet sender is the attacker and insert sender information to ARP-based attacks 

tables. In order to demonstrate the efficiency of the proposed approach, several 

attack scenarios are developed in a Mininet testbed. The attack scenarios consisted of 

various potential attack combinations that can be initiated by attackers, malicious or 

even normal hosts. The analysis of simulation and testbed results indicated that the 

proposed approach achieved 100% suppresses of ARP broadcast traffic in the 

broadcast domain. In addition, it was also successful in protecting the network from 

ARP-based attacks where the true positive ratio of attack detection for the first stage 

was 57.14% and, for the second stage is 66.66%, while it reached 100% in the final 

stage. Meanwhile, the CPU consumption for SDN controller of the proposed 

approach is increased in comparison with the general SDN controller with ARP 

proxy feature. 
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Abstrak tesis ini yang dikemukakan kepada Senat Unversiti Putra Malaysia 

sebagai memenuhi keperluan untuk ijazah Master Sains

PROTOKOL PELERAIAN ALAMAT PROKSI YANG SELAMAT DALAM 

RANGKAIAN PERISIAN TAKRIF 

Oleh 

MUNTHER NUMAN MUNTHER 

Mac 2018 

Chairman :   Fazirulhisyam Hashim, PhD 

Fakulti :   Kejuruteraan 

Ethernet adalah salah satu protokol yang paling penting dan dominan yang berada di 

lapisan kedua antara tujuh lapisan model dalam sistem terbuka saling sambung 

(OSI). Ia mempunyai banyak ciri-ciri seperti keringkasan, kemudahan, dan kos 

rendah. Semua kelebihan ini membolehkannya tersebar secara meluas dalam semua 

jenis topologi rangkaian. Oleh itu, port Ethernet menjadi satu bahagian yang penting 

dalam seni bina rangkaian dan komputer. Walaubagaimanapun, Ethernet mengalami 

masalah boleh skala apabila pertambahan bilangan hos dalam satu domain siaran 

tunggal meningkatkan jumlah trafik siaran dalam rangkaian tersebut. Protokol 

Peleraian Alamat (ARP) proksi dianggap sebagai salah satu penyelesaian terbaik 

untuk mengurangkan trafik siaran dalam domain siaran tunggal, di mana ARP 

biasanya menyumbangkan saiz trafik siaran yang besar. 

Dengan kemunculan seni bina berasaskan Rangkaian Perisian Takrif (SDN), banyak 

penyelidik mengeksploitasi ciri-ciri SDN dan ARP proksi dengan membolehkan 

pengawal SDN mengguna ciri ARP proksi untuk menyekat trafik siaran. Dalam 

literatur yang sedia ada, sebahagian besar daripadanya telah menumpukan perhatian 

untuk menumpaskan traffik siaran tanpa mengubahsuai seni bina rangkaian atau 

menambah peralatan baru. Walau bagaimanapun, aspek keselamatan telah diabaikan 

dan penyerang boleh mengeksploitasi batasan keselamatan prinsip kerja ARP yang 

sedia ada dengan mudah untuk menembusi rangkaian. Keupayaan traffik siaran ARP 

untuk mencapai pengawal SDN dalam satu hop patut diberi perhatian, dan oleh 

sebab ARP dapat dimanipulasi dengan mudah oleh penyerang, senario ini boleh 

menyebabkan pertambahan kebarangkalian serangan terhadap pengawal SDN. Dua 

serangan berasaskan ARP yang biasa ialah perdayaan ARP dan ribut ARP. 
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Dalam tesis ini, satu ARP proksi yang selamat dengan pengawal SDN dicadangkan 

untuk membolehkan Ethernet boleh skala dengan penumpasan traffik siaran. Ia 

mengandungi pakej perlindungan lapisan berbilang yang terbina daripada algoritma 

pengesanan dan pengurangan untuk melindungi rangkaian daripada serangan 

berasaskan ARP. Pendekatan yang dicadangkan akan menumpaskan traffik siaran 

dan mengekalkan kewibawaan pengawal SDN dan peranti rangkaian. Dalam usaha 

untuk menunjukkan kecekapan algoritma yang dicadangkan, beberapa senario 

serangan telah dibina dalam tapak uji Mininet. Senario serangan tersebut terdiri 

daripada pelbagai kombinasi potensi serangan yang boleh dilakukan oleh penyerang, 

hos jahat atau hos biasa. Analisis terhadap keputusan simulasi dan tapak uji 

menunjukkan bahawa pendekatan yang dicadangkan mencapai 100% dalam 

penumpasan traffik siaran siaran ARP pada domain siaran. Di samping itu, ia juga 

berjaya melindungi rangkaian daripada serangan berasaskan ARP di mana nisbah 

dedikasi sebenar pengesanan serangan untuk tahap pertama adalah 57.14% dan 

66.66% untuk tahap kedua manakala mencapai 100% pada peringkat akhir. 

Sementara itu, penggunaan CPU bagi pengawal SDN dalam pendekatan yang 

dicadangkan telah meningkat berbanding dengan pengawal SDN umum dengan ciri 

ARP proksi. 
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CHAPTER 1 

1 INTRODUCTION 

1.1 Background 

Rapid advancement in networking technologies has enabled a wide variety of 

applications with diverse requirements on network services. Such diverse 

requirements and dynamic network services bring in new challenges to service 

provisioning in future networks. This has made networks architecture more complex 

and difficult to manage [1]. In addition, there has been a significant evolution in the 

means and methods of penetration as a result of the evolution in information 

technology. This made it difficult to detect threats because the threats have become 

smarter [2]. Therefore, penetrating the networks devices or hosts depending on 

vulnerabilities is becoming easier for attackers. Consequently, the backbone 

structure of the computer networks has undergone some challenges in order to cope 

with these rapid developments. One of these challenges is the scalability issue of 

Ethernet networks. 

In principle, an Ethernet network is one of the most common networks that offer 

many features and services, making it dominant over layer-2 of OSI model networks. 

Ethernet network derives its name from the Ethernet protocol [3], which is also one 

of the most popular protocols. This protocol works in the second layer of OSI model; 

where in this layer header and trailer are added to the frame before sending. The 

Ethernet protocol was designed in 1982 and it has been updated over periods of time, 

but in some cases, this protocol cannot keep up with today's developments in 

information technology and communication.  

Besides that, Address Resolution Protocol (ARP) [4] is one of the more important 

protocols to complete a network connection between two hosts. It works between 

layer 2 and layer 3 of the OSI model, where it is responsible for the dynamic 

mapping of IP address and MAC address. ARP is designed without any security 

mechanism. Thus, it is designed to operate in safe networks. In principle, any ARP 

packets are considered to carry trusted information regardless of the packet sender. 

Therefore, attackers or malicious hosts can exploit ARP operation to launch ARP-

based attacks such as ARP spoofing and ARP storm attacks. Furthermore, ARP-

based attacks consider the first stage of another attack; for instance, DoS, MITM, 

and DDoS attacks [5], [6]. 

To keep abreast these developments and challenges, some proposed solutions 

emerged as the virtualization, Cloud computing, Software-defined networking 

(SDN).  SDN is a new significant innovation in networking that is expected to 

address network challenges. SDN introduces the concept of programming networks 

in a wide network architecture, where the main idea is to separate the data plane and 
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control plane in the presence of a central device. Therefore, SDN network 

architecture offers more flexibility to manage the networks. In addition, many 

security advantageous has been provided depending on the concept of separating 

planes in the SDN network architecture [7]. 

1.2 Problem Statement 

Ethernet protocol is a dynamic protocol that has many characteristics that allow it to 

dominate layer 2 networks. Ethernet features allow it to work in different network 

topologies, where it can be found in LAN network, campus network, enterprise 

network, and datacenter network. The most prominent features of Ethernet networks 

are simplicity, low-cost and auto-configuration (plug and play). However, Ethernet 

networks suffer from the scalability problem, which limits their efficiency and their 

ability to work when increasing the number of hosts in a network. This is due to the 

adoption of Ethernet networks on broadcast traffic to discover and update the hosts, 

where increased broadcast traffic in a single broadcast domain leads to a number of 

problems that affect heavily on ethernet networks. 

Therefore, the researchers have utilized Software Defined Networking (SDN); it is a 

modern network architecture based on separate network plans (Control and Data 

planes) to suppress broadcast traffic in Ethernet networks after it has been noticed 

that ARP and DHCP protocols were the main sources of broadcast traffic. As a 

result, the researchers succeeded in suppressing broadcast traffic after ARP proxy 

features are added and the DHCP servers are defined to the SDN controller. 

Moreover, some hash tables are created to store host information. Therefore, the 

SDN controller was able to reply to ARP request packet and also to DHCP packets 

instead of flooding these packets inside the networks. 

On the other hand, the researchers had overlooked the interest in the security aspects, 

where the addition of ARP proxy feature inside the SDN controller will open serious 

security gaps that can be exploited by attackers, especially ARP where it had some 

weaknesses in terms of information protection because it did not contain any security 

mechanism. In this case, the SDN controller became an exhibition by ARP-based 

attacks. Therefore, the approach of this work depended on previous studies to 

suppress broadcast traffic after combining two algorithms to protect the SDN 

controller and other hosts from ARP-based attacks.  The first algorithm was the ARP 

storm detection algorithm, while the second algorithm was the ARP spoofing 

detection algorithm. The detection algorithms were responsible for analyzing the 

ARP packet information and comparing the packet information with host 

information in updated information tables. This research aimed to enhance Ethernet 

networks by suppressing broadcast traffic and offer protection to the SDN controller 

and all hosts in the network from ARP-based attacks. 
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1.3 Research Aim and Objectives 

In this research, the main aim is to develop a new mechanism for detecting and 

mitigating ARP-based attacks on scalable Ethernet network by using Software 

Defined Network (SDN) technology. In order to achieve this aim, the following 

areas need attention: 

1- To design and develop an ARP Storm detection algorithm based on the 

updated information tables and the rating of ARP request sent from a host. 

2- To design and develop an ARP spoofing detection algorithm based on the 

updated information table and packet analysis. 

3- To develop ARP-based attacks hybrid detection technique in order to create a 

secure ARP proxy SDN controller.   

1.4 Thesis Scope 

The scope of this research is focused on providing full protection to SDN controller 

and network hosts from ARP-based attacks. The most prominent of ARP-based 

attacks are the ARP storm and ARP spoofing attacks. The proposed approach works 

in layer 2 (Data Link layer) of OSI model. The proposed approach is implemented 

by the Mininet emulation program. Furthermore, the proposed approach depended 

on SDN network architecture features to collect and build update database.  

The proposed approach is based on the following assumptions: 

1. All DHCP servers are defined to the SDN controller. 

2. The host will send an ARP gratuitous packet after static IP configuration. 

3. The host will send a DHCP released packet when the host is turned off. 

This research is characterized by providing ARP-based attacks detection algorithms. 

1.5 Motivation  

Network Security has become very challenging over the years. Security 

vulnerabilities and great advances in technology have made attacks more intelligent 

and difficult to identify. In general, network attacks are divided into two types which 

are internal and external attacks. The attacker's location determines the type of the 

attack. To illustrate, if an attacker is within the network that is to be targeted, this 

type of attack is called internal attacks. In another case, the type of attack is called 

external attacks. Meanwhile, these attacks have developed and the intensity of their 

impact has increased. According to research [8], there are 7,000 DDoS attacks ( an 

attack from the external type) that occur daily and this number is increasing. Internal 
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attacks also have become a serious risk, threatening the work of local networks. 

These attacks are characterized by the fact that the attackers are present within the 

network and may be aware of the network's work, making it sometimes difficult to 

identify them. According to research [9], there are 65% of organizations worldwide 

that suffer from DoS attacks (an attack from the internal type). In general, common 

attacks such as DoS, DDoS, and MITM are based on some other attacks such as 

Spoofing, Storm, and Scanning as the first stage. For instance, in one of the massive 

DDoS attacks that occurred in 2014, the attacker used IP spoofing and NTP 

vulnerabilities (Network Time Protocol) to generate 400 gigabits per second[10]. 

In addition, new technologies have added a number of other security challenges as a 

result of their vulnerability. In principle, network programming has brought more 

security challenges to address some attacks such as spoofing, flooding, and scanning 

attacks [11]. Furthermore, software defined networks have also opened doors to new 

threats [12]. The separation of planes (i.e. data and control plane) has given rise to 

more complex security challenges such as flooding the control plane beyond the 

capacity of the controllers [13]. This is due to the fact that the implementation of the 

security protection tasks is left to the developers of the SDN controller applications, 

who may not be aware of all these attacks [14]. However, there is insufficient 

research to address all these security challenges [13]. Especially, there are some 

types of attacks that are executed in a very easy way using available tools that rely 

on the weakness of protocols such as attacks based ARP, i.e. ARP storm and ARP 

spoofing attacks.   

Consequently, the proposed approach aims to enhance a recent work that addresses 

the Ethernet scalability problem using software defined network architecture. In 

principle, from the security aspect, these works are easy to penetrate because they do 

not have any security mechanism. To the best of the authors’ knowledge, this is the 

first work that combined Ethernet scalability problem and ARP-based attacks.   

1.6 Thesis Organization 

This dissertation presents how to achieve a scalable and secure Ethernet network 

from ARP-based attacks. This dissertation is organized as follows. The literature 

review is present in Chapter 2. An overview of the Ethernet network in terms of the 

components and addresses used within the network, in addition to the problems 

experienced by the Ethernet networks, are explained first. Then, the types of network 

transmission and the broadcast traffic are introduced. Next, in detail the Software-

defined networking architecture in addition to the SDN controller and OpenFlow 

protocol are described. After that, Address Resolution Protocol is illustrated from 

several axes which are APR messages, ARP operation, and ARP proxy. Then how 

ARP works inside SDN networks is described. The ARP problems are subsequently 

explained. Last but not least in Chapter 2, the related work in Ethernet scalability 

and ARP attacks are presented. Chapter 3 introduced the proposed approach 

methodology to offer scalable and secure Ethernet network. Here, four algorithms 
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are presented. The first algorithm is a collecting information algorithm, which is 

responsible for collecting and updating information of all devices within updated 

tables. Then, the ARP storm detection algorithm is designed based on comparing 

packet information with the updated information tables. Next, ARP spoofing 

detection algorithm is designed based on comparing packet information with the 

updated information tables. After that, both algorithms are combined (i.e. ARP storm 

detection algorithm and ARP spoofing detection algorithm) in order to enhance the 

APR based attack detection. In Chapter 4, the results of experiments are presented in 

addition to the analyses done with the proper diagrams. Chapter 5 presents the 

conclusion as well as proposed future work. 
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