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ABSTRACT 

 

 

Chairperson:              Rabiah Abdul Kadir, PhD 

 

Faculty:                      Computer Science and Information Technology 

 

 

With the exponential growth in the amount of data that is deposited on the web and 

in other data storage repositories daily, there is an increase in the global desire to 

retrieve that data in a more effective and efficient manner. There are quite a number 

of mechanisms through which this data is retrieved, such as search engines like 

Yahoo and Google among others, however most of the current information retrieval 

mechanisms on the web are based on a keyword search.  A keyword search mostly 

retrieves information that is not relevant to the searched query due to problems such 

as semantic ambiguity of natural language. The user needs to know the exact 

keyword to use in order to retrieve the relevant information. To overcome this 

problem, several approaches have been researched, such as the query formulation, 

and most are based on a keyword and small fragment query. 

In this thesis, a study of the automatic semantic query formulation of natural 

language query to structured query is proposed. The proposed system in this thesis is 

referred to as AutoSQuR, meaning Automated Semantic Quran Retrieval. The 

proposed AutoSQuR attempts to semantically formulate complex natural language 

queries to triple representation and retrieve relevant verses from Holy Quran.  

The main contribution of this research is introduced a method to formulate semantic 

query automatically for natural language queries to structured queries using 

statistical machine learning technique. The contribution includes going beyond 

keywords and formulating small fragment queries to complex queries that can be a 

paragraph in length. Additionally the proposed system supports both categories of 

users who prefer suggestions from the system and those who prefer to reformulate 

their query in case the system fails to automatically formulate user queries. The 

proposed system provides suggestions to the user where either concepts are identified 

or not in the query. Another contribution is the use of ontology equivalent assertions 

due to the limitations of WordNet for the disambiguation of Islamic-related words.  
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Finally, an experimental evaluation of AutoSQuR is implemented. The evaluation 

was based on measuring the performance of the proposed statistical machine learning 

technique with the existing approach in FREyA in terms of the percentage of queries 

that are semantically formulated correctly, and the effectiveness of the retrieved 

Quran verses. Evaluation has shown that the proposed approach outperformed the 

existing approach in FREyA. The statistical machine learning technique has shown 

improvement of 17.4% increases in comparison with the existing approach in 

FREyA in terms of correctness of the query formulation. Meanwhile, in the 

effectiveness of the retrieved verse, the proposed approach shows an improvement of 

0.06 in terms of precision and 0.1 for recall. 
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Dengan pertumbuhan yang pesat pada jumlah data yang terdapat di web dan 

repositori simpanan data yang lain setiap hari, terdapat peningkatan dalam keinginan 

global untuk mengambil data tersebut mengikut cara yang lebih berkesan dan cekap. 

Terdapat beberapa mekanisma enjin carian seperti Yahoo, Google dan lain-lain di 

mana data tersebut boleh dicapai, walau bagaimana pun kebanyakan daripada 

mekanisma dapatan semula maklumat pada web adalah berdasarkan pada carian kata 

kunci. Carian kata kunci kebanyakannya dapat semula maklumat yang tidak 

berkaitan dengan pertanyaan pencarian kerana masalah seperti semantik dan 

kekaburan bahasa tabii. Pengguna perlu mengetahui kata kunci yang tepat untuk 

digunakan dalam usaha mendapatkan semula maklumat yang berkaitan. Untuk 

menangani masalah ini, terdapat beberapa penyelidikan telah dilakukan seperti 

pengungkapan pertanyaan yang kebanyakannya berasaskan kata kunci dan cebisan 

pertanyaan yang mudah. 

Dalam tesis ini, satu kajian pengunkapan semantik bagi pertanyaan bahasa tabii 

kepada pertanyaan berstruktur dicadangkan secara automatik. Sistem yang 

dicadangkan dalam tesis ini dirujuk sebagai AutoSQuR, yang bermaksud Automated 

Semantic Quran Retrieval. AutoSQuR yang dicadangkan cuba untuk mengunkap 

pertanyaan bahasa tabii yang kompleks kepada perwakilan triple secara semantik dan 

mendapat semula ayat-ayat yang berkaitan daripada kitab suci Al-Quran.  

Sumbangan utama kajian ini adalah memperkenalkan satu kaedah untuk mengunkap 

semantik pertanyaan secara automatik untuk pertanyaan bahasa tabii yang kompleks 

kepada pertanyaan berstruktur dengan menggunakan teknik pembelajaran mesin 

statistik. Sumbangan kajian ini merangkumi pemadanan yang melangkaui kata kunci 

dan pengungkapan cebisan pertanyaan yang mudah kepada pertanyaan kompleks 

yang panjangnya sehingga satu peranggan. Disamping itu sistem yang dicadangkan 

menyokong kedua-dua kategori pengguna iaitu memilih cadangan daripada sistem 

dan memilih untuk mengungkap semula pertanyaan mereka bagi kes sistem yang 

gagal untuk mengunkap pertanyaan pengguna secara automatik. Sistem yang 

dicadangkan menyediakan beberapa cadangan kepada pengguna sama ada konsep 

yang telah dikenal pasti atau sebaliknya. Di antara sumbangan yang lain ialah 
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penggunaan kenyataan yang setara bagi ontologi kerana kekangan WordNet untuk 

penyahkaburan perkataan yang berkaitan dengan Islam. 

Akhir sekali, penilaian eksklusif eksperimen ke atas AutoSQuR dilaksanakan. 

Penilaian ini adalah berdasarkan pengukuran prestasi teknik pembelajaran mesin 

statistik yang dicadangkan dengan pendekatan yang sedia ada pada FREyA dari segi 

peratusan ketepatan pengungkapan pertanyaan secara semantik dan keberkesanan 

dapatan semula ayat-ayat Al-Quran. Penilaian menunjukkan pendekatan yang 

dicadangkan mengatasi pendekatan yang wujud dalam FREyA. Teknik pembelajaran 

mesin statistik membuktikan 17.4% peningkatan dalam ketepatan pengunkapan 

pertanyaan berbanding dengan pendekatan dalam FREyA. Manakala dalam 

keberkesanan dapatan semula ayat-ayat, pendekatan yang dicadangkan menunjukkan 

peningkatan 0.06 dalam kejituan dan 0.1 untuk perolehan. 
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INTRODUCTION 

 

 

1.1 Background of Study 

 

Users today rush to various available search engines to search for information 

whenever the need arises. Although these search engines are able to return varied 

information related to search queries, many returned results are not relevant. In most 

cases users need to navigate through several pages before they can get what they 

need. Sometimes a query cannot be answered by a single document, instead several 

documents needs to be navigated before needs are fulfilled. This may be because the 

required information involves multiple sub-topics, and documents relevant to 

different sub-topics are possibly diversified in the returned documents (Dongyi 

Guan,2013). In the end, a user may end up not fully satisfied with what is presented 

to them. This is because a computer doesn’t understand the meaning of the query and 

thus, goes for traditional keyword searching. In a traditional keyword search the user 

needs to know the exact keywords to use in order to retrieve relevant information, 

and computer perform keyword matching without having the knowledge of what the 

query means. For example, a user may be trying to search for the cost of a Jaguar car 

and pose their query using the words “What is the cost of jaguar?” .In the traditional 

keyword search, the search engine performs keyword matching of the query words 

against the document and retrieve contents that are associated with the set of 

keywords. Here search engines may return information about jaguar cars, jaguar 

animals, or products named jaguar, among other things, without considering the true 

meaning of the user, which is Jaguar car, because computers don’t know the 

difference between a jaguar as an animal or as a car, and thus the user is left with 

many documents to go through in order to get to the desired information.  

 

 

To overcome the shortcomings of the traditional keyword search system, the concept 

of the semantic web was introduced by the W3C consortium. The semantic web, in 

other words a web of linked data, is an extension of the current version of the web 

whereby information is given a well-defined meaning to enable human and 

computers to easily work together. Semantic Web Technology proposed solutions to 

the current limitations of web search systems by extending the current web. In the 

semantic web approach data is given a well-defined format that models the meaning 

of information on the web, as well as applications and services, so as to discover, 

annotate, process and publish data that is encoded in them (Zou, Finin, & Chen, 

2004.). This is done to facilitate semantic searches of well-defined data, where 

computers understand the user’s query intention and retrieve corresponding results 

based on matching concepts rather than keywords (Solskinnsbakk, 2012). In 

semantic web user query is represented by the same format as the document for the 

computer to easily understand and process. The user query is transformed into data 

format before being matched against a corresponding document for retrieval. This 

will enable the retrieval of results that are more relevant to the user compared with 

the traditional keyword search. The concept of the semantic web is involved in many 
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areas such as knowledge representation and reasoning, information retrieval, 

databases, natural language processing, and machine learning among others. 

The data in the semantic web is represented into Resource Description Framework 

(RDF) format. RDF is a W3C recommended language for representing data on the 

semantic web. RDF uses ontology to transform data into graphical triple form 

representation.  

 

 

{Subject, Predicate, Object} 

 

 

In simple terms ontology can be seen as objects that may exist in a particular domain 

and the relationships that may exist between the objects. In practice, objects and 

concepts are used to represent the same thing when dealing with ontology. We will 

be using concepts throughout this thesis.  In RDF concepts are represented in triple 

form, which shows how two concepts are related to each other. In triple format, a 

subject represents a concept that appears on the left side of the triple, an object is a 

concept that appears on the right hand side of the triple, and a predicate stands for 

explicit relationships that exist between subject and object which may be represented 

by a word, phrase or sentence. In this thesis we will be interchanging predicates and 

relationships to describe relationships between concepts.  Data represented in RDF 

triple format is stored in the knowledgebase in order to facilitate manipulation and 

querying. When a particular domain is identified, all concepts in that domain are 

identified and annotated, and this is then stored in the knowledgebase. Concept 

notation is the process of performing several types of annotation on ontology concept 

such as adding relationships between concept comments (Ciccarese, Ocana, Garcia, 

Sudeshna & Clerk , 2011). When these ontology concepts are annotated and stored, 

the repository in which they are stored is referred to as the knowledgebase.  

 

 

The challenge is that querying data represented in RDF structure in the 

knowledgebase requires a structured query such as SPARQL. SPARQL is 

the standardised query language recommended by W3C for RDF triple format, which 

is used for manipulation and retrieval in the same way SQL is the standardised query 

language for relational databases. User’s natural language queries need to be 

semantically formulated to the same structure as the information stored in the 

knowledgebase. Semantically annotated ontology stored in the knowledgebase relies 

on a semantically formulated query in order to retrieve the relevant information. 

Computers can retrieve more relevant documents by focusing on the underlying 

meanings in queries. The structured representation of the query enables computers to 

understand true intentions more precisely, and effectively retrieves more relevant 

documents from the knowledgebase. These structured queries are represented in 

complex syntax which requires the user to be familiar with how to use the syntax 

before they can use the query language for retrieving the desired information from 

the knowledgebase. Recent studies show that users prefer using natural language to 

structured query language (Tablan, Damljanovic & Bontcheva, n.d., Kaufmann & 

Bernstein, 2008). Natural language query systems hide the complexity of the 

structured query thereby enabling users to use natural language in order to retrieve 

information by semantically formulating the query into a structured query.  However, 

due to the complexity of natural language where problems such as natural language 
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ambiguity remain unsolved, the area remains subject to research. Search engines 

such as Google have incorporated the semantic web into their search processes, as 

with the knowledge graph introduced by Google, where they have started translating 

their data into triple form representation. The key idea of knowledge graphs is to 

enable Google’s search process to have a better understanding of the user query, so 

that relevant content around the main topic is more likely to be presented to the user. 

The process of processing queries is still based on a traditional keyword search (Amit 

Singhal, 2012). 

 

 

This thesis describes work on the automatic semantic query formulation of a Natural 

language query that attempts to semantically formulate a natural language query to 

triple representation of the query. The formulated triple is then used to generate a 

SPARQL query which is matched against the knowledge base to retrieve relevant 

results. The proposed system is referred to in this thesis as “AutoSQuR”, meaning 

Automated Semantic Quran Retrieval. AutoSQuR was implemented using the 

semantically formulated query based statistical machine learning approach to query 

and exploring Quran ontology. The research shows how a natural language query is 

automatically transformed to a structured triple representation of the query, which is 

used against the Quran knowledgebase in order to retrieve relevant verses from the 

Holy Quran. The approach involves the use of Quran ontology, which is used as the 

knowledge base for the system. A semantic query formulation module adopted 

statistical machine learning techniques for automatic formulation of natural language 

query to structured triple form representation. The formulated triple is used to 

generate SPARQL to retrieve the Quran knowledgebase using the Jena inference 

engine. 

 

 

The experiment to be undertaken will not focus on both complex and simple queries, 

it will not tackle queries that return Boolean True/False answers. Our main focus is 

to present verses retrieved from the Quran that answer semantically formulated 

queries. In Boolean queries the main target is to answer a user with either true or 

false, which is not the focus of our research. The proposed system will not elicit a 

yes/no answer.  

 

 

The system was tested using the Quran ontology published by Leeds University of 

the United Kingdom. Leeds University’s Quran ontology is composed of 300 

important noun concepts identified from the Holy Quran, and approximately 350 

relationships that link the concepts (Dukes & Atwell, 2009). The query set used for 

the experiment in this research was obtained from the Islamic Research Foundation 

Website where people send their queries related to Islam and experts answer the 

questions. Expert Quran judgment on the queries was given by Dr Kabiru Goje from 

Universiti Sains Islam Malaysia, and was used as a benchmark to evaluate the 

proposed AutoSQuR approach in this research. The proposed AutoSQuR was also 

evaluated by comparing the answers returned with the answers returned by the 

existing semantic query formulation approach of FREyA (Damljanovic, Agatonovic, 

and Cunningham, 2012) and the traditional keyword-based Quran retrieval system, 

Qurany(Abbas and Atwell, 2012). Although Qurany is a traditional keyword search 

system which main motive is to match query keywords against Quran in order to 
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retrieve relevant Quran verse not semantic search, we chooses to compare the result 

of Qurany with that of approach in this research in order to clearly show the 

limitation of current keyword Web search systems such as goggle, yahoo in terms of 

retrieving irrelevant result. 

 

 

1.2 Motivation    

 

Getting computers to understand the meaning of a query and corresponding 

documents was the motivation for the semantic web. The semantic web is getting 

more popular by the day, due to several research projects that have been undertaken 

regarding the semantic web. The fact that the semantic web search approach requires 

the use of structured syntax has limited the utility of the semantic web technology 

concept.  This is because users don’t want to go through these complex syntax before 

they are able to retrieve information for their needs. Most users prefer to use natural 

language to pose their query rather than structured queries with complex syntax that 

must be learned ( Wang,Yang, Chenglei, , Rui,Meng,Lui, 2007). Although there are 

existing semantic query formulation systems that semantically formulate natural 

language queries to structured queries, most of the existing approaches are based on 

keywords and small fragment queries. Due to the complex nature of natural 

language, and the desire to get an effective system where users can easily make 

natural language queries using vocabularies of their choice and get more precise 

results, the area is still subject to research.  In view of this, providing an effective 

means through which they can use natural language using vocabularies of their 

choice and retrieve effective results is the main motivation of this thesis. 

 

 

Another motivation of this thesis is the rise in global interest in Islamic related 

knowledge, especially from the Quran. We intend to provide an effective tool with an 

approach that support users with Islamic knowledge or not be able to get their 

queries answered effectively. In this case both Muslims and non-Muslims without 

knowledge of the structure of a Quran document can get their natural language query 

answered.   

 

 

Users whose queries are related to Islam tend to pose their questions using many 

words. Users may begin by stating their problems and then following the query with 

many more words, or make statements and ask their main question at the end. With 

the current system, such types of query will struggle and as a result answers may not 

be returned. The main motivation for the work in this thesis is to provide effective 

approach that accepts natural language queries of any form, where users can use 

phrases, sentences or paragraphs and retrieve the relevant information in respect to 

the query. A user’s natural language query is semantically formulated to a structured 

representation such as triple base representation in order to access semantically 

structured knowledge stored in the knowledgebase. This will facilitate the retrieval of 

relevant information in an effective and efficient manner. 
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1.3 Research Problems    

 

The exponential growth of documents on the web has posed the challenge of how 

best this data could be retrieved. Search engines were presented as a means of easy 

retrieval of such documents. The popularity of the search engine has revolutionized 

the way people access and use information on the web in such a way that today 

people are arguing that the internet is Google. However, the popularity of search 

engines is threatened with the growth of information deposited on the web, coupled 

with the complex information needs of the users. Search engines rely on keyword 

searches and as a result cannot cope with problems such as natural language 

ambiguity and reference reconciliation. Most of the current retrieval systems such as 

those in Google and Yahoo, among others, are based on traditional keyword 

searches, and keyword searches lead to the retrieval of many irrelevant results, which 

may not be in the user’s interest.  

 

 

Semantic web technology was proposed to overcome the shortcomings of the current 

keyword based search engines. The semantic web transforms data into a RDF triple 

structured format that requires a structured query in order to retrieve the desired 

information, and therefore requires the user to use a complex structured query to 

retrieve results. The main problem is that before formulating a query using a 

structured query such as SPARQL, a user needs to know the structural representation 

of the document, in other words the schema of the document in the knowledgebase, 

and the syntax of the structured query language (Jarrar, & Society & Dikaiakos, 

2012). To overcome the above problem where users need to know the standard 

structure of the document before they can retrieve the desired information, the 

system needs to formulate the natural language query into structured triple form. A 

user’s natural language query needs to be semantically formulated in order to be 

matched with semantically stored information in the knowledgebase for retrieval. 

 

 

Although there are existing systems that facilitate retrieval from the knowledgebase 

using natural language queries, such as FREyA, ORAKEL, and QUESTIO among 

others, they are mostly designed to handle small fragment queries such as phrases 

and single sentences (Habernal & Konopík, 2013). Most of the current semantic 

query formulation approaches are based on manual or semi-automatic approach 

where is heavily involved in the query formulation processing which is hectic and 

time consuming. Where user is involved in the process of semantic query 

formulation such selecting concepts from a form based system, and mapping the 

concepts with relationship. A detailed explanation of semantic query approaches will 

be discussed in Chapter 2. 

Most of the existing approaches struggle with complex natural language queries, i.e. 

multiple sentences query. When multiple sentence queries are used for those systems, 

the result is usually not good. 

 

 

During the process of semantically translating natural language queries to structured 

queries, the ambiguity of natural language remains an issue. Although recent 

research into semantic query formulation attempts to resolve natural language 

ambiguity by proposing different disambiguation approaches, most of 
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disambiguation processes are either done manually or semi-automatically, as in the 

case of FREyA. The process engaging the user in disambiguation of ambiguous 

query, where user is required to manually disambiguate the ambiguous words which 

is hectic and time consuming. In some cases, users may even get excited and choose 

information that may end up forming a query that is not the best semantic. In the 

same vein, most recent system disambiguation is based on using external dictionary 

such as WordNet, but when dealing with Islamic-related vocabularies WordNet 

possesses some limitations, for example not all Islamic-related vocabularies are 

included in WordNet. 

 

 

Translating a natural language to structured SPARQL query language requires the 

transformation of the natural language query to triple based format. SPARQL query 

syntax consists of the set of triples, subject, predicate, object where the subject, 

predicate and/or object can consist of variables. Therefore, the main idea of the 

semantic query formulation system is to transform a user’s natural language query to 

triple format representation where the variables are then parsed to SPARQL 

generation. However, the system may attempt to transform natural language to triple 

based representation but, may end up with more than one possible triple, which thus 

poses the challenge of identifying the best possible triple based representation of the 

query.  Thus in the case of manual or semi-automatic semantic query formulation, 

users may be left with many triples to choose from in order to allow for further 

processing. In terms of automatic approaches the task is even more difficult, since 

the computer is left with so many triples to process in order to return an answer.  

 

 

Recent approaches in semantic Query formulation attempt improvements from 

manual and semi-automatic semantic query formulation methods such as those in 

AutoSPARQL and DENNA, but in cases where the system fails to automatically 

formulate a user’s natural language query, the system fails without any further 

processing. Some approaches, such as those in FREyA, engage the user by providing 

a suggestion when the system fails to automatically formulate a user’s natural 

language query.  In FREyA, when the system faces ambiguity in the query, it will not 

be able automatically semantically formulate the query and thus the user is engaged 

for disambiguation process. A suggestion is then provided to the user in order to 

disambiguate the query by manually mapping the concepts in the query with 

suggested predicate. These suggestions may fail to impress the user and as result the 

user may try to reformulate the query again and again. Although some users may be 

happy to get suggestions from the system when the system fails to automatically 

reformulate their original query, other users may prefer reformulating it themselves 

instead of being provided with suggestion.  

 

 

The suggestions provided by the existing system when the system fails to 

semantically formulate a user’s natural language query to a structured format are 

based on the identification of ontology concepts in the query tokens.  In cases where 

the user’s query tokens do not contain any ontology concepts, the current approaches 

are not able to assist users with suggestions, as in FREyA. When the system is not 

able to semantically formulate a user’s query and fails to provide any suggestions to 

the user, they may end up reformulating the query several times or even quitting the 
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search process, assuming such information does not exist in the knowledgebase. It is 

likely that such information as they are looking for actually exists in the 

knowledgebase, it is just that the system is built around identifying concepts in the 

query and then attempting to relate the identified concepts. When concepts are not 

identified from the query tokens, the existing system will fail to automatically 

formulate the query, and not provide any form of suggestion to the user. Instead the 

system just fails and requires the user to either exit or reformulate the query.  

Finally, most of the current Quran search are based on traditional keyword matching 

or concept searches such as in Qurany, which is a popular Quran search system for 

keywords, based search for Quran verse and concept search.  These search 

approaches lack semantics and thus retrieve a lot of irrelevant information. 

 

 

1.4 Research Objectives       

 

In order to overcome the research problem outlined in the previous section, this 

research focuses on several objectives: 

(1) To propose an algorithm for automated formulation of natural language query 

semantically. 

(2) To enhance the performance of document retrieval semantically by introducing 

query disambiguation method and suggestion based approach. 

(3) To propose a method to rank the most relevant triple representation semantically. 

(4) To develop a prototype that is able to semantically formulate a natural language 

query that may be of paragraph length, i.e. a query represented as either a phrase, 

single sentence or multiple sentence query. 

(5) To evaluate the prototype through the accuracy of the formulated queries by 

looking at the precision and recall. 

 

 

1.5 Research Scope    

 

The proposed approach accepts natural language queries of any length and 

automatically transforms the query into triple based representation and uses the triple 

representation to generate a SPARQL query language which is then used against the 

knowledgebase for retrieval of the answer.  The proposed system is designed to 

accept phrase base queries, single sentence queries and multiple sentence queries. 

The knowledgebase is made up of noun concepts from the holy Quran. In view of 

this, the queries are mainly related to noun concepts from the Holy Quran domain. 

The system does not cover verb-based Islamic-related queries such as those about 

zinnia or solat among others, however, they could be used as predicates to the 

concepts.  

 

 

The system is designed to retrieve relevant answers from the user query by retrieving 

the most appropriate concept and retrieving corresponding verses for that concept. 

Boolean queries that answer the user with true/false or elicit yes/no answers are not 

supported in this research. 
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1.6 Research Contribution    

  

The main contributions of this research can be described as follows: 

(1) The proposed approach goes beyond semi-automatic semantic query formulation 

to fully automated semantic query formulation. Automating the semantic query 

formulation process makes it easier to use a natural language query to query 

structured data without involving users in a complex and time consuming 

process. The implementation of the automated semantic query formulation was 

based on statistical machine learning technique using N-gram maximum 

likelihood estimation. In the proposed method the natural language query is 

automatically semantically formulated to triple representation of the query, and 

the triple variables are parsed for SPARQL query generation, which is then 

matched against the knowledge base, using the Jena Inference engine for 

retrieval. Details of this contribution will be described in Chapter 3 and Chapter 

4. 

 

(2) The proposed approach has the ability to semantically formulate a user’s natural 

language query, retrieve the answer for the semantically formulated query. The 

answers are represented to the user inform Quran verses related to the given 

user’s natural language query. Semantically formulating the natural language 

query to a structured query enables translation of the unstructured natural 

language query to the same structure as the document which allows for retrieval 

of a document semantically and thus contributes to an increase in the percentage 

of relevant documents that are retrieved.   

 

(3) The proposed system enables automatic disambiguation of Islamic-related natural 

language queries using the WordNet Lexical dictionary and ontology equivalent 

assertions to assert that a particular concept or relationship is equivalent to 

another concept or relationship. The system automatically disambiguates natural 

language query tokens based on synonym detection using the WordNet lexical 

dictionary in the case of ambiguity during concept identifications. When there is 

ambiguity in the process of uni-gram or bi-gram estimation to detect predicate, 

the system automatically uses Wordnet to disambiguate ambiguous words.   For 

Islamic-related words that are lacking in WordNet, an ontology-equivalent 

assertion is used to populate the knowledgebase with equivalent concepts or 

properties. Equivalent assertion enables retrieval of equivalents of the user given 

concept, for example, which allow retrieval of equivalents of such concepts in the 

knowledgebase if the concept does not exist. 

 

 

(4) In the proposed approach, in cases where the system fails to automatically 

formulate natural language query to structured query, it doesn’t just fail and exit. 

In the proposed method when a user’s natural language query is not 

automatically formulated, the proposed approach provides a choice for the user to 

reformulating the query or get suggestions from the system. This allows the user 

to choose the preferred option and will thus save the user time. For example, 

when only reformulation option is provided to the user, user may be required to 

reformulate the query several times if he is not able provide in his query term that 

can be used by the system to formulate the query. The suggestion proposed in 

this thesis is based on either concepts being identified in the natural language 
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query which is different from current approaches which relies on the 

identification of concepts from the query before any form of suggestion can be 

presented to the user.  

 

(5) During the process of semantically formulating natural language to structured 

triple representation, more than one possible triple representation of the query 

may emerge which will make it difficult to automatically retrieve relevant 

documents. There is therefore a need to get one most appropriate triple 

representation of the query in order to automatically retrieve a relevant answer by 

ranking the returned triples. In a case where the proposed semantic query 

formulation approach returns more than one possible triple representation of the 

given natural language query, the proposed approach is semantic triple ranking of 

the triples based on Levenshtien String matching, a reverse engineering 

approach. The ranking approach enables ranking of the returned triple 

representation of the given natural language query in order to get the most 

appropriate triple representation of the query which allows further processing of 

the query for automatic retrieval of relevant documents.  

 

(6) The proposed approach has reduced the onerous task of involving the user in the 

query formulation process by automating the triple format transformation of the 

user query. The system uses examples from the training set automatically 

presenting the triple based representation of the user query at once, without 

taking the concepts one by one, and doesn’t require the user to do the choosing of 

the corresponding relationships. 

 

(7)   Improve the precision and recall of the retrieval of Quran verses for natural 

language queries. The proposed approach in this thesis has shown an overall 

increase of 6% in term of precision and a 10% increase in terms of recall verses. 

 

 

1.7 Thesis Organisation 

 

This thesis is organised as follows.   

 

Chapter 2 is an overview of the semantic web. The concept of a semantic search is 

discussed. An overview of the current trend in semantic query formulation 

approaches shows that systems today support users posing their queries using natural 

language queries. A comprehensive review of semantics embedded in information 

retrieval is made, and a review of the computational tools in the Quran is provided. A 

summary of the chapter is presented.  

 

 

Chapter 3 provides the methodology approach used for this research. It shows the 

statistical machine learning using N-gram maximum likelihood estimation technique 

used, which is semantically formulate user queries and assist users with options in 

the event the system fails to automatically formulate a query. An approach to 

handling situations when the system fails to semantically formulate a natural 

language query to a structured query is proposed. A new triple ranking approach is 

also presented in this chapter. 
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In Chapter 4 a comprehensive detailed step-by-step implementation of how the 

proposed method of semantic query formulation is implemented in information 

retrieval is presented. Implementation of the proposed suggestion-based approach is 

also presented in this chapter. Triple ranking implementation is also presented in this 

chapter. Additionally, implementation of how the Quran verses related to 

semantically formulated query is retrieved is presented. 

 

 

In Chapter 5 comprehensive experiments and the results of the research are 

presented. In this chapter, evaluation of the semantic query formulation approach, i.e. 

statistical machine learning is presented in comparison to the existing research on 

semantic query formulation in FREyA and Traditional keyword based Quran search 

systems based on using human expert judgments as bench mark.  

 

 

In Chapter 6 a comprehensive analysis of the experiments and results presented in 

Chapter 5 is presented. The chapter analyses and discusses the results obtained from 

the research experiments when compared with the existing approach in FREyA. 

 

Chapter 7 presents the conclusion of the proposed semantic query formulation 

approach, AutoSQuR, presented in this thesis. The achievements of the research are 

presented, and some challenges in, and future work on, the research are highlighted. 
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