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HYBRIDIZE PSO-SVM 

 

By 
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December 2016 

 

 

Chairman : Azizol Abdullah, PhD 
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Abstract 

 

An Intrusion Detection System is software or application which is used to detect 

thread, malicious activities and the unauthorized access to the computer system and 

warn the administrators by generating alarms. Features selection process can be 

considered a problem of global combinatorial optimization in machine learning. 

Genetic algorithm GA had been adopted to perform features selection method; 

however, this method could not deliver an acceptable detection rate, lower 

accuracy, and higher false alarm rates. Hybridize Particle Swarm Optimization 

(PSO) as a searching algorithm and support vector machine (SVM) as a classifier 

had been implemented to cope with this problem. The results reveal that the 

proposed hybrid algorithm is capable of achieving classification accuracy values of 

(95.82 % and 97.68 %), detection rates values of (95.8 % and 99.3 %) and false 

alarm rates values of (0.083 % and 0.045 %) on both KDD CUP 99 and NSL KDD. 

Electing the best set of features will help to improve the classifier predictions in 
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terms of the normal and abnormal pattern. The simulation will be carried on 

WEKA tool, which allows us to call some data mining methods under JAVA 

environment. The proposed model will be tested and evaluated on both NSL-KDD 

and KDD-CUP 99 using several performance metrics. 
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CIRI PEMILIHAN UNTUK PENCEROBOHAN PENGESANAN SISTEM 

MENGGUNAKAN silang PSO-SVM 

 

Oleh 

 

ALAA ABDULRAHMAN TABAAN 

December 2016 

 

 

Pengerusi: Azizol Abdullah, PhD 

Fakulti: Sains Komputer dan Teknologi Maklumat 

 

 

Abstrak 

 

Sistem Pengesanan Pencerobohan adalah perisian atau aplikasi yang digunakan 

untuk mengesan, aktiviti berniat jahat dan akses yang tidak dibenarkan kepada 

sistem komputer dan memberi amaran kepada pentadbir dengan menjana penggera. 

proses pemilihan ciri-ciri boleh dianggap sebagai masalah pengoptimuman 

kombinatorik global dalam pembelajaran mesin. algoritma genetik GA telah 

diterima untuk melaksanakan kaedah ciri pemilihan; Walau bagaimanapun, kaedah 

ini tidak dapat melepaskan kadar yang boleh diterima pengesanan, ketepatan yang 

lebih rendah, dan kadar penggera palsu yang lebih tinggi. Silang Particle Swarm 

Optimization (PSO) sebagai mesin pencarian algoritma dan sokongan vektor 

(SVM) sebagai pengelas yang telah dilaksanakan untuk menangani masalah ini. 

Keputusan menunjukkan bahawa algoritma hibrid yang dicadangkan mampu 

mencapai nilai pengelasan ketepatan (95,82% dan 97,68%), kadar pengesanan nilai 
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(95.8% dan 99.3%) dan kadar penggera palsu nilai (0,083% dan 0.045%) ke atas 

kedua-dua KDD CUP 99 dan NSL KDD. Memilih set yang terbaik adalah ciri-ciri 

yang akan membantu untuk meningkatkan ramalan pengelas dari segi corak yang 

normal dan tidak normal. simulasi ini akan dijalankan oleh WEKA iaitu alat, yang 

membolehkan kita untuk memanggil bebaerapa kaedah perlombongan data di 

bawah persekitaran JAVA. model yang dicadangkan akan diuji dan dinilai pada 

kedua-dua NSL-KDD dan KDD-CUP 99 menggunakan beberapa metrik prestasi. 
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1 

 

CHAPTER 1 

 

 

1  INTRODUCTION  

 

1.1 Background 

With the increasing development of IT (information technology), computer 

networks became more important to the people for their daily uses (checking 

emails, news, purchase online, and so on). Securing clients’ information on the 

network became an eccentric issue to ensure the confidentiality, integrity, and 

availability of the system against the insider misuse and the outside attack. Thus; 

developing intrusion detection systems (IDS) becomes a researchers’ interest  

(Guolong et al., 2007). Researchers have been developing some artificial 

intelligence (AI) and data mining algorithms such as Fuzzy Logic, K-Nearest 

Neighbor, Support Vector Machine, Artificial Neural Network, Genetic Algorithm, 

and Particle Swarms Optimization to come up with an effective and reliable 

intrusion detection system while it’s dealing with a huge and messy data.  

Computer system becomes a target for the inside misuse and outside attack because 

of its importance in our life. Therefore, we need to construct the best security 

mechanism to ensure the safety of our information. An intrusion can be basically 

defined as a set of actions or activities which might compromise the 

confidentiality, integrity, and availability of the system, and vulnerable the system 

once it happened. An IDS is a software or an application which is used to detect 



© C
OPYRIG

HT U
PM

 

2 

 

thread, malicious activities and the unauthorized access to the computer system. To 

add to that, IDS warn the system administrators about any event  that might 

compromise the system security either by violating the policies or using malicious 

activities. IDS provide extra protection to the system despite the existing 

prevention technique such as firewall and the traditional security tools which can’t 

efficiently detect the attacks because of the hidden vulnerabilities in these 

techniques (Aslahi-Shahri et al., 2015). Despite the static protection tools like 

firewall and the updated software which can afford an acceptable security level, 

dynamic tools like IDS need to be employed as well. The IDS main purpose is to 

monitor the system activates by seeking for the system weaknesses, files integrity, 

and make an analysis based on the previous attacks. An IDS can be categorized 

based on detection type into the misuse intrusion detection system and anomaly 

intrusion detection system and into Network based IDS and Host based IDS based 

on the data source. 
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1.2 Problem Statement 

Support vector machine (SVM) is a popular machine learning technique which 

successfully has been applied to construct an intrusion detection system. Features 

selection process can be considered a problem of global combinatorial optimization 

in machine learning. Genetic algorithm GA has been adopted to perform features 

selection method; however, these methods could not deliver an acceptable 

detection rate, lower accuracy and higher false alarm rates (Aslahi-Shahri et al., 

2015). To cope with this problem, an IDS model (hybridize Particle Swarm 

Optimization (PSO) and SVM) based on feature selection by PSO and SVM 

classifier has been implemented. 

Features selection has been deployed to select the best features to show a better 

data representation. To add to that, feature selection helps to minimize the data 

dimensionality by eliminating redundant and irrelevant features from the dataset. 

Moreover, eliminating the less important features from the dataset before using it 

to train SVM will aid to increase the classification accuracy and reduce the 

misclassified instances. Using feature selection method will assist in creating an 

enhanced classifier with less number of features. Features selection has great 

advantages in terms of pattern recognition and machine learning. 
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1.3 Objectives  

Our objective can be broken down as follow: 

1. To propose a PSO-SVM feature selection method for IDS to reduce the data 

dimensionality by selecting the features that can show a better data 

representation. 

2. To propose an enhanced classifier algorithm (SVM) and compare it against 

the recent IDS model in terms of Classification Accuracy, Detection Rate or 

Recall (DR), and False Alarm Rate (FAR). 

 

1.4 Contribution 

Our contribution will be divided as follow:  

First of all, to use particle swarm optimization (PSO) as a feature selection method 

this will help to reduce the data dimensionality. 

Secondly, to come up with an enhanced intrusion detection system compare to the 

recent IDS models in terms of Classification Accuracy, Detection Rate or Recall 

(DR), and false alarm rate (FAR). 

Our IDS model consists of particle swarm optimization PSO as a feature selection 

method and support vector machine SVM as a classifier to evaluate the fitness of 

Particle Swarm Optimization (PSO). 
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1.5 Scope  

Our scope is to simulate the proposed model of intrusion detection system (IDS) 

using Waikato Environment for Knowledge Analysis (WEKA), which is an open 

source application developed at University of Waikato and licensed under GNU 

General Public License. WEKA allows us to call some data mining methods under 

JAVA environment. It can be installed on Windows, MAC, and LINUX.  

 

1.6 Thesis organization  

The rest of this project will be distributed as following: 

Chapter 2 literature reviews consists of the earlier studies and the research works 

which were done before in the field of intrusion detection system. 

 

Chapter 3 the methodology describes the research methodology of our work, the 

proposed model of IDS and the performance of our proposed model using different 

performance metrics on KDD CUP 99 and NSL KDD dataset. 

Chapter 4 results and discussion presents the results achieved by proposed 

intrusion detection’s model and compare it versus GASVM using several metrics. 

In chapter 5 we conclude the findings of the research and show its strength. 
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