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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfilment of
the requirement for the degree of Doctor of Philosophy

MODIFICATION OF TUKEY’S SMOOTHING TECHNIQUES FOR
EXTREME DATA

By

QASIM NASIR HUSAIN

August 2017

Chair:Associated Professor Mohd Bakri Adam, PhD
Faculty: Science

Two Tukey’s techniques which are resistant line for linear trend and resistant smoothing
for non linear trend have been reviewed in this research. The new resistant line for met-
hod of dividing the batches using range dealing with ties and non ties is recommended.
The determination of sample size in each batch is also being introduced.

In resistant smoothing, mathematical terms have been initiated and incorporated in this
technique, the part which has been neglected by introducer of exploratory data analy-
sis. New symmetric mean, right mean, left mean, right median, and left median have
been proposed, leading to more simple process of smoothing technique. Later, the pro-
posed methods have been used for the suggested compound smoothing techniques and
hannings with simpler, faster and better smooth.

Additionally, in order to evaluate the efficiency of variant proposed techniques together
with the smoothing index and extra balance test, simulation data with big data size have
successfully been applied.



Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia sebagai
memenuhi keperluan untuk ijazah Doktor Falsafah

PENGUBAHSUAIAN TEKNIK PELICINAN TUKEY UNTUK DATA
KEWANGAN YANG EKSTRIM

Oleh

QASIM NASIR HUSAIN

Ogos 2017

Pengerusi: Profesor Madya Mohd Bakri Adam, PhD
Fakulti: Sains

Dua teknik Tukey iaitu garis rintangan untuk haluan linear dan rintangan pelicinan
untuk haluan bukan linear telah ditinjau di dalam kajian ini. Garis rintangan yang baru
untuk kaedah pembahagian kelompok menggunakan julat bagi menangani masalah seri
dan tidak seri dicadangkan. Manakala, penentuan bagi saiz sampel di dalam setiap
kelompok turut diperkenalkan.

Bagi rintangan pelicinan, beberapa ungkapan matematik telah diterbitkan dan disela-
raskan dalam teknik ini yang mana telah diabaikan oleh individu yang memperkenalkan
analisis data penerokaan. Purata simetrik, purata kanan, purata kiri, median kanan dan
median kiri yang baru telah dicadangkan di mana ia menjurus kepada teknik pelicinan
yang lebih ringkas. Kemudian, kaedah yang dicadangkan telah digunakan di dalam
teknik pelicinan kompaun dan Hanning yang menghasilkan nilai pelicinan yang lebih
baik, ringkas dan cepat .

Tambahan lagi, untuk menilai tahap keberkesanan kaedah yang dicadangkan bersama-
sama dengan kaedah indeks pelicinan dan ujian imbangan tambahan, simulasi data den-
gan sampel yang besar telah berjaya diaplikasikan.
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CHAPTER 1

INTRODUCTION

1.1 Background of Exploratory Data Analysis

The classical analysis is generally quantitative in nature, either models or analysis such
as ANOVA, r test, chi-squared test and F' test. The future of data analysis can include
great advance, the overcoming of actual difficulties, and the providing of a great service
to many fields of science and technology (Tukey, 1962).

Exploratory Data Analysis (EDA) is generally either graphical or tabular in nature with
few quantitative techniques, deals with analysis first then the pattern. EDA includes
scatter plots, character plots, box plots, histogram, bi histogram, probability plots and
residual plots. EDA is an approach or philosophy for data analysis that appoints a di-
versity of mostly graphical techniques. The advantages of EDA are maximizing insight
into a data set, revealing underlying construction, extracting important variables, disco-
vering outliers and oddity, testing implicit presumptions, evolving miserly models and
finding out optimal factor settings.

EDA is more an art, or even a bag of tricks, than a science. If this is so, it might be
difficult or impossible to find a reasonably comprehensive philosophy of EDA. In fact,
the philosophy of EDA is simple, handy and the statistics still simple. Even if the data
becomes larger, the computers and programming can help.

One quality of EDA is that the techniques that present data to the eye often carry more
detail than numerical summaries. The reason is that the notable features can be ordina-
rily extracted from visual information more quickly than from numerical information
(Good, 1983). Even if data have not been gathered to be appropriate for formal statisti-
cal analysis, EDA techniques can often detect information from them (Maindonald and
Braun, 2006).

1.2 Motivation

EDA, primarily treats the location and scale and provide a basic understanding of the
techniques at a reduced level of mathematical sophistication (Hoaglin et al., 2006).

EDA is concerned with observational data more than with data obtained by means of
a formal design of experiments. When data are obtained informally, the methods for



handling and analyzing are also often informal.

Plotting data and making comparisons can take the process very far and is better to do
than getting a dataset and directly running a regression. Its been a disfavor to analysts
and data scientists that EDA has not proceeded as a critical side of the process of dealing
with data (Schutt and O’Neil, 2013).

Development of EDA

Tukey (1977) suggests that data smoothers based on running medians rather than run-
ning means would provide greater resistance to data spikes. Several forms have propo-
sed that such smoothers might take and exhibited applications on a variety of data se-
quences. Tukey (1977) develops a large and diverse array of intuitively sound tools for
exploring data prior to the application of confirmatory methods. The developed tools
help investigators to organize data efficiently, construct compelling graphic displays,
examine traditional distributional assumptions, and explore the structure of functional
dependencies-all without recourse to the probabilistic assumptions basic to traditional
statistical methods.

Moreover, the introduced EDA tools by Tukey (1977) provide means for reme-
dying such common data problems as stray data values, asymmetry, nonlinearity, and
location-scale interaction and unresolved problems (Leinhardt and Wasserman, 1979).
Tukey (1977) focuses on paper and pencil, graph paper and tracing paper. Tukey (1977)
strongly supports the idea of analyzing data can be done manually, with or without the
aim of a hand-held calculator and the directly foreseeable future of hand calculation.
The distinction between descriptive and inferential statistics, made by the statistician
Tukey (1977) is essential. However, the confusion between the two statistical concepts
can easily arise because of the special produced techniques for exploratory work, yet
placed at some distance from classical statistics.

Hoaglin et al. (1983) explain and illustrate the methods used in EDA to a readers-
hip with a moderate knowledge of statistics, then it is a considerable success. EDA
studies singly and in combination of “four R’s”: resistance, residuals, re-expression,
and revelation. Resistance provides insensitivity of estimators to a change in a small
portion of the data. Residuals are studied to ascertain whether the dominant and unu-
sual features of the data have been adequately isolated and explained. Re-expression
(transformation) for the data is used to promote symmetry, homogeneity and linearity.
Revelation through visual displays the meets a clear need of data analysts to see beha-
vior and pattern of a data set. Velleman and Hoaglin (2004) introduce the resistant line
and the resistant smoothing as parts of nine selected EDA techniques.



The applications have demonstrated real data and provide a unified set of computer
programming. The dominant character in the improvement of Velleman and Hoaglin
(2004) is to focus on the results rather than to focus on mathematical aspects, also
dealing with large real data and setting up facilities for disposal of boring calculations
and repeated errors were present in the work. Add to this, the attempt to integrate
EDA methods with other methods of data analysis using software that have already
been programmed is discussed. The use of the software is a priority for Velleman and
Hoaglin (2004) to showcase the features of EDA.

Shitan and Vazifedan (2011) focus on running medians technique and talk about the
compound smoothing as a particularly useful method to elaborate the resistant outliers
when the procedure of smoothing data is done. The study of Shitan and Vazifedan
(2011) shows running medians smoother is resistant while running means smoother is
not. The technique of running smoothing is applied using simple real data examples.

have developed an assistant for intelligent data exploration called Aide. Aide is a
knowledge-based planning system that incrementally explores a dataset

EDA by Others

(Helsel and Hirsch, 1992) mention that, in spite of the importance of the scatter plot
as one of the most familiar graphical methods for data analysis, there are some related
issues should be resolved. Some of these issues are whether the relationship appears
to be linear or curved, whether different groups of data lie in separate regions of the
scatter plot, and whether the variability or spread is constant over the range of data. A
smoothing operation as an enhancement of scatter plot enables the viewer to resolve
these issues rather than using the scatter plot alone.

Ellison (1993) shows that EDA is intended to edify implicit pattern in noisy data. It is
critical that the tacit structure should not be ignored completely in the process. EDA as
an antecedent to formal analysis, should not be time-consuming. The feature of using
the new technology in computer programming interactive graphics construction with
little needed of effort for analysis.

Behrens (1997) introduces the central heuristics and computational tools of EDA and
compares it with CDA and exploratory statistics in general. EDA techniques are cla-
rified using earlier published psychological data. Variations in statistical training and
practice are recommended to combine these tools.

Amant and Cohen (1998) have developed an assistant for intelligent data exploration
called Aide. Aide is a knowledge-based planning system that incrementally explores



a dataset. The system treats some of the strategic drawbacks of traditional soft- ware.
This study describes the behavior of the system, gives a high-level illustration of the
design, and discusses its experimental evaluation.

Bowman and Azzalini (2003) mention that nonparametric smoothing techniques even
if they have simplest forms can be implemented relatively easily through elementary
programming techniques. The present statistical computing environments are gene-
rally outfitted towards vector and matrix representations of data. An initial aim of the
study is to provide simple matrix formulations of smoothing techniques which grant
efficient achievements in the environment. Another target of the study is to describe
the computational issues that surface when nonparametric methods are applied to large
datasets.

Maindonald and Braun (2006) describe some of EDA tools such as histogram, density
plot, the stem-and-leaf display, the boxplot, the scatterplot, the lowess smoother, and
the trellis-style graphics that are available in the lattice package.

Hébrail et al. (2010) suggest an exploratory analysis algorithm for functional data. The
method divides a set of functions into K clusters and represents each cluster by a simple
prototype. The number of all segments in the prototypes, P, is chosen by the user and
optimally distributed among the clusters via two dynamic programming algorithms.
The empirical relevance of the method is shown on two real world datasets.

Habash et al. (2011) present an overview of the mathematical foundations for techni-
ques in EDA for the purpose of investigating the relationships among a lot of variables
in large sets of multivariate space weather data. Particularly, this study involves techni-
ques in Principal Components Analysis (PCA) and Common Factor Analysis (CFA).
This paper reveals the use of EDA in space weather studies of large multivariate data
sets.

EDA techniques are considered useful tools to detect outliers through visual represen-
tations but a limitation of this direction is the scarcity of studies that concern the relia-
bility of the visual clarification. Mogos (2013) proposes a method that combines EDA
technique, Andrews curves, with a statistical approach to be applied as automatically
classification of the data.

1.3 Problem Statement

Since 1977, work in exploratory data analysis (EDA) area has appeared in technical
journals and books but not so much as other literature normally scanned by sociolo-
gists. Although a preliminary version of Tukey’s text was circulated in the early 1970s,



its unique organization, peculiarly personal style, large size, and lack of mathematical
formations caused his methods to remain recondite and little known to non statisticians
throughout this period. The book still possesses the unique style of the preliminary
edition and, consequently, is a difficult book for professionals, let alone beginning stu-
dents.

Recently, studies on EDA approaches are classifying the technique as one of the most
simplified and exciting fields in data analysis searches due to smoothing. Many no-
vel methods realizing EDA have been proposed. Tukey (1977) introduced the EDA
techniques resistant line and resistant smoothing.

Despite the success of resistant line and resistant smoothing techniques provided by Tu-
key (1977) but there are still some drawbacks. These drawbacks can be summarized as
follows. The exploration techniques are based on the manual handling of calculations
and results that requires simple data sets to be applied. The techniques adopt simpli-
fied numerical examples and lack of operations into mathematical formations that set
to process the steps programmatically. Using the exhibition method to illustrate the
results and move among steps of operations. The complications of dividing the batches
operation in the resistant line procedure in terms of ties issue. Using limited types of
compound smoothing methods even if there exists an unlimited number of possible op-
tions. Introducing one type of Hanning to enhance the smoothing process that fits the
simple data sets only.

Therefore, more investigations on resistant line and resistant smoothing of EDA structu-
res in details should be done to further assist design considerations in order to improve
their utilization in many applications. For example, Velleman and Hoaglin (2004) had
initiated an investigation on the possibility of enhancing the performance of resistant
line and running smoothing applications which resulted in a significant improvement in
the fields of using computers to reduce the consuming time of the procedures. Unfortu-
nately, the improvement avoids incorporating smoother structures and shows a lack of
emphasis on the mathematical aspects of the techniques.

The goal of this thesis is to explore resistant line and resistant smoothing techniques
which may be utilized in EDA to overcome some of the previous drawbacks of the
original design through enhancing the structure of smoothers and to enhance the focus
on mathematical formulas that fit and support the importance of software in reducing
the time required for data analysis.



1.4 Research Objectives

In this section, we review the research objectives and clarify the method used towards
accomplishing the achieved objectives as follows.

1. To introduce the range method for dividing the batches.

2. To introduce non-symmetric running smoothing techniques.

3. To propose new symmetric compound running smoothers.

4. To introduce new mathematical Hanning forms.

5. To evaluate and compare the performance of the proposed techniques of
smoothing.

1.5 Thesis Outline

The arrangement of the thesis is as follows;
In Chapter 1, an introduction and motivation of this research are written.

In Chapter 2, some backgrounds of EDA techniques such as the improvement of resis-
tant line and resistant smoothing by Tukey (1977), Velleman and Hoaglin (2004), and
others are given. We review some techniques related to the smoothing methods that
will be used throughout this thesis. Furthermore, we provide a survey of the smoothing
index and the measure tools; degree of smoothing and balance test.

In Chapter 3, some of the drawbacks of previous strategies are provided that need to
be avoided for realistic implementation of smoothing techniques. We also highlight
the method of enhanced dividing the batches and improvement of running smoothing
of the research performed. This is followed by our proposed smoothing techniques,
namely the symmetric and right running smoothing operations. Then, we introduced
new proposed mathematical formulas of Hanning. This is followed by the analytic and
the discussion on the validation of the proposed techniques. Chapter 4 discusses and
summarizes the results of the proposed techniques and the comparison of the variant
new proposal ways of Hanning with the existing techniques that introduced by Tukey
(1977) and suggested by Shitan and Vazifedan (2011). Chapter 5, the conclusion of the
study are presented with some of the limitations of our research and some future works.
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