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ABSTRACT 

 
Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfilment of the 

requirement for the degree of Master of Computer Science 
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DETECTION BASED ON X-MEANS CLUSTERING AND MULTI-LAYER 

PERCEPTRON CLASSIFICATION 

 

By 

BORKAN AHMED 

January, 2016 

 

Supervisor: Mrs Hjh Zaiton Muda 

Faculty: Computer Science and Information Technology 

 

Abstract: Due to excessive usage of network communication through the Internet with 

sensitive data in recent years, providing competent security medium to secure this data has 

become the most matters to be considered. One of the significant security mediums is an 

Intrusion Detection System (IDS) which offers anomaly detection with the proficiency to 

recognize unforeseen attacks. An IDSs should provide high accuracy, detection rates and 

low false alarm rate, but yet the majority of previous IDSs approaches suffered from the 

average rate of accuracy and detection as well as with high rate of false alarm .To enhance 

the capability of IDS, this thesis proposed a new hybrid machine learning approach based 

on X-Means and Multilayer perceptron called XM-MLP. X-Means used to cluster the data 

according to its behavior while multilayer perceptron (MLP) Neural Network classify 

those data into correct categories i.e. attack or normal. ISCX 2012 benchmark dataset has 



© C
OPYRIG

HT U
PM

 

 iv 

applied to evaluate the proposed hybrid approach against single MLP classifier and 

previous hybrid approaches such as KM-MLP, XM-1R and XM-NB where the core 

detection method is based on clustering or classification technique. The performance of the 

proposed hybrid approach achieves better result from a single MLP classifier and other 

hybrid approaches in term of accuracy, detection and false alarm rate. 
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 1 

CHAPTER 1 

INTRODUCTION 

 

1.1 Backgrounds 

Recently, computers and the Internet are utilized almost in each part of our life. 

Since the personal computer and internet was investigated they have been 

unbelievable growing faster and faster and they become impossible to imagine 

universities, companies and even small shop without ensuring to save all the data 

for their customers securely (Debar, H et al., 2000). 

With the high possibility of communication many computers and networks led to 

necessity of providing protection for network which they almost transmitting 

sensitive data from attackers (hackers) that would like to obtain some confidential 

data or information to use for them self-benefit or other purpose like destroy  or 

modify valuable information. When the Internet evented, the security necessity 

started to increase as well and no way to get advantages of internet without 

providing protection for the systems and networks. Balancing between privacy 

and the resource of users is not an easy concept; the network also has to be 

flexible enough to cover the requirements needed to allow the pursuit of attackers 

(Fernandez, M. D. M et al., 2008).  

There are many security measures used to protect the computer resources of a 

home user or a company, but in spite of all expert recommendations are applied, 

systems cannot be protected against possible successful attacks due to it is very 

difficult to have an invulnerable system which it might need to spend a lot of 
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money for designing and developing the system. In companies, an isolated system 

could massively decrease productivity and users of home whom are not having 

enough experience it may lead to a “hating technology” disease. Therefore, the 

security department or the user should be known what their values if they want to 

protect and how much it costs unless, doing Risk Analysis (Dieter Gollmann et 

al., 2002) 

A well-educated users, a good security policy and a good risk analysis going to 

make the system better secure to intrusions. An intrusion in the system, or 

networks try to compromise one of the three major requirements in the network 

and computer security (Orchier, J et al., 2000). 

 Confidentiality: Attacker gain access to confidential information. 

  Integrity: Attacker tries to modify or alter information on the system or 

networks. 

  Availability: Attacker blocks the system so it cannot be used normally by the 

system users. 

 

 

Figure 1.1: Major Requirements of Network and Computer System 
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An intrusion is any type of action that tries to compromise the confidentiality, 

integrity and availability of computer resources or some information. The attacker 

can utilize the weakness or defects in the system architecture as well as an internal 

knowledge of the operating system to cheat the authorization process or 

authentication (Fernandez, M. D. M et al., 2008). 

Detecting way of intrusion can be done by the descriptions of some anomalous 

behavior for incoming data. Those type of detection tries to determine the normal 

behavior of a user during the process. For a correct differentiate it has to take into 

account three fundamental types of attacks as following: 

 External penetration: The network here attacked by outside attackers. 

 Internal penetration: an unauthorized user starts to attack from inside of 

network. 

Resources abuse: authorized users utilize resources and/or data to which they gain 

access, in unwanted and unintended ways as shown in the figure 1.2. 

 

 

Figure 1.2: Three Main Type of Attack  

  

The security in any system can be divided into two modes: active and passive. 
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The active security focuses on protecting and it is acting in case of attack. One of 

a very good example for active security is the firewall. To avoid access to some 

services or specific connections that might be abused by attackers if they gain 

access to some of them, filtering has been introduced to prevent the attackers to 

access systems. On the other hand, passive security is used in the system just to 

alarm if something abnormal is happening (Fernandez, M. D. M et al., 2008). It is 

not going to protect the system, it is just for alarming that abnormal is going on. 

An intrusion detection system is considered as a passive security, this concept also 

can be discussed since preventing of intrusion is possible but it calls Intrusion 

prevention systems (IPS). 

 

1.2 An Intrusion Detection System (IDS) 

It is one that permits to get information from various sources of the system where 

it has been implanted to alarm the administrator when the system or network is 

under attacks. The system will be alerted about how the attacker going to attack or 

who is trying to attack the system. However, sometimes it just informs if there is 

an attack and nothing else (Muda Z et al., 2011). 

An IDS a passive measure and not such a measure to ensure system integrity. It 

assists the administrator or system security department to be aware of harm 

activities against the whole system. 

Finally, in the case of a security checking, all the information gotten by the IDS 

going to help through taking decisions to protect the system and to create a 

suitable security policy. 

The security audit is increasingly becoming more and more needed. These 

approaches not only identify and keep monitoring of intrusions; they even 
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enhance the reliability and stability of other security mechanisms. IDS is the 

process of monitoring the events that occur in a network or a system to analyze 

them, looking for security weaknesses. 

IDS technology until now it does not considered as a mature, but almost. Since the 

80s, a lot of effort has been introduced to find out a solution to this complex 

problem. From review in the 2013 http://www.darkreading.com Annual 

Security Survey and Computer Crime where covers around 400 computer security 

users in U.S corporations, universities, government agencies… it is shown that 

because of the high investigations in computer security, the losses caused by 

attacks are reducing (Fernandez, M. D. M et al., 2008). The use of IDS is in top 7 

of equipment which it utilized in information security as shown in the figure 1.3. 

Firewalls and data encryption are already united in the first place.  
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Figure 1.3: Security Technologies Effectiveness 
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1.3 IDS Overview 

1.3.1 History 

At 26th February 1980 the first paper published about IDSs and was prepared by 

James P. Anderson. It was under title of “Computer Security Threat: Monitoring 

and Surveillance” 

James Anderson divides penetrations in internal and external ones, according on 

whether the user got an access license to the computer or not (Suduc, A. M et al 

2010). The main objectives of the security audit are: 

 Data could be gotten from various resources of the system.  

 To obviate internal attacks, abnormal behavior of users of resources should be 

detected. 

 Enough data should be gotten in order to find the issue. 

 The security audit trail should be capable to differentiate the attacker strategy. 

The initial IDS used to monitor network traffic was the Network System Monitor 

(NSM) and it evolved in the California University to work on a UNIX station for 

Sun. 

The method that's been used was very close to the IDS of nowadays. 

 The whole traffic was captured even though when it was not directed to the 

system. 

 Network packets were getting. 

 The protocol was identified in order to obtain the needed data. 

 The data was checked and compared against rules and statistics therefore the 

violation or misuse could be noticed. 

     Todd Heberlein implements all that work. In Haystack project the IDS area 

changed and allowed the beginning of commercial applications. 
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Haystack Labs is the first commercial product was evolved by Haystack Labs, 

Also the Air Force Cryptologic Center discover the Automated Security 

Measurement System. 

At the last decade many sellers (Internet Security Systems, Cisco Enterasys… 

have been continuously renewing because of the unbelievable growth of the 

internet and every company still believes that its computer-network system has to 

updated and present regularly (Fernandez, M. D. M et al., 2008). IDS also exists 

for home user products as well. 

A large limit of offerings can be obtained, from very good open source ones to 

costly products such Snort. 

 

1.3.2 Why Use an IDS? 

Intrusion detection provides protection to organization systems against threats that 

occurs with rising of connectivity of network and the interconnection of 

information systems (Di Pietro, R et al 2008). 

IDSs have got acceptance as a major part of the security infrastructure. There are 

many reasons for gaining and using an IDS: 

 

1. Avoid issues by dissuading hostile individuals 

When raise the possibility of detecting and penalizing attackers, the behavior 

going to change for some of them, decreasing the number of launched attacks. 

This can be a disadvantages as well as the attendance of a developed security 

system can rias the attacker curiosity. 

Discovered attacks and other violations of security not prevented by other 

protection measures. Assailants, using known techniques, able to access non-
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authorized systems, particularly those connected to public networks (Yue, W. T et 

al 2007). This usually appears when vulnerabilities which they known for others 

are still not fixed. 

Although sellers and administrators take action to fix these vulnerabilities, where 

it is impossible with some situations: 

 In some patrimonial systems, the operating systems impossible to be updated. 

 Even when the systems able to be updated, sometimes administrators do not 

resources for setup new updates and might not have time. This is a common 

issue, basically within scenarios with a large number of nods with varied 

Hardware and operating systems. 

 Administrators and users can make errors during configuring systems. 

An IDS can be a very good protection tool. It can discover when an attacker has 

tried to access the system. In such this way IDSs could alert the administrator to 

run a backup to avoid the loss of information which they consider as a valuable 

(Fernandez, M. D. M et al., 2008). 

 

2. Detect attack preambles 

When the system attacked by an individual attack, it is done in expected steps. In 

the first step, the attacker examines and tests the network or system looking for 

the optimum point to breakthrough. In networks or systems where IDSs not found, 

the attacker has a big chance to test the system with minimum risk of being 

discovered. This assist him to find the weak point for the systems and networks as 

well (Kayacik, H. G.et al 2007). 

Networks with an IDS tracking his activities, hinders him. In spite of, the attacker 

can test the network, the IDS going to capture these exams, defining them as 
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suspicious, block gaining access to the assailants, and administrators of security 

will be alerted. 

 

3. Record the organization risk 

When a strategy plans for arrangement of security policy or the security 

management is done. It is preferred to know the organization risk of threats that 

might be gotten, the probability of getting an attack or if it is already been 

attacked. 

An IDS can assist us to discover the existing threats outside and inside the 

organization, assisting us to take decisions about resources of security that should 

be used in the network infrastructure (Fernandez, M. D. M et al., 2008). 

 

4. Provide useful information about the intrusions currently taking place 

Even though the IDS cannot prevent attacks, they can gather significant 

information about them. That information can, under some situations, can be used 

as a proof in legal actions. Furthermore, it can be used to make correction to 

failures in security in the organization or configuration security policy. 

 

1.3.3 IDS Classification 

There are several ways to classify IDSs relaying on some measurements, such as 

analysis type, information source, detection time and type of response. These ones 

are the most famous criteria (Gabra, H. N et al 2014). 

 

1.3.3.1 Information Sources 

 

Information sources are one of the major problems to focus on during an intrusion 
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detection system designs. The classification of these sources can be done in many 

ways. The intrusions classified in term of positions because some IDSs analyzing 

packages of network, captured from the backbone of network or LAN segments 

while other IDSs analyze events created by the application software or operating 

systems for signs of intrusion. 

 

NIDS (Network-based) 

Most of the IDSs are Network-based. These IDSs by capturing and analyzing 

network packets can detect attacks. A NIDS have ability to monitor traffic 

impacting multiple nods connected to that network segment, thus protecting these 

nods. 

The network-based IDSs are usually formed by a group of sensors posed at 

various points in the network (Vigna, G et al 1999). These sensors surveillance 

traffic by representing such local analysis and reporting attacks implemented to 

the management console. 

Advantages and disadvantages of a NIDS as following: 

  

Advantages 

 If the location of IDS is suitable, it can monitor a wide network as long as it 

has good capacity to analyze the traffic. 

 The NIDSs have a small effect on the network, usually it is keeping passive 

and not Intervention with normal operations of the latter. 

 NIDSs can be organized to be seen to the network in order to enhance the 

security against attacks. 
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Disadvantages 

 The IDSs not only analyze the packages header, they also analyze their whole 

includes, so they may get some processing difficulties of all packages in a 

wide network or with more traffic and might fail to distinguish  attacks during 

high traffic. Some sellers are trying to come over this issue by carrying out 

IDSs as a whole in hardware, which increase their speed of processing. 

 The network-based IDSs do not analyze the encoded information. As an 

example, environments where communication is encoded it is not useful to 

test the contents of package and therefore incapable to evaluate whether this is 

a package with virulent contents or not. This issue is increased when the 

organization utilize encoding for security purpose in the network layer 

(Internet Protocol Security: IPSec) among hosts, but can be solved with a 

more relaxed security policy (eg, IPSec in tunnel mode). 

 The network-based IDSs do not have idea if the attack was successful or not, 

the only known thing is that it was attacked. This means that after a NIDS 

discovers an attack, administrators have to manually verify every host 

attacked to decide if the attempt was successful or not. 

 Some NIDSs have issues coping with network-based attacks transporting in 

fragmented packages. These packages make the IDS not recognize the attack 

or be fickle and might even get to fail. 

 Because of their general configuration, NIDSs might have false positive rate 

or a high false acceptance. Normal activities can be identified as attacks in the 

report of analyzing. The issue appears when the number of such alarms is very 

high. 
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HIDS (Host-based) 

HIDS were the first kind of IDSs evolved and implemented. They works on the 

information appeared from inside a computer, such as the operating system's audit 

files. The IDS by this way able to analyze actual activities with great accuracy, 

identifying exactly which processes and users are implicated in a specific attack 

within the operating system (Kozushko, H. et al., 2003).  

It similar to any intrusion detection system, HIDSs also create many false 

positives. When the system is adjusted, it is remarkable the reducing of false 

positives and then also this kind of IDSs cannot cover very few attacks against the 

system. 

In compare to NIDSs, HIDSs can see the outcome of an attempted attack, at the 

same time it directly access and observe data files and also processes of the 

system which it already attacked (Brenton et al., 2002). 

Moreover, NIDSs have great rule to enhance the security and recently are more 

accepted, HIDS have certain Benefits over them: 

 

Advantages 

 The host-based IDSs, have ability to observe local events of a host, they can 

discover attacks that cannot be seen by IDS. 

 They can usually operate in such environment which the network traffic travels 

encoded, since the root of information is analyzed before the data is encoded 

on the source host and /or after the data is decoded on the destination host. 
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Disadvantages 

Host-based IDSs are costly (in money and time) to manger as they have to be 

managed and configured at each observed host. While the NIDSs have an IDS 

sensor for many observed systems, HIDSs each of them have an IDS. 

 If the analysis station constructed within the monitored host, the IDS can be 

handicapped when an attack gets success on the machine. 

 They are not accurate for detecting attacks on whole network (for instance, 

port scans) since the IDS only analyses the packets of network that been 

delivered to it. 

 They can be handicapped by specific Denial of Service attacks. 

 HIDSs use resources of the host that they are observing, impacting its 

performance. 

 

1.3.3.2 Analysis Type 

There are two methods of analyzing events for detecting attacks: Misuse detection 

(signature) and anomaly detection. 

 The misuse detection is the technique used widely by most commercial systems. 

Where anomalies detection, in which the analysis investigates strange or unusual 

patterns of activity.  

 Signature-based Detection here detectors analyze system activities to find events 

matching a pattern that already been identified and documented by the researchers 

as an attack. They collect network traffic and then proceed to analyze it. 

The analysis is depending on a comparison of patterns. The system has a database 

of attack patterns and it goes to compare the incoming data with database of 

attacks when a match is reached then warning will go off (Fernandez, M. D. M et 
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al., 2008). 

These systems play a big deal in detecting attacks but they still generate a large 

number of false positives (FP). Therefore, it is necessary to get regulated (tuning 

period) as short as possible. The suitable operation of such a system relies not just 

on a good installation and configuration, but also on the fact that attack's pattern 

in database should be updated. 

 

Advantages 

 Signature detectors are effective because they don't generate a large number of 

false alarms. 

 They can diagnose quickly and accurately the use of a specific attack 

technique.  

 

Disadvantages 

 Signature detectors can detect only the attacks which they already known 

previously, so they must be continually updated with a new attacks signatures. 

 Most of signature detectors are designed in such to be used with very tight       

patterns that prevent them from detecting common attacks. 

 

Anomaly Detection 

Unusual behavior identification is focusing point for anomaly detection withier in 

a host or a network. The basic consideration with anomaly detection is assuming 

that the activities of attacks are different from the normal. Anomaly detectors 

create profiles representing the normal behavior of hosts, users, or connections of 

Networks. 
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These profiles are created from historical data gathered within normal operation. 

The IDS collect data from the events and use a variety of measures to specify 

when the monitored activity differentiated from normal activity (Chandola, V et 

al., 2009). The measures and techniques used in anomalies detection covers: 

 

 Detecting a threshold on specific features of user behavior. For instance, 

behavior attributes may have the number of files that can be accessed by a user 

in a given time period, the number of failed attempts to enter the system and 

the number of CPU used by a process. 

 Statistic measures that can be parametric, where it is supposed that the 

distribution of the profiled attributes fits for a specific pattern, or non -

parametric, where the distribution of the profiled features is learnt by historical 

values extracted over time. 

 

Advantages 

 The IDSs based on anomaly distinguishes detect abnormal behavior. Thus 

they have the capability to detect malicious (attack) for which they have no 

determined knowledge. 

 Anomaly detectors can investigate information that is very useful to identify 

new patterns for Misuse detection. 

Disadvantages 

 The detection of anomalies might lead to produce a high number of false 

alarms because the unpredictable behavior of networks and users as well. 

 Hard training is required to characterize patterns of normal behavior in 

anomaly detector. 
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1.3.3.3 Response 

An IDS reacts, once the events have been analyzed and an attack has been 

revealed. Responses mostly cluster into two categories: active and passive. The 

passive IDSs introduce serves for others by sending reports to some others who 

then going to take action in that case, if it is appropriate.  Where active IDSs 

launch replies to such attacks automatically (Maiwald et al., 2001). 

Passive Response 

In this type of IDS, the system users or the security manager are notified on what 

is happen. It is also good to alert the administrator of the site/system on which 

type of attack was launched, but the attacker has ability to monitor the email of 

the organization or that he has used unauthorized IP for attack purpose. 

Active Response 

It is automatic actions that can be taken when specific types of intrusions are 

detected. Two different categories can be set: 

 Collection of additional information:  The sensor’s sensitivity level are going 

to be increased in order to obtain more evidences of the possible attack (e.g. 

all packets going to be caught by the source that starts the attack, during a 

certain of time). 

 Changing the environment: In this case also active response can stop the 

attack; For example, with TCP connection, the session can be closed while 

injecting TCP RST segments to the victim and the attacker, or filter the IP 

address of the intrusion.  
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1.3.3.4 Detection Time 

Two fundamental groups can be defined, those which detect intrusions within real 

time (in-line) and those which process audit data with off-line situation. 

Some systems that utilize in-line detection IDS can also deal with offline 

detection (Lee, W et al 2001). Therefore, this kind of systems call hybrid which 

they can detect intrusions in two cases on-line and off-line. Figure 1.4 below 

shows the classifications of IDS  

 

 

Figure 1.4: IDS Classification 

 

1.3.4 IDS Architecture 

In practical case whole intrusion detection systems have some well-defined parts 

that are explained in the next points: 

 Application data collection sources: The space for collection of data for 

current or future analysis. It can be a system, or elements situated in the 

system itself, or a network (Garfinkel, T, et al., 2003) 

  Rules: Are often those that categorize the violations that may be promised. 

 Filter: This part is in charge of adjusting rules used for the getting data. 
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 Alarm or report generator: As soon as the data has processed by using filter 

rules, if there is any case that lead to give an impression that the system 

security has been known for others, this part of the intrusion detector sent 

reports to the administrator about this fact (by mail, sms,  alerts...) as shown 

in figure 1.5. 

 

Figure 1.5: Typical IDS Architecture 

 

1.3.5 Where to Place an IDS 

There are a lot of ways to add the IDS tools to any kind of network; each has its 

advantages and drawbacks. The best selection would be a compromise between 

cost and wanted features, while remaining a high level of advantages and a 

controlled amount of disadvantages, all depends on the needs of the organization. 

For this reason, IDSs position within a network provide different features. That is 

why we will see various possibilities in the same network.  

For instance, demilitarized zone (DMZ) which is the area between the internal 

network and internet. It designed to supply public facilities without getting access 

to the private network of the organization as shown in figure 1.6. This subnet are 
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always located the major services like, DNS, HTTP and other facilities (Stewart, 

J.m et al., 2006). 

 

 

Figure 1.6: Typical Network Scenario 

 

1.3.5.1 In Front of the External Firewall 

In this design position, IDS will monitor all the incoming and outgoing traffic of 

the network, this means it also will monitor the number and type of attacks against 

the organization architecture, and the external firewall. IDSs of this location 

should be created with a low sensitivity since false alarms number is high. 

The major disadvantages of this location are that the IDSs doesn't have ability to 

detect attacks which they use in their communications some technique to hide 

information such as encryption algorithms (Tayrani, R, et al., 2003). Figure 1.7 

shows the general design when the IDS located in front of external firewall. 
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Figure 1.7: IDS in Front of External Firewall 

  

1.3.5.2 Behind the External firewall 

Another choice is to place the IDS in the demilitarized zone (DMZ), between two 

firewalls. 

Intrusions that can pass through the major firewall are monitored. Attacks on 

servers that supply public services can be detected easily. The recognition of the 

most common attacks improves the major firewall configuration to be capable to 

prevent them next time. 

Such in previous case, the drawbacks increase if attacker use encrypted technique 

for attacks. This area has less false alarms (Maiwald et al., 2001). To know the 

exact position of this design, figure 1.8 shows the location of IDS within DMZ. 
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Figure 1.8: IDS in the DMZ 

 

1.3.5.3 Behind the Second Firewall 

 

IDS is located between the internal network and second firewall in this case. It 

will not listen to any internal traffic due to it is not inside the internal network. 

This IDS should be less effective than those mentioned previously, because the 

volume of traffic is less at this point. 

A fewer false alarms will occur in such this point of the network, so it is necessary 

to study immediately any alarm from the IDS (Fernandez, M. D. M et al., 2008).  

This implementation might make these systems particularly suffer from attacks, 

not only form outside of network system but as well inside their own 

infrastructure. Figure 1.9 shows an example for the location of IDS which it 

located after second firewall. 
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Figure 1.9: IDS After the second Firewall 

 

 

1.3.6 Common Types of Network and Computer Attacks 

Without doubt, security measures and controls in place are very significant for the 

systems and without them information or data might be compromised to attackers. 

Some attacks are passive which means, information is monitored; others are 

active, meaning the information is changed or modified with intent to destroy the 

data or the network itself or they corrupt both data and network (Needham et al., 

2008). 

Networks and the data within any system are vulnerable to any of the following 

types of attacks when they do not have a security plan in place. 

 

Eavesdropping 

Generally, the most of network communications occur in an unsecured 

environment that allows an attacker who has got access to paths of data in in such 

network to "listen in" or read the traffic. When the communications been 

eavesdropped by an attacker, it is indicating to as sniffing or snooping (Dai, H, N., 
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2013). The capability of an eavesdropper to monitor the network is usually the 

biggest security issue that administrators might face in most of systems. 

Therefore, the strong encryption services that are based on cryptography are 

required to prevent the eavesdropper to read the data by others. 

 

Data Modification 

After data been read by an attacker, the following logical step is to change it. An 

attacker can alter the data in the packet and the sender or receiver doesn't notice 

the changing. Some of systems do not require confidentiality for all 

communications but no one want has messages to be modified during transit (Al-

Ofeishat et al., 2012) 

  

Identity Spoofing (IP Address Spoofing) 

Most operating systems and network use the IP address of a computer or any 

connection device to identify a valid entity. However, it is possible for an IP 

address to be incorrectly assumed (identity spoofing). Surprisingly, an attacker 

may also use certain programs to create IP packets that appear made from valid 

addresses (Yaar et al., 2006). 

 

Password-Based Attacks 

A common similarity of most network and security plans operating system is 

password-as access control technique. So any one can get users user name and 

password he\she act as the actual user (Abdalla et al., 2005). 
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Traditional applications do not always protect information of identity as it is 

passed among the network for validation. This might allow an eavesdropper to 

gain access to the network by posing as a valid user. 

After getting access to the network with a correct account, an attacker has ability 

to do any of the following: 

 Get lists of valid user, computer names and network information. 

 Alter network configurations and server, including routing tables and access 

controls. 

 Delete users data, modify, reroute. 

 

Denial-of-Service Attack 

It differs from a password-based attack, the denial-of-service attack not allow 

normal use of users computer or network by valid users (Mirkovic et al., 2004). 

     The attacker can do any of the following after getting access to the network: 

 Randomize the attention of users internal staff's Information Systems so they 

do not notice the intrusion directly, which lead to the attacker make more 

attacks within the diversion. 

 Send invalid data to network or services applications, which result to 

abnormal termination or behavior of the services or applications. 

 Flood the entire network or a computer with traffic to shut down by an 

overload. 

 Lead to Loss of access to network resources by authorized users due to traffic 

block by DOS attack. 
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Man-in-the-Middle Attack 

As the name refers, a man-in-the-middle attack occurs when someone is in the 

middle between two communicating persons is actively capturing, monitoring and 

communication transparently controlling. For example, re-routing is one of the 

DOS possible options while data exchanging. When computers are 

communicating at low levels of the network layer, the computers may not be able 

to determine whom is on the other side of communications. 

Man-in-the-middle attacks are such someone assuming your identity in order to 

read your message (Desmedtet al., 2011). The person on the other end might trust 

it is you because the attacker might be replying actively like you to keep the 

exchange of messages going on and getting more information.  

 

Compromised-Key Attack 

A key is number or a secret code necessary for information security. Although 

having a key is a difficult and an attacker needs to resource-intensive process, it is 

possible. After an attacker getting a key, that key is indicated to as a compromised 

key. 

An attacker utilize the compromised key to get access to a secured communication 

without noticing the sender or receiver of the attack. With the compromised key, 

the attacker can modify or decode data, and try to use the compromised key to 

compute others keys, which may lead the attacker to access to other secured 

communications (Newsome et al., 2004). 
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Sniffer Attack 

A sniffer is a device or an application that can monitor, read and capture network 

information or data exchanges and read network packets. If the packets are not 

encoded, then a sniffer able to view of the data inside the packet. Even though, 

tunneled packets can be broken, open and read, but the attacker cannot have 

access to the keys because they are encrypted (Trabelsi et al., 2005).  

 Any of the following can be done by a sniffer attack: 

 Analyze the network and obtaining the information which it cause the 

network to be corrupted or to become crashed. 

 Read the whole communications. 

 

Application-Layer Attack 

An application-layer attack goals application servers exactly causing an error in 

applications or a servers of operating system. This lead to the attacker winning the 

ability to bypass normal access controls (Xie et al., 2009). The attacker utilize of 

this situation, gaining control of the application, network, or system, and able to 

do any of the following: 

 Read, delete, add, or modify the operating system or data. 

 Send a virus program that able to control software applications and computers 

then it can copy whatever data they want. 

 Send a sniffer program for analyzing the network or system and obtain 

information that can be used to break or to corrupt the systems and network. 

 Abnormally terminate operating systems or the user's data applications. 

  It tries to stop other security controls to be able for future attacks. 
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According to the researches; we find out that users of computer who are almost 

connected across network physical or wireless environment are insensible of the 

fact that they are vulnerable to the hazard of menace. Because of the growth in 

high-speed evolution of the internet day by day. Valuable and sensitive 

information separated everywhere in the network. In addition, real-time is almost 

provided by the internet to the users, there are problems in security information 

which some of them are visible to threats. Nowadays, Servers are the most 

possible part of systems that are under threats of attackers and might make them 

paralyzed which costs a large amount of financial loss and a viability of business. 

Yahoo suffered from DDos attack and was disabling to continue serve around one 

million users for three hours, at 7
th

 February 2000. One day after the incident 

appeared on the other online providers such as Buy.com, Amazon, eBay and CNN 

which lead these providers to loss near to 1.1 million USD $. Figure 1.10 is a 

statistic from Malaysia Computer Emergency Response Team (MYCERT) 

sourced from http://www.mycert.org.my, showing raise the number of attack 

reports growth on monthly basis throughout the year 2015. 

 

Figure 1.10: Statistic of Reported Incident in 2015 

http://www.mycert.org.my/
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Figure 1.10 shows the statistic of the reported incident based on general incident 

in 2015, source from http://www.mycert.org.my. 

 

 

Figure 1.11: Graph of Reported Incident in 2015 

 

1.4      Problem Statement 

Without doubt, good anomaly detection in IDS must achieve high accuracy and 

detection rate, at the sometime false alarm rate have to be low as much as possible 

to be reliable IDS. At the recent year, there has been a huge effort to enhance the 

existing technique for anomaly detection because of high false alarm rate as well 

as average rate of accuracy and detection rate. In addition, the performance of 

single classifier has the weakness of classification the incoming data due to it 

classifies the unknown attacks during the detection process by wrong way which 

lead to reduce the performance of  detection in term of accuracy and detection 

rate. To improve the efficiency of anomaly detection, we need to solve some 

http://www.mycert.org.my/
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issues like predicating attacks as a normal data and predicating normal data as an 

attack. 

 

In specific, many hybrid approaches have been introduced for anomaly detection 

in IDS and they have been successfully determined a number of intrusions 

correctly like , combining K-Means clustering with MLP classifier (Lisehroodi, 

M. M et al., 2014), gathering X-Means clustering with RF classifier (Juma, S, et 

al., 2014), combining K-means clustering with Naïve Bayes Classifier (Yassin, W 

et al., 2013) random forest sand weighted K-Means (Reda M. el basiony et at., 

2013), K-Means clustering technique and 1R classifier (Muda, Z et at .,2011), 

combining BIRCH Clustering with SVM classifier (Horng et al., 2011), selection 

of features with SVM (Amiri et al., 2011), Fuzzy Multi-Class Support Vector 

(Haibin Zhuet et al., 2010); but there are still chance  to  enhance the accuracy and 

detection rate at the same time decrease false alarm rate .  

The presence of false alarm rate with moderate accuracy and detection rate can be 

a potential issue for most of proposed approaches. To solve these drawbacks, we 

suggest a new hybrid approaches that combines X-Means clustering (XM) and 

Multilayer Perceptron classification technique (MLP) for anomaly detection in 

IDS. 

 

1.5 Objective of Research 

The main goal of this research is to raise the rate of accuracy and detection and 

lower the rate of false alarm by proposing an enhanced method (XM-MLP). The 

X-Means (XM) clustering technique has chosen to gather each data according to 

their behavior. Then, classifier technique (MLP) goes to classify clustered data 
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into attack and normal. The outcome consists of four categories: true positive, true 

negative, false positive and finally false negative. 

 

1.6 Scope of Research  

The domain of this research is in hybrid mining approach, which can be utilized 

for analyze the data to find the suitable patterns to separate normal instance and an 

attack instance in correct way. For this purpose, we combine two kind of 

techniques; one of them uses for clustering incoming data to the system which it 

calls X-Means clustering and the second one used for classifying clustered data 

which it calls Multi-layer perceptron (MLP) classification. Moreover, the 

proposed hybrid approach will be evaluated by using ISCX 2012 benchmarking 

which it created to assess the new approaches for IDS in term of accuracy 

detection rate and false alarm rate. 
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1.7 Thesis Structure 

This thesis organized based on the standard organization and arrangement of 

thesis for Universiti of Putra Malaysia (UPM). It divided into six chapters as 

follow:  

 

Chapter 1- Introduction. This chapter explains the important information on 

computer and network security. Then, it focuses on IDSs in general as a security 

tool at the same time it clarifies the current security issues forms the problem 

statement and research objective. 

Chapter 2- literature Review. This chapter introduces review study on related 

work to Intrusion detection system in general. Then, it specifies the review to 

hybrid approaches which they are widely used by the researcher and they consider 

as research area for this thesis. After that, it goes to compare between some of 

reviewed hybrid approaches. 

Chapter 3- Research Methodology. This chapter demonstrates the research steps, 

which consist of problem identification, dataset selection, and design of proposed 

approach, implantation of proposed hybrid approach and finally experiment and 

analysis. 

Chapter 4- Proposed Hybrid Mining Approach. This chapter demonstrates the 

combination of two data mining approaches and clarifies the process and 

functions each of them as single approach. Then, it shows steps of hybrid 

algorithm that combines both clustering and classification. 

Chapter 5-Result and Discussion. This chapter shows the result that been obtained 

by single classifier, proposed hybrid approach and also the result of previous 

hybrid approach by (Lisehroodi, M. M et al., 2014) and other previous hybrid 
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approaches. Then it shows the comparison of single and previous hybrid approach 

against proposed hybrid approach. 

Chapter 6-Conclusion and Future Work. This chapter summarizes the whole 

research concept and goes to introduce the plane and concept of future work. 
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