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About the Journal

Overview

Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes
the scientific outputs. It neither accepts nor commissions third party content.

Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the
publication of original papers, it serves as a forum for practical approaches to improving quality in issues
pertaining to science and engineering and its related fields.

JST is a quarterly (January, April, July and October) periodical that considers for publication original
articles as per its scope. The journal publishes in English and it is open to authors around the world
regardless of the nationality.

The Journal is available world-wide.

Aims and scope

Pertanika Journal of Science and Technology aims to provide a forum for high quality research related
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics,
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology,
engineering, engineering design, environmental control and management, mathematics and statistics,
medicine and health sciences, nanotechnology, physics, safety and emergency management, and
related fields of study.

History

Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the
interdisciplinary strengths of the university.

After almost 25 years, as an interdisciplinary Journal of Science & Technology, the revamped journal
now focuses on research in science and engineering and its related fields.

Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.

Quality

We aim for excellence, sustained by a responsible and professional approach to journal publishing.
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission
to publication for the articles averages 5-6 months.

Abstracting and indexing of Pertanika

Pertanika is almost 40 years old; this accumulated knowledge has resulted in Pertanika JST being
abstracted and indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge [BIOSIS & CAB Abstracts],
EBSCO & EBSCOhost, DOAJ, ERA, Cabell’s Directories, Google Scholar, MyAIS, ISC & Rubriq (Journal
Guide).



Future vision

We are continuously improving access to our journal archives, content, and research services. We have
the drive to realise exciting new horizons that will benefit not only the academic community, but society
itself.

Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.

Publication policy

Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration
by two or more publications. It prohibits as well publication of any manuscript that has already been
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript
that has been published in full in Proceedings.

Code of Ethics

The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php

International Standard Serial Number (ISSN)

An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media—print
and electronic. All Pertanika journals have ISSN as well as an e-ISSN.

Journal of Science & Technology: ISSN 0128-7680 (Print); ISSN 2231-8526 (Online).

Lag time
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks).
The elapsed time from submission to publication for the articles averages 5-6 months.

Authorship

Authors are not permitted to add or remove any names from the authorship provided at the time of
initial submission without the consent of the Journal’s Chief Executive Editor.

Manuscript preparation
Refer to Pertanika’s INSTRUCTIONS TO AUTHORS at the back of this journal.

Most scientific papers are prepared according to a format called IMRAD. The term represents the first
letters of the words Introduction, Materials and Methods, Results, And, Discussion. IMRAD is simply
a more ‘defined’ version of the “IBC” [Introduction, Body, Conclusion] format used for all academic
writing. IMRAD indicates a pattern or format rather than a complete list of headings or components of
research papers; the missing parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, and
References. Additionally, some papers include Acknowledgments and Appendices.

The Introduction explains the scope and objective of the study in the light of current knowledge on the
subject; the Materials and Methods describes how the study was conducted; the Results section reports
what was found in the study; and the Discussion section explains meaning and significance of the results
and provides suggestions for future directions of research. The manuscript must be prepared according
to the Journal’s INSTRUCTIONS TO AUTHORS.

Editorial process

Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript,
and upon the editorial decision regarding publication.
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Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication
are usually sent to reviewers. Authors are encouraged to suggest names of at least three potential

reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final
choice. The editors are not, however, bound by these suggestions.

Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are
accepted conditionally, pending an author’s revision of the material.

As articles are double-blind reviewed, material that might identify authorship of the paper should be
placed only on page 2 as described in the first-4 page format in Pertanika’s INSTRUCTIONS TO AUTHORS
given at the back of this journal.

The Journal’s peer-review

In the peer-review process, three referees independently evaluate the scientific quality of the submitted
manuscripts.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and
weaknesses of written research, with the aim of improving the reporting of research and identifying the
most appropriate and highest quality material for the journal.

Operating and review process

What happens to a manuscript once it is submitted to Pertanika? Typically, there are seven steps to the
editorial review process:

1. The Journal’s chief executive editor and the editorial board examine the paper to determine
whether it is appropriate for the journal and should be reviewed. If not appropriate, the
manuscript is rejected outright and the author is informed.

2. The chief executive editor sends the article-identifying information having been removed, to
three reviewers. Typically, one of these is from the Journal’s editorial board. Others are
specialists in the subject matter represented by the article. The chief executive editor asks
them to complete the review in three weeks.

Comments to authors are about the appropriateness and adequacy of the theoretical or
conceptual framework, literature review, method, results and discussion, and conclusions.
Reviewers often include suggestions for strengthening of the manuscript. Comments to the
editor are in the nature of the significance of the work and its potential contribution to the
literature.

3. The chief executive editor, in consultation with the editor-in-chief, examines the reviews and
decides whether to reject the manuscript, invite the author(s) to revise and resubmit the
manuscript, or seek additional reviews. Final acceptance or rejection rests with the Edito-
in-Chief, who reserves the right to refuse any material for publication. In rare instances,
the manuscript is accepted with almost no revision. Almost without exception, reviewers’
comments (to the author) are forwarded to the author. If a revision is indicated, the editor
provides guidelines for attending to the reviewers’ suggestions and perhaps additional advice
about revising the manuscript.

4. The authors decide whether and how to address the reviewers’ comments and criticisms and
the editor’s concerns. The authors return a revised version of the paper to the chief executive
editor along with specific information describing how they have answered’ the concerns
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit
a rebuttal if there is a need especially when the author disagrees with certain comments
provided by reviewer(s).



The chief executive editor sends the revised paper out for re-review. Typically, at least one of
the original reviewers will be asked to examine the article.

When the reviewers have completed their work, the chief executive editor in consultation
with the editorial board and the editor-in-chief examine their comments and decide whether
the paper is ready to be published, needs another round of revisions, or should be rejected.

If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to
the Press. The article should appear in print in approximately three months.

The Publisher ensures that the paper adheres to the correct style (in-text citations, the
reference list, and tables are typical areas of concern, clarity, and grammar). The authors are
asked to respond to any minor queries by the Publisher. Following these corrections, page
proofs are mailed to the corresponding authors for their final approval. At this point, only
essential changes are accepted. Finally, the article appears in the pages of the Journal and is
posted on-line.
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Foreword

Welcome to the Third Issue 2018 of the Journal of Science and Technology (JST)!

Pertanika bids farewell to Dr. Nayandeep Singh Kanwal whose service ended this month.
We thank him for his contribiutions and wish him every success in his future endeavour.

JSTis an open-access journal for studies in science and technology published by Universiti
Putra Malaysia Press. It is independently owned and managed by the university and is
run on a non-profit basis for the benefit of the world-wide science community.

This issue contains 45 articles, of which four are review articles, one is a short
communication and 40 are regular research articles. The authors of these articles hail
from several countries namely, Malaysia, Indonesia, Germany, Denmark, Afghanistan,
Saudi Arabia, Canada, Italy, India, Iraq and Iran.

The first review article in this issue reports briefly on remotely sensed imagery data
application in a mangrove forest (Zulfa, A. W. and Norizah, K.), while the second is on a
preliminary study on paper-sheet-based epoxy composites designed for repairing work
application and their properties (Muhamad Hellmy Hussin). The next review article
looks at platelet transcriptome-based approaches in the fight against dengue and other
diseases (Suppiah, J., Sakinah, S., Chan, S. Y., Wong, Y. P, Bala, J. A., Lawal, N., Benelli,
G., Subbiah, S. K. and Chee, H. Y.), while the final review article examines forensic body
height estimation by measuring unsegmented fingers of Javanese subjects in Indonesia
(Athfiyatul Fatati and Myrtati D. Artaria).

The short communication discusses the effectiveness of the quick coherence technique
using the heart rate variability-biofeedback technology on the recovery of heart
coherence among university students (Abdul Qahar Sarwari and Mohammad Nubli
Wahab).

The 40 regular articles cover a wide range of topics. The first article is on the association
of FDG-PET (SUVmax) and an inflammatory marker in predicting tumour aggressiveness
(Ahmad Saad, F. F., Abdullah, N. S., Shaharuddin, S. and Nordin, A. J.). The following
articles look at: a comparative analysis of contrast enhancement techniques for medical
images (Randeep Kaur, Meenu Chawla, Navdeep Kaur Khiva and Mohd Dilshad Ansari);
the preparation and thermal properties of cellulose acetate/polystyrene blend nanofibres
via the electrospinning technique (Rosdi, N. H., Mohd Kanafi, N. and Abdul Rahman,
N.); an experimental analysis of condensation in a helical coil tube (Rashed Ali and Nitin
P Gulhane); a modified wiener filter for restoring landsat images in remote sensing
applications (Kalaivani K and Asnath Victy Phamila Y); GPU-based optimisation of pilgrim
simulation for hajj and umrah rituals (Abdur Rahman Muhammad Abdul Majid, Nor
Asilah Wati Abdul Hamid, Amir Rizaan Rahiman and Basim Zafar); ultrasound-assisted



extraction of natural colourants from the husk of cocos nucifera in comparison with
agitated-bed extraction (Rodiah, M. H., Nur Asma Fhadhila, Z., Noor Asiah, H. , Aziah,
M. Y. and Kawasaki, N.); distinct pH-dependent aggregation of citrate-capped colloidal
gold in presence of citrate competitors (Fatemeh Javadi-Zarnaghi, Fahimeh Hosseini and
Dorsa Mohammadrezaei); experimental evaluation of jatropha oil methyl ester (JOME)
and fish oil methyl ester (FOME) in a compression ignition engine with exhaust gas
recirculation (K. Bhaskar and S. Sendilvelan); decomposition of benders for distribution
networks with a cross-docking centre (Manpreet Singh, Divya Aggarwal and Vijay Kumar);
distance correlation between plaintext and hash data by genetic algorithm (Farjami, Y.,
Rahbari, D. and Hosseini, E.); simulation of fermentation compounds for bioethanol
production using different separating agents (S. M. Anisuzzaman, D. Krishnaiah, A. Bono,
F. A. Lahin and Syazryn R. 1.); the study of time lag on plant growth under the effect
of toxic metal as a mathematical model (Kalra, P. and Kumar, P.); optimisation of the
multireservoir operation policy using a teaching-learning-based optimisation algorithm
(Jayantilal N. Patel and Pranita N. Balve); determination of the optimal pre-processing
technique for spectral data of oil palm leaves with respect to nutrients (Helena Anusia
James Jayaselan, Wan Ishak Wan Ismail, Nazmi Mat Nawi and Abdul Rashid Mohamed
Shariff); a novel entropy algorithm for state sequence of the Bakis Hidden Markov
Model (Jason Chin-Tiong Chan and Hong Choon Ong); a portable and low-cost multi-
sensor for real-time remote sensing of water quality in agriculture (Sandeep Bansal
and G. Geetha); an adaptive mechanism to optimise routing performance in mobile ad
hoc networks (B. Nithya, C. Mala and Abhishek Agrawal); design of the side-sensitive
group runs chart with estimated parameters based on expected average run length (You
Huay Woon); DSSBD, an intelligent decision-support system for residual life estimation
of the PN junction diode (Shivani and Cherry Bhargva); theoretical development of
biaxial fabric prestressed composites under tension-tension fatigue loading (Nawras H.
Mostafa, Z. N. Ismarrubie, S. M. Sapuan and M. T .H. Sultan); drying characteristics of
curcuma longa using solar dryer (Fhelix August Soebiantoro, Elieser Tarigan, Lie Hwa,
Violita Putri Halim and Lanny Sapei); exploration of tritrophic interaction for enhancing
conservation biological control of insect pests in the role of analytical chemistry (Surjani
Wonorahardjo, Nurindah, Dwi Adi Sunarto, Sujak and Setya Ayu Aprilia); OPH-LB, an
optimal physical host for load balancing in a cloud environment (Sakshi Chhabra and
Ashutosh Kumar Singh); an evaluation of network intrusion detection systems through
a statistical analysis of the CIDDS-001 dataset using machine-learning techniques
(Abhishek Verma and Virender Ranga); protocols-performance investigation using ad hoc
WLAN for healthcare applications (Piyush Yadav, Rajeev Agrawal and Komal Kashish);
detection of spam using particle swarm optimisation in feature selection (Surender Singh
and Ashutosh Kumar Singh); evaluation of the ball-milling process for the production of
carbon particles from rice straw waste (Asep Bayu Dani Nandiyanto, Rosi Oktiani, Rena
Zaen, Ari Arifin Danuwijaya, Ade Gafar Abdullah and Nuria Haristiani); implementation
of a markerless augmented reality method to visualise the philosophy of batik based



on android (Isma Widiaty, Ivan Yustiawan, Yudi Wibisono, Ade Gafar Abdullah, Cep
Ubad Abdullah and Lala Septem Riza); metaheuristicopt, an R package for optimisation
based on meta-heuristics algorithms (Lala Septem Riza, lip, Eddy Prasetyo Nugroho and
Munir); a natural circulation system for advanced fast reactors with lead-bismut as a
coolant (Ade Gafar Abdullah, Zaki Su’ud and Asep Bayu Dani Nandiyanto); using the jolly
balance spring method to determine the pure water surface tension coefficient (Duden
Saepuzaman, Muhamad Gina Nugraha, Regiana Dewi, Fitri Kafiyani and Fanny Herliyana
Dewi); an analysis of attacks on mail disposition systems secured by digital signatures
equipped with AES and RSA algorithms (Herbert Siregar, Enjun Junaeti and Try Hayatno);
the technical efficiency chemical industry in Indonesia using the stochastic frontier
analysis (SFA) approach (Amir Machmud, Asep Bayu Dani Nandiyanto and Puspo Dewi
Dirgantari); a validation of UML model and OCL expressions using the USE tool (Arifa
Bhutto and Dil Muhammad Akbar Hussain); a photonic crystal-based micro mechanical
sensor in an SOI platform (Indira Bahaddur, Preetha Sharan and P. C. Srikanth); an
adaptive MOEMS-based micro pressure sensor using photonic crystal (Johnson, O. V. and
Preeta Sharan); photonic crystal-based micro interferometer biochip (PC-IMRR) for early
stage detection of melanoma (Nandhini, V. L., K. Suresh Babu, Sandip Kumar Roy and
Ketan Pandit); cheat-proof communication through a cluster head (C3H) in a mobile ad
hoc network (Abu Sufian, Anuradha Banerjee and Paramartha Dutta); and wavelength
selectivity using an adaptive shortest path algorithm for optical network (Piruthiviraj P,
Preeta Sharan and Nagaraj Ramrao).

| anticipate that you will find the evidence presented in this issue to be intriguing,
thought-provoking and useful in setting new milestones. Please recommend the journal
to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review
process involving a minimum of two reviewers comprising internal as well as external
referees. This was to ensure that the quality of the papers justified the high ranking
of the journal, which is renowned as a heavily-cited journal not only by authors and
researchers in Malaysia but by those in other countries around the world as well.

I would also like to express my gratitude to all the contributors namely, the authors,
reviewers and editors for their professional contribution towards making this issue
feasible.

JST is currently accepting manuscripts for upcoming issues based on original qualitative
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Prof. Dato’ Dr. Abu Bakar Salleh
executive editor.pertanika@upm.my
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ABSTRACT

The mangrove forest ecosystem acts as a shield against the destructive tidal waves, preventing the coastal
areas and other properties nearby from severe damages; this protective function certainly deserves
attention from researchers to undertake further investigation and exploration. Mangrove forest provides
different goods and services. The unique environmental factors affecting the growth of mangrove forest
are as follows: distance from the sea or the estuary bank, frequency and duration of tidal inundation,
salinity, and composition of the soil. These crucial factors may under certain circumstances turn into
obstacles in accessing and managing the mangrove forest. One effective method to circumvent this
shortcoming is by using remotely sensed imagery data, which offers a more accurate way of measuring
the ecosystem and a more efficient tool of managing the mangrove forest. This paper attempts to review
and discuss the usage of remotely sensed imagery data in mangrove forest management, and how they
will improve the accuracy and precision in measuring the mangrove forest ecosystem. All types of
measurements related to the mangrove forest ecosystem, such as detection of land cover changes, species
distribution mapping and disaster observation should take advantage of the advanced technology; for
example, adopting the digital image processing algorithm coupled with high-resolution image available
nowadays. Thus, remote sensing is a highly efficient, low-cost and time-saving technique for mangrove

forest measurement. The application of this

technique will further add value to the mangrove

forest and enhance its in-situ conservation and

protection programmes in combating the effects of
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MANGROVE FOREST

The mangrove forest forms an intertidal ecosystem represented by a variety of tree species
that grows mainly along the tropical and subtropical coasts worldwide (Kovacs et al., 2011).
Mangrove forest is characterised by dicotyledonous woody shrubs or trees that are virtually
confined to the tropics (Hogarth, 2007). Mangrove forest is a highly productive ecosystem
usually scattered along the intertidal zone of the low-energy tropical coastlines (Kathiresan et
al., 2001 and Lugo et al., 1974). These unique forests grow abundantly in the saline soil and
brackish water, subject to periodic fresh and salt water inundation; they are generally found
along the sheltered coast where all vegetation adapt to a highly saline environment that would
normally be uninhabitable for other kinds of trees (Ibharim et al., 2015).

According to Giri et al. (2011), approximately 13.7 million km? of mangrove forest exist
worldwide in 118 countries and territories within the tropical and subtropical regions of the
world in 2000. During the time this review was written, accurate, up-to date and reliable
information about mangrove forest coverage worldwide was not available. Thus, this study
reports the statistics of the mangrove forest 11 years ago (Spalding et al, 2010; Giri et al.,
2011). According to Giri et al. (2016) and Ghosh et al. (2016), due to the climate change issues
and anthropogenic factors, the mangrove forest ecosystem was under pressure. Anthropogenic
activities and climate change has led to degradation, pollution, sea-level rise, coastal erosion,
increased salinity, increased number of cyclones and higher levels of the storm to the mangrove
forest. Over the past 3 decades, the world has lost almost 50% of the mangrove forest areas
(Ostietal., 2009). Spalding et al. (2010) reported that based on the 2006 record from Food and
Agriculture Organization, (FAO), Asia had the biggest mangrove forest cover, about 40.4%,
followed by America 30.4%, Africa 18.4%, Africa 18.4%, Australasia 6.7%, Pacific Ocean
3.8% and Middle East 0.4% (Figure 1). Asia has 25 countries with mangrove forest under a
wide range of climatic conditions such as Arid (Arabian Peninsula), Subtropical (China and
Japan) and Humid tropical (Southeast Asia). Table 1 shows the 12 countries with the largest
mangrove forest areas in the world; Indonesia has the biggest mangrove forest area in the
world with 31,894 km? covering about 20.9% of 68% of the world’s mangrove forest area in
2006 (Spalding et al., 2010).
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ANTARTICA

Figure 1. World mangrove forest distribution (Spalding et al., 2010)

Table 1

Mangrove forest coverage in the World (Spalding et al., 2010)

Countries Region Area (km?)
Indonesia Asia 31,894
Brazil South America 13,000
Australia Australia 9910
Mexico North and Central America 7710
Nigeria Africa 7356
Malaysia Asia 7097
Myanmar Asia 5029
Bangladesh Asia 4951
Cuba North and Central America 4944
India Asia 4326
Papua New Guinea Oceania 4265
Colombia South America 4079
Total 104,561

Humans benefit in many ways from the mangrove forest ecosystem, directly or indirectly such
as forest products (Kridiborworn et al., 2012; Walters, 2005; Kairo et al., 2002; Adegbehin,
1993), fisheries (Rhyma & Norizah, 2016; Thu & Populus, 2007; Manson et al., 2005;
Ronnbéck, 1999; Feller & Sitnik, 1996), and protection against natural disaster (Pearce, 2014;
Danielsen et al., 2005; Feller & Sitnik, 1996). From all the benefits gained and impacts reported
from the mangrove forest function, the role of mangrove forest in ecological significance is

very important; there is an urgent need to examine the role and function of the mangrove forest
periodically. Monitoring the spatial and temporal changes of the mangrove forest area is the first
step in this process. However, it is a costly and laborious task to obtain reliable, accurate and
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timely information, especially when dealing with a tidal event in relation to unique mangrove
forest characteristics.

By employing the manual surveying method, it is impossible to identify changes in a large
mangrove forest area with a tidal event. However, with the modern technologies of monitoring
such as satellite remote sensing and digital image processing algorithm, monitoring work can
be done in a couple of hours or days and details can be mapped with improved accuracy and
precision (Giri, 2016; Ibrahim et al., 2015; Heenkeda et al., 2014; Rao et al., 2014; Ibrahim
et al., 2013; Chun et al., 2011; Wang & Sousa, 2009). These articles review and discuss the
use of satellite images in the mangrove forest and the details that can be mapped from the
satellite image of this era; i.e., detection of land cover changes, species distribution mapping
and disaster observation.

REMOTE SENSING

Remote sensing is the science of obtaining information about objects or areas from a distance,
typically from the aircraft or satellite known as a sensor. There are two categories of sensors:
passive and active sensors. A passive sensor will detect the sunlight radiation reflected from
the earth and thermal radiation in the visible and infrared of the electromagnetic spectrum
(Barrett, 2013; Tyo et al., 2006; Turner et al., 2003; Fingas & Brown, 1997; Jackson, 1995). It
does not emit its own radiation, but it receives the light and thermal radiation from the Earth’s
surface. Landsat, SPOT, Quickbird, IKONOS and Worldview are some examples of the passive
sensors, and they have been widely used to monitor land cover and land use changes (Goetz
& Dubayah, 2011; Muttitanon & Tripathi, 2005; Turner et al., 2003). An active satellite sensor
functions as it emits artificial radiation to monitor the earth surface or atmospheric feature.
Examples of active sensors are radar and laser scanner; Light Detection and Ranging (LIDAR),
which uses a short pulse of electromagnetic radiation in the microwave spectral range. These
sensors do not rely on daylight, and they are slightly affected by clouds, dust, fog, wind and
weather conditions (Starek, 2016; Zink et al., 2004; Turner et al., 2003; Clothiaux et al., 2000;
Fingas & Brown, 1997). Active sensors are used to identify the vegetation structure and ground
surface elevation (Faridhouseini et al., 2011; Rosette et al., 2008; Holmgren & Persson, 2004;
Patenaude et al., 2004; Dowling & Accad, 2003; Lefsky et al., 2002).

In principle, an object captured by a sensor can be identified from the spectral reflectance
signature (or electromagnetic radiation-EMR) of the remote sensing, if the sensing system has
sufficient spectral resolution to distinguish its spectrum from those of other materials (Zulfa &
Norizah, 2016; Ranchin &Wald, 2000; Martin & Aber, 1997; Goetz et al., 1985). A different
sensor has a different wavelength. The finer the spectral resolution and the higher the resolution,
the narrower is the wavelength range for a particular channel or band; thus, objects on the Earth
can be easily identifiable and differentiated as spectral resolution increases (Zhang & Zhu, 2011;
Ehlers et al., 2003; Turner et al., 2003; Clark et al., 1990). To date, the spectral resolutions of
some satellite sensors have up to hundreds and thousands spectral wavelength, which can be
used to identify objects easily. Here are some examples of sensors that have high spectral and
spatial resolutions: Worldview sensor (Kamal et al., 2014; Heenkenda et al., 2014; Heumann,
2011b), airborne sensor (Herweg et al., 2012; Tarabalka et al., 2010; Dalponte et al., 2008; Van
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Aardt et al., 2007; Kamaruzaman & Kasawani, 2007; Kruse et al., 2003; Cocks et al., 1998;
Martin & Aber, 1997), LIDAR sensor (Greaves et al., 2016; Wei et al., 2012; Hakala et al.,
2012; Dalponte et al., 2008) and some multispectral cameras used with unmanned automated
vehicles (UAV); these sensors are more flexible in terms of time of image capturing (Bareth et
al., 2015; Saari et al., 2011; Mikynen et al., 2011; Berni et al.,2009; Held et al., 2003).

The spatial resolution also plays an important role in viewing, identifying and evaluating
captured images (Lillesand et al., 2014; Verma et al., 2014; Xie et al., 2008). The spatial
resolution is presented by the square picture elements or pixels. The pixel size is determined
by the sampling distance (Ayoub et al., 2009; Leprince et al., 2007; Schowengerdt, 2006;
Kaufman et al., 1997). For example, 30 m data spatial resolution from Landsat sensor refers to
data in a matrix of 30 m x 30 m pixels; this is an example of low spatial resolution image where
only coarse features can be observed in the image (Lillesand et al., 2014). Meanwhile, a high
spatial resolution image refers to one with a small spatial resolution size (Lillesand et al., 2014;
Sawaya et al., 2003). Fine details can be seen in a high spatial resolution image, and these are
some matrix examples: 0.41 m x 0.41 m pixels and 1.65 m x 1.65 m pixels respectively from
panchromatic and multispectral sensor of GeoEye-1; 0.5 mx 0.5 m pixelsand 2 m x 2 m
pixels respectively from panchromatic and multispectral sensor of Worldview2; 0.6 m x
0.6 m pixels and 2.4 m x 2.4 m pixels respectively from panchromatic and multispectral sensor
of Quickbird; and 1 m x 1 m pixels and 4 m x 4 m pixels respectively from panchromatic and
multispectral sensor of IKONOS (Rhyma et al., 2015). The matrix of pixels is often called a
scene. A different type of sensor has a different scene size. Sensors widely used in mangrove
forest are listed in Table 2.

Table 2
Sensor used in mangrove forest mapping

Sensor No. of band(s) Spectral range Spatial resolution Sources

Spot XS 3 Red, green, blue 20 m X 20 m Pasqualini et al. (1999); Gao,
(1999); Jensen et al. (1991);
Green et al. (1998);

Landsat 7 Blue, green, red, 30 m Rhyma et al. (2016); Che Ku

™ NIR, shortwave Akmar et al. (2009); Alatorre
infrared and et al. (2016); Kovacs et al.
thermal (2001)

Quickbird 5 Panchromatic, Panchromatic:0.65 m Lee and Yeh. (2009)
Red, green, blue and Multispectral 2.62 Neukermans et al. (2008);
and NIR m Wang et al. (2004)

IKONOS 4 bands and Panchromatic, Panchromatic:0.82 m Huang et al. (2009); Proisy
panchromatic ~ Red, Green, Blue and Multispectral 3.2 m et al. (2007); Kovacs et al.
and NIR (2005); Rodriguez and Feller.
(2004); Wang et al. (2004);
Wang et al. (2004)
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Table 2 (continue)

Sensor No. of band(s) Spectral range Spatial resolution Sources
RapidEye 5 Blue, red, green, 5m Son et al. (2017); Giardino
red edge and NIR et al. (2015); Roslani et al.

(2014); Roslani et al. (2013);
Ibrahim et al. (2013)

Spot 4 5 Monospectral, Panchromatic: 10 mand Santos et al. (2015); Vo et al.

and 5 green, red, NIR Multispectral: 20 m (2013); Conchendda et al.
and short-wave (2008); Saito et al. (2003)
infrared

LiDAR Blue, red and Laser scanner system: Wannasiri et al. (2013);
green X,y,z coordinate Chadwick, (2011); Knight et

al. (2009); Proisy et al. (2009);
Zhang, (2008)

WorldView 9 Blue, red 05m Wang et al. (2015); Zhu
and green et al.,(2015); Hassan et al.
Panchromatic, (2014); Heenkenda et al.
multispectral (2014); Kamal et al. (2013);
(red, green, blue, Kux and Souza. (2012);
near-infrared, Heumann. (2012)

coastal, yellow,
red edge and
near-infrared-2)

With the advances and precision of remotely sensed imagery data and the modern technology
of digital image processing algorithm (Giri, 2016), the application in management, monitoring
and mapping of mangrove forest ecosystem has been proven very valuable. The use of remotely
sensed imagery offers many advantages because obtaining information and performing
observations by satellite sensors are beyond human ability. With the advances in the spatial
and spectral resolution of remotely sensed imagery data, the application of satellite image
in the mangrove forest area has been intensified. The following section reviews the use of
remotely sensed imagery data with image/data analysis, and it discusses details mapped from
the mangrove forest.

Early Application in Mangrove Forest

Traditional approaches to mangrove forest remote sensing has been described by the uses of pure
visual imagery; aerial photography (AP) as primary source particularly for surveys conducted
before 1990s (Kuenzer et al., 2011; Martinussi et al., 2009; Newton et al., 2009). Limited and
lack of utility in data sources make mapping of mangrove forest difficult or even impossible to
be surveyed. As technology has grown rapidly with the importance of the uses with mangrove
forest, digital imagery; thematic mapper has been evolved to describe and monitor a variety of
systems on a local or global scale (Newton et al., 2009; Farid, 2002). There are still limitations
related to the early application of digital imagery in mangrove forest such as pointed by Adam
et al. (2010) and Ozesmi and Bauer (2002). Their paper stresses that these limitations were
related to spatial and spectral resolution where differentiating the spectral reflectance is difficult
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to performe especially when dealing with low resolution images and the fact that vegetation
in mangrove forest has the same basic components that contribute to its spectral reflectance
(Kokaly etal., 2003; Price, 1992). Spectral reflections are measurements of the spectral response
of different features (in case of mangrove forest, the feature refers to vegetation species) in
the bands of the satellite image. Although digital imagery has evolved with the high resolution
of data - discussed in the following section - AP sometimes excel in monitoring small area of
mangrove forest and a number of classification are easily distinguishable (Heumann 2011b;
Ozesmi & Bauer, 2002; Sulong et al., 2002).

Recently, the decline of mangrove forest has become major environmental issues
worldwide. Mangrove forest become severe due to human activity or natural disaster. The
needs to study mangrove forest highly important and the application of remote sensing has
been widely used over a few decades ago with the development from pure visual imagery to
multi-spectral imagery to the advances of narrow spectral imagery. Table 3 shows some of
early remote sensing application in mangrove forest.

Table 3
Early remote sensing system and mangrove studies (Heumann, 2011b)

Sensor(s) Studies

Aerial photography Hossain et al. (2009); Eslami-Andargoli et al. (2009); Everitt et al.
(2007); Thampanya et al. (2007); Dahdouh-Guebas et al. (2006); Benfield
et al. (2005); Rodriguez and Feller (2004; Fromard et al. (2004); Jones
et al. (2004); Krause et al. (2004); Manson et al. (2001); Murray et al.
(2003); Chauvaud et al. (1998); Sulong (1999); Sulong and Ismail (1990)

Landsat MSS, TM, or ETMp  Long et al. (2011); Che Ku Akmar et al., (2009); Alatorre et al., (2016;
Beland et al. (2006); Cornejo et al. (2005); Giri et al. (2008); Green et
al. (1998); James et al. (2007); Krause et al. (2004); Lee and Yeh (2009);
Liu et al. (2008); Long and Skewes (1996); Kovacs et al., (2001); Manson
et al. (2001); Mumby et al. (1999); Paling et al. (2008), Ruiz-Luna and
Berlanga-Robles (2003); Vasconcelos et al. (2002)

SPOT HVR, HRVIR, or HRG  Chauvaud et al. (2001); Gao (1998, 1999); Green et al. (1998); Lee and
Yeh (2009); Mumby et al. (1999); Rasolofoharinoro et al. (1998); Saito
et al. (2003)

ASTER Al Habshi et al. (2007); Vaiphasa et al. (2006)

IRS Cor D Mantri and Mishra (2006); Pattanaik et al. (2008); Ramachandran et al.
(1998); Reddy and Pattanaik (2007)

Mangrove Forest Mapping

Monitoring and/or mapping mangrove forest using remotely sensed imagery data has been
described as moderate and sometimes poor by Kamal et al. (2015), Wang et al. (2004), Liu et
al. (2008) and Heumann (2011b), due to the presence of homogenous species in the mangrove
forest and due to the limited spectral signature and spatial resolution of conventional imagery
(Wang et al., 2004; Chun et al., 2011). The complexity of separating the spectral reflectance
between species is the reason for their report. According to Ajithkumar et al. (2008) and Blasco
and Aizpuru (2002), the spectral reflectance of the mangrove leaf is affected by the chlorophyll
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content; a high chlorophyll concentration will give lower reflectance value, and thus it is
difficult to discriminate the mangrove species. On the other hand, others reported an opposite
view, stating that the use of remotely sensed imagery data is easy in mangrove forest mapping
(Giri, 2016) since the mangrove forest possesses a very distinct spectral signature. The general
consensus seems to be that mangrove forest mapping is not straightforward with the remote
sensing application. It may be based on the precision of the image, resolution, processing
algorithm, or expertise in observing the data; in addition, it might be affected by the different
location, as a different location has different vegetation composition and structure (Hossain &
Nuruddin, 2016; Ghosh et al., 2016; Matsui et al., 2015; Heumann, 2011b; Adam et al., 2010).

A recent trend in processing the satellite image for mangrove forest is to perform it using
science knowledge and engineering technology. Over the past few decades, innovations in
remote sensing sensors and systems such as very High Resolution System (VHR) and Synthetic
Aperture Radar (SAR) (i.e., Quickbird, IKONOS, GeoEye-1, Worldview-3, PRISM-ALOS
PALSAR, ASAR ENVISAT) and airborne sensors (i.e., hyperspectral remote sensing) are a
breakthrough due to their high resolution sensor and continuous spectral data that are helpful in
discriminating features having similar spectra in the multispectral domain (Rhyma et al., 2016;
Prasad et al., 2014). In parallel with the advances of sensors and systems that are extensively
applied in mangrove forest, analysis techniques in order to improve the accuracy of mangrove
forest classification have also been developed such as object-based classifications integrated
with one of these methods: pixel-based classification (Walter, 2004), decision tree learning
analysis of pixel-based classification (Liu et al., 2008a), receiver operating characteristics
(ROC) curve analysis of spectral analysis (Alatorre et al., 2011), threshold and fuzzy rule
classification approaches with that of the pixel-based (Hussain et al. 2013), and support vector
machine (SVM) approach of object-based classification (Liu et al., 2008b, Heumann (2011a),
Vidhya et al., 2014). The following section reviews details mapped from the mangrove forest
with a number of examples of image/data analysis techniques.

Land Cover Changes. Mangrove forests have been altered by direct or indirect uses of the
environment, socio-economic and natural resources. The mangrove forest change dynamics
worldwide due to natural and anthropogenic forces such as reported by Misra et al. (2015) and
Giri et al. (2007) in India, Ibrahim et al. (2015) and Abdullah and Nakagosi (2007) in Malaysia,
Muttitanon and Tripathi (2005) in Thailand, Kirui et al. (2013) in Kenya, Nguyen (2014),
Nguyen et al. (2013), and Thu and Populus (2007) in Vietnam, Souza-Filho and Paradella
(2003) in Brazil. Due to the dynamic changes, area extent and distribution of mangrove forest
need to be monitored as frequently as possible for management and conservation. Image
classification technique is the main obstacle to have an accurate land use/cover detection in
mangrove forest. Nowadays, with advance algorithm and/or procedure in image processing
makes mangrove forest distinguishable from other land cover in one scene.

Alatorre et al. (2016) studied the temporal evolution of vegetation activity of mangroves
in the South-eastern coastal area of the Gulf of California, Mexico by using multi-temporal
Landsat TM images for 20 years (1990-2010). They used NDVI analysis to detect the changes
within 20 years and used multivariate regression analysis to show the coverage of the mangrove
forest. From the pixel-by-pixel spatial analysis complemented through image interpretation
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they conducted, they found that shrimp farms in the study area showed a spatial relationship
with the zones of the great loss of vegetation activity. Meanwhile, Kanniah et al. (2015) used
a maximum likelihood classification (MLC) and support vector machine (SVM) to classify the
mangrove forest areas in Southern Johore, Malaysia to analyse the changes over a period of
25 years. Between these two techniques, MLC was reported to provide the significantly higher
user, producer and overall accuracy compared with SVM. In different mangrove forest area in
North of Malaysia, Perak, Ibrahim et al. (2015) also used MLC to classify land use and land
cover for 18 years from Landsat TM and RapidEye imageries. To ensure the accuracy of their
classification, normalised different vegetation index (NDVI) technique have been used. When
dealing with area classification using remotely sensed imageries data, the accuracy of land cover
changes for a certain period of time series with a number of periods will be affected with cloud
cover. Kirui et al. (2013) in their study have paired (overlay and differentiate) all images for
each time series to remove the areas with cloud cover, leaving images as cloud free over the
same locations for area changes assessment. This study used MLC for classification as well.

Mathematical approach in image classification to enhance the accuracy to detect land use/
cover changes in mangrove forest has been widely used by several researchers. For example,
Misra et al. (2015) used Principal Component Analysis (PCA) as a pre-classification and
continue the common classification; supervised and unsupervised classification. Their accuracy
reported as 95.56% (Kappa=0.0556), 92.93% (Kappa=0.92), 84.64% (Kappa=0.85) and 86.36%
(Kappa =0.85) for four images in 2011, 2001, 1989 and 1973. According to Kanellopulos and
Wilkinson (1997) and Civco (1993), advance algorithm coupled with artificial intelligence
using software can be used reliably for routing operational requirement in remote sensing and
will provide more accurate and useful data.

Species Distribution Mapping. From the previous research, a number of researchers have
established a method that is able to distinguish the mangrove species from other species with
the laboratory measurement of hyperspectral leaf reflectance (Wang & Sousa, 2016; Zhang,
Kovacs, Liu, Flores-Verdugo, & Flores-de-Santiago, 2014; Chun et al., 2011; Chun et al., 2015;
Neukermans et al., 2008). This is important as it provides reliable and accurate information
about mangrove forest. According to Asner et al. (2009), having maps of individual tree
locations is fundamental to understanding forest responses to global change, providing a basis
for monitoring species distribution patterns, responding to stress, disease, and exotic species
spread and deforestation.

Wang and Sousa (2009) find that the accuracy of classification of mangrove species
increased by using a narrow band of hyperspectral data. They conducted a laboratory study of
mangrove leaves using a high-resolution spectrometer in the Carribean coast. For bands that
have significant difference (P value <0.01) in the mean reflectance across tree species measured,
linear discriminant analysis (LDA) is performed to detail the classified the mangrove species.
Eventually, the most useful bands for mangrove species classification are found to be at 780,
790, 800, 1480, 1530 and 1550 nm. In addition, their study used four narrow band ratios (Ros/
R0, Reos/Ris0, Reos/Rag0 and R510/R¢0) to diagnose stress condition across mangrove species,
and results revealed that at least one ratio index was proven useful from ANOVA. In a paper by
Zhang et al. (2014), FieldSpec® 3JR spectrometer was used to examine the mangrove species
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in Mexico. Seven wavebands (520, 560, 650, 710, 760, 2100 and 2230 nm) are selected based
on the principle component analysis and stepwise discriminant analyses to classify mangrove
species. The waveband selected is able to identify the mangrove species and mangrove forest
conditions with an overall accuracy of higher than 90% and a Khat coefficient higher than 0.9.
Their study also examined the stress condition of the mangrove forest (poor and dwarf), and it
is found to be satisfactory with accuracy higher than 80%. Roslani et al. (2014) used RapidEye
satellite data in their study, and they concluded that using a high-resolution image, mangrove
forest classification can be mapped with reliable information. In their study, textural analysis
is used to make the classification. Their results show that the textured image produced high
overall classification assessment recorded at 84%, and kappa statistics recorded at 0.8016.
Meanwhile, the non-textural image produced about 80% of the overall accuracy and kappa
statistics of 0.7001.

Advanced processing technique and algorithm can also yield reliable and accurate
information of mangrove forest instead of using high-resolution remotely sensed imagery
data. The classification approach, a part of the processing analysis, is found to influence
discriminating the mangrove species. Kamal et al. (2015) stress that using a number of
satellite data, various spatial and spectral resolution, and mapping technique would provide
effective multi-scale mangrove forest composition mapping. Their study used the object-based
approach to classify the mangrove species in the Moretan Bay, Australia by using various
satellite data such as Landsat TM, ALOS AVNIR-2, WorldView-2, and LiDAR. Ghosh et
al. (2016) in Sundarbans use the maximum likelihood classifier technique to classify objects
from Landsat satellite image and utilise the post-classification comparison techniques to
detect changes at the species level. From their study, accuracy rates of about 72%, 83%, 79%
and 89% are reported from the images of 1977, 1989, 2000 and 2015 respectively. A total of
five major species are detected from the Landsat image. Wang et al. (2016) explore the use of
textural and differential spectral features classification technique to discriminate species that
are complex to be identified. Their study use the WorldView-3 image in Hong Kong. They
find that the differential spectral features could aid in reducing inner-species variability and
increasing intra-species separation that might be due to the different arrangement of leaves,
the branch density, and the average height and size of plants. Zhu et al. (2015) use a back-
propagation artificial-neural-network (BP ANN) to accurately estimate the uneven-aged and
dense mangrove forest biomass at the individual species level. Their study show a lower residual
mean square error (RMSE), of about 19.17% from the classification conducted to estimate the
biomass. Umroh et al. (2016) use the standard false colour composite of Landsat band 564 to
map the mangrove forest areas in Pongok Island, South Bangka, Indonesia. They use NDVI
value ranging from -1 to 0.33 to represent the area dominated with <1000 trees/ha; NDVI
0.33-0.42 to represent the area dominated with >1000 to <1500 trees/ha; and NDVI 0.42-1 to
represent the area dominated with >1500 trees/ha. Their study recognized that Pongok Island
are dominated by Rhizophora sp., Avicennia sp. and Bruguiera sp. Study by Heenkenda et
al. (2014) used WorldView 2 and high-resolution aerial photograph to discriminate mangrove
species in Australia. Initial step in their image analysis use object-based image classification
to determine mangrove forest and non-mangrove forest area. Later, support vector machine
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algorithm with best-fit parameters are used to classify individual species. Species classified
with WorldView 2 image show acceptable accuracy with 89%.

Disaster Management. The mangrove forest serves as a form of protection, especially
sheltering the coastal inhabitants from natural disasters. The natural disaster (i.e., sea level
rise) are mostly as a result of climate change. Advancement in remote sensing; spectral and
spatial resolution including techniques in image processing have provided an opportunity to
observe and monitor mangrove forest from local to global scales with unprecedented spatial
and thematic detail. Practically, remote sensing application to map disaster observation are
based on preparedness to support disaster and management of the risk. For example, Giri
(2016) points out that the level of disaster protection will depend on the size of the tsunami;
vegetation structure may influence the role of mangrove forest as a form of disaster protection.
Thus, it is necessary to know the extent of the area and changes of mangrove forest to manage
the probability of risk from disaster-tsunami and early warning for resource planning. While
the remote sensing of disaster observation and early warning are major areas of research for
terrestrial areas (Imen et al., 2015; Agatsiva & Oroda, 2000), relatively little research has been
done on mangrove forest.

REMOTE SENSING AND MANGROVE FOREST; WAY FORWARD

Mapping extent and changes, species composition and disaster observation of mangrove forest
by using remote sensing need to be significantly improved worldwide. Practical method in
improving the accuracy of classification at early stage of remote sensing analysis show an
extensive study done by innumerable researchers. Innovation and emerging of sensors and
systems such as VHR, SAR, unmanned aerial vehicles (UAV) and LiDAR provide users with a
high resolution of spatial and spectral imagery allowing them to map mangrove forest in detail
and accurately. The UAV and LiDAR are a novel remote sensing platform to have the capability
to store a large volume of data using cloud computing. Thus, management, monitoring work,
resource planning and conservation become easier than before for a forest that has a different
level of stress due to its inaccessibility. Recognising the features or objects that exist within
a set of remotely satellite imagery data nowadays has become more advanced. Integration of
mathematical algorithm- artificial intelligence with image processing have been developed to
exploit the uses of VHR and SAR data. For example, individual species of mangrove can be
discriminated by using PCA to perform linear discriminate analysis and/or stepwise discriminate
analysis for narrow band imagery and use multiple sensors with object-based analysis. When
dealing with species variability- due to similar chemical component for mangrove vegetation,
textural and differential spectral classification techniques has been introduced. While, biomass
estimation at species level has been assessed by artificial intelligence of BP ANN. Such advance
image processing shows that the science of remote sensing and mangrove forest has advanced
in the last decade. Yet, there are still gaps and limitations to overcome mangrove forest as well
as in terrestrial remote sensing (Wang et al., 2009). Opportunities always exist in technology.
For mangrove forest, this is not exempted. Heumann (2011b) suggested five opportunities
to be improved in order to enhance remote sensing in mangrove forest; i) apply the existing
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sensors in mangrove forest that has never been used before, ii) use the existing methods of
image processing from terrestrial forests into mangrove forest, iii) investigate new sensors that
able to provide high quality data of mangrove forest, iv) integrate multiple types of remotely
sensed imagery data to improve the accuracy of data processing, and v) global monitoring of
mangrove forest to understand the extent and changes of mangrove forest worldwide including
the structure, function and ecosystem services.

CONCLUSION

The purpose of this review paper is to provide a comprehensive overview of the usage and
application of remote sensing, especially the mangrove forest. Remote sensing is a tool for
accomplishing many objectives related to the mangrove forest ecosystem. The mangrove
forest ecosystem is unique and difficult to be measured at the terrestrial landscape; aerial
measurement is a very good alternative. Details can be measured by using remotely sensed
imagery data with multiple available up-to-date sensors. Key requirements for a sustainable
mangrove forest management include high-resolution images, advanced image analysis
algorithm and integration with precision tools to improve spectral properties identification and
characterisation. Since aerial measurement deals with the upper surface of an area, canopy
reflectance, along with wet soil and water characteristics, was expected to distort the image
analysis processing. Notwithstanding the above shortcoming, the use of remote sensing in
managing the mangrove forest remains advantageous. It relies on the technical support drawn
from the continuous research in the techniques and methods for image analyses, particularly
in differentiating the biochemical and biophysical canopy attributes, which can improve the
accuracy and precision of mangrove forest mapping and monitoring. It is important to carry
out research in the mangrove forest ecosystem so that the quality of the mangrove forest can
be maintained, and it continues to play its protective function against the effects of sea-level
rise due to the increasing emission of atmospheric heat from the climate change.

REFERENCES

Abdullah, S. A., & Nakagoshi, N. (2007). Forest fragmentation and its correlation to human land use
change in the state of Selangor, peninsular Malaysia. Forest Ecology and Management, 241(1), 39-48.

Adam, E., Mutanga, O., & Rugege, D. (2010). Multispectral and hyperspectral remote sensing for
identification and mapping of wetland vegetation: A review. Wetlands Ecology and Management,
18(3), 281-296.

Adegbehin, J. O. (1993). Mangroves in Nigeria. Conservation and sustainable utilization of mangrove
forests in Latin America and African Regions (Part 2: Africa). Mangrove Ecosystem Technical
Reports, 3,135-153.

Adi, W., & Sari, S. P. & Sari, S. P. (2016). Detection of mangrove distribution in Pongok Island. Procedia
Environmental Sciences, 33,253-257.

Agatsiva, J., & Oroda, A. (2000). Remote sensing and GIS in the development of a decision support
system for sustainable management of a drylands of eastern Africa: a case of the Kenyan drylands.
International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences,
34(6), 42-49.

910 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Remotely Sensed Imagery Data Application

Ajithkumar, T. T., Thangaradjou, T., & Kannan, L. (2008). Spectral reflectance properties of mangrove
species of the Muthupettai mangrove environment, Tamil Nadu. Journal of Environmental Biology,
29(5), 785-788.

Alatorre, L. C., Sanchez-Carrillo, S., Miramontes-Beltran, S., Medina, R. J., Torres-Olave, M. E., Bravo,
L. C, ... & Uc, M. (2016). Temporal changes of NDVI for qualitative environmental assessment
of mangroves: Shrimp farming impact on the health decline of the arid mangroves in the Gulf of
California (1990-2010). Journal of Arid Environments, 125, 98-109.

Al Habshi, A., Youssef, T., Aizpuru, M., & Blasco, F. (2007). New mangrove ecosystem data along
the UAE coast using remote sensing. Aquatic Ecosystem Health and Management, 10(3), 309-319.

Aschbacher, J., Ofren, R., Delsol, J. P., Suselo, T. B., Vibulsresth, S., & Charrupat, T. (1995). An integrated
comparative approach to mangrove vegetation mapping using advanced remote sensing and GIS
technologies: preliminary results. Hydrobiologia, 295(1-3), 285-294.

Asner, G. P., Knapp, D. E., Balaji, A., & Paez-Acosta, G. (2009). Automated mapping of tropical
deforestation and forest degradation: CLASlite. Journal of Applied Remote Sensing, 3(1), 033543.

Ayoub, F., Leprince, S., & Avouac, J. P. (2009). Co-registration and correlation of aerial photographs
for ground deformation measurements. ISPRS Journal of Photogrammetry and Remote Sensing,
64(6), 551-560.

Bareth, G., Aasen, H., Bendig, J., Gnyp, M. L., Bolten, A., Jung, A., ... & Soukkamaéki, J. (2015). Low-
weight and UAV-based hyperspectral full-frame cameras for monitoring crops: Spectral comparison
with portable spectroradimeter measurements. Photogrammetrie Fernerkundung- Geoinformation,
2015(1), 69-79.

Barrett, E. C. (2013). Introduction to environmental remote sensing. New York, NY: Routledge.

Beland, M., Goita, K., Bonn, F., & Pham, T. T. H. (2006). Assessment of land-cover changes related
to shrimp aquaculture using remote sensing data: a case study in the Giao Thuy District, Vietnam.
International Journal of Remote Sensing, 27(8), 1491-1510.

Benfield, S. L., Guzman, H. M., & Mair, J. M. (2005). Temporal mangrove dynamics in relation to coastal
development in Pacific Panama. Journal of Environmental Management, 76(3), 263-276.

Berni, J. A. J., Zarco-Tejada, P. J., Suarez, L., Gonzalez-Dugo, V., & Fereres, E. (2009). Remote sensing
of vegetation from UAV platforms using lightweight multispectral and thermal imaging sensors. In
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences.
Hannover, Germany.

Blasco, F., & Aispuru, M. (2002). Mangroves along the coastal stretch of the Bay of Bengal: Present
status. Indian Journal of Marine Sciences, 31(1), 9-20.

Chadwick, J. (2011). Integrated LiDAR and IKONOS multispectral imagery for mapping mangrove
distribution and physical properties. International jJournal of Remote Sensing, 32(21), 6765-6781.

Chauvaud, S., Bouchon, C., & Maniere, R. (1998). Remote sensing techniques adapted to high resolution
mapping of tropical coastal marine ecosystems (coral reefs, seagrass beds and mangrove). International
Journal of Remote Sensing, 19(18), 3625-3639.

Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018) 911



Zulfa, A. W. and Norizah, K.

Chauvaud, S., Bouchon, C., & Maniere, R. (2001). Thematic mapping of tropical marine communities
(coral reefs, seagrass beds and mangroves) using SPOT data in Guadeloupe Island. Oceanologica
Acta, 24, S3-S16.

Che Ku Akmar, C. K. O., Mohd Hasmadi, 1., Kasawani, I., Norsaliza, U., & Kamaruzaman, J. (2009).
Comparison of several vegetation indices for mangrove mapping using temotely sensed data. In
Environmental Science and Technology Conference (ESTEC2009) (pp. 620—628). Kuala Terengganu
Malaysia.

Chun, B. B., Jafri, M. Z. M., & San, L. H. (2011, July 12-13). Reflectance characteristic of certain
mangrove species at Matang Mangrove Forest Reserve, Malaysia. In Space Science and IEEE.
Communication (IconSpace), 2011 IEEE International Conference on (pp. 147-151). IEEE, Penang,
Malaysia.

Chun, B. B,, Keat, S. C., Syahreza, S., Jafri, M. Z. M., & San, L. H. (2015, April 24). Discrimination
of mangrove species in Matang Mangrove Forest Reserve, Perak using in-situ measurement of
hyperspectral leaf reflectance. In AIP Conference Proceedings (Vol. 1657, No. 1, p. 110004). AIP
Publishing, United States of America.

Civco, D. L. (1993). Attificial neural networks for land-cover classification and mapping. International
Journal of Geographical Information Science, 7(2), 173-186.

Clark, R. N., Gallagher, A. J., & Swayze, G. A. (1990, June). Material absorption band depth mapping of
imaging spectrometer data using a complete band shape least-squares fit with library reference spectra.
In Proceedings of the Second Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Workshop
(pp. 176-186). JPL Publication, California, United States of America.

Clothiaux, E. E., Ackerman, T. P., Mace, G. G., Moran, K. P., Marchand, R. T., Miller, M. A., & Martner,
B. E. (2000). Objective determination of cloud heights and radar reflectivities using a combination
of active remote sensors at the ARM CART sites. Journal of Applied Meteorology, 39(5), 645-665.

Cocks, T., Jenssen, R., Stewart, A., Wilson, 1., & Shields, T. (1998, October). The HyMapTM airborne
hyperspectral sensor: the system, calibration and performance. In Proceedings of the I*' EARSeL
workshop on Imaging Spectroscopy (pp. 37-42). EARSeL, University of Zurich, Switzerland.

Conchedda, G., Durieux, L., & Mayaux, P. (2008). An object-based method for mapping and change
analysis in mangrove ecosystems. ISPRS Journal of Photogrammetry and Remote Sensing, 63(5),
578-589.

Dahdouh-Guebas, F. (2002). The use of remote sensing and GIS in the sustainable management of tropical
coastal ecosystems. Environment, Development and Sustainability, 4(2), 93-112.

Dahdouh-Guebas, F., Verheyden, A., Kairo, J. G., Jayatissa, L. P., & Koedam, N. (2006). Capacity
building in tropical coastal resource monitoring in developing countries: a re-appreciation of the
oldest remote sensing method. The International Journal of Sustainable Development and World
Ecology, 13(1), 62-76.

Dalponte, M., Bruzzone, L., & Gianelle, D. (2008). Fusion of hyperspectral and LIDAR remote sensing
data for classification of complex forest areas. I[EEE Transactions on Geoscience and Remote Sensing,
46(5), 1416-1427.

Danielsen, F., Serensen, M. K., Olwig, M. F., Selvam, V., Parish, F., Burgess, N. D., ... & Quarto, A.
(2005). The Asian tsunami: A protective role for coastal vegetation. Science (Washington), 310(5748),
643.

912 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Remotely Sensed Imagery Data Application

Dowling, R., & Accad, A. (2003). Vegetation classification of the riparian zone along the Brisbane River,
Queensland, Australia, using light detection and ranging (lidar) data and forward looking digital video.
Canadian Journal of Remote Sensing, 29(5), 556-563.

Ehlers, M., Géhler, M., & Janowsky, R. (2003). Automated analysis of ultra high resolution remote sensing
data for biotope type mapping: New possibilities and challenges. ISPRS Journal of Photogrammetry
and Remote Sensing, 57(5), 315-326.

Eslami-Andargoli, L., Dale, P. E. R., Sipe, N., & Chaseling, J. (2009). Mangrove expansion and rainfall
patterns in Moreton Bay, southeast Queensland, Australia. Estuarine, Coastal and Shelf Science,
85(2), 292-298.

Everitt, J. H., Yang, C., Summy, K. R., Judd, F. W., & Davis, M. R. (2007). Evaluation of color-infrared
photography and digital imagery to map black mangrove on the Texas Gulf Coast. Journal of Coastal
Research, 23(1), 230-235.

Faridhouseini, A., Mianabadi, A., Bannayan, M., & Alizadeh, A. (2011). Lidar remote sensing for forestry
and terrestrial applications. International Journal of Applied Environmental Sciences, 6(1), 99-114.

Feller, I. C., & Sitnik, M. (1996). Mangrove ecology: A manual for a field course. Smithsonian Institution,
Washington, DC, 1-135.

Fingas, M. F., & Brown, C. E. (1997). Review of oil spill remote sensing. Spill Science and Technology
Bulletin, 4(4), 199-208.

Fromard, F., Vega, C., & Proisy, C. (2004). Half a century of dynamic coastal change affecting mangrove
shorelines of French Guiana: A case study based on remote sensing data analyses and field surveys.
Marine Geology, 208(2), 265-280.

Gao, J. (1998). A hybrid method toward accurate mapping of mangroves in a marginal habitat from SPOT
multispectral data. International Journal of Remote Sensing, 19(10), 1887-1899.

Gao, J. (1999). A comparative study on spatial and spectral resolutions of satellite data in mapping
mangrove forests. International Journal of Remote Sensing, 20(14), 2823-2833.

Ghosh, M. K., Kumar, L., & Roy, C. (2016). Mapping long-term changes in mangrove species composition
and distribution in the Sundarbans. Forests, 7(12), 305-321.

Giardino, C., Bresciani, M., Fava, F., Matta, E., Brando, V. E., & Colombo, R. (2015). Mapping submerged
habitats and mangroves of Lampi Island Marine National Park (Myanmar) from in situ and satellite
observations. Remote Sensing, 8(1), 2-14.

Giri, C., & Long, J. (2016). Is the Geographic Range of Mangrove Forests in the Conterminous United
States Really Expanding? Sensors, 16(12), 2010-2026.

Giri, C., Ochieng, E., Tieszen, L. L., Zhu, Z., Singh, A., Loveland, T., ... & Duke, N. (2011). Status and
distribution of mangrove forests of the world using earth observation satellite data. Global Ecology
and Biogeography, 20(1), 154-159.

Giri, C., Pengra, B., Zhu, Z., Singh, A., & Tieszen, L. L. (2007). Monitoring mangrove forest dynamics
of the Sundarbans in Bangladesh and India using multi-temporal satellite data from 1973 to 2000.
Estuarine, Coastal and Shelf Science, 73(1), 91-100.

Giri, C., Zhu, Z., Tieszen, L. L., Singh, A., Gillette, S., & Kelmelis, J. A. (2008). Mangrove forest
distributions and dynamics (1975-2005) of the tsunami-affected region of Asia. Journal of
Biogeography, 35(3), 519-528.

Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018) 913



Zulfa, A. W. and Norizah, K.

Goetz, A. F., Vane, G., Solomon, J. E., & Rock, B. N. (1985). Imaging spectrometry for earth remote
sensing. Science, 228(4704), 1147-1152.

Goetz, S., & Dubayah, R. (2011). Advances in remote sensing technology and implications for measuring
and monitoring forest carbon stocks and change. Carbon Management, 2(3), 231-244.

Greaves, H. E., Vierling, L. A., Eitel, J. U., Boelman, N. T., Magney, T. S., Prager, C. M., & Griffin, K.
L. (2016). High-resolution mapping of aboveground shrub biomass in Arctic tundra using airborne
lidar and imagery. Remote Sensing of Environment, 184, 361-373.

Green, E. P, Clark, C. D., Mumby, P. J., Edwards, A. J., & Ellis, A. C. (1998). Remote sensing techniques
for mangrove mapping. International Journal of Remote Sensing, 19(5), 935-956.

Hakala, T., Suomalainen, J., Kaasalainen, S., & Chen, Y. (2012). Full waveform hyperspectral LiDAR
for terrestrial laser scanning. Optics Express, 20(7), 7119-7127.

Hassan, N., Hamid, J. R. A., Adnan, N. A., & Jaafar, M. (2014, August 26-29). Delineation of wetland
areas from high resolution WorldView-2 data by object-based method. In IOP Conference Series: Earth
and Environmental Science (Vol. 18, No. 1, p. 012017). IOP Publishing, Kuching, Sarawak, Malaysia.

Heenkenda, M. K., Joyce, K. E., Maier, S. W., & Bartolo, R. (2014). Mangrove species identification:
Comparing WorldView-2 with aerial photographs. Remote Sensing, 6(7), 6064-6088

Held, A., Ticehurst, C., Lymburner, L., & Williams, N. (2003). High resolution mapping of tropical
mangrove ecosystems using hyperspectral and radar remote sensing. International Journal of Remote
Sensing, 24(13), 2739-2759.

Hernandez Cornejo, R., Koedam, N., Ruiz Luna, A., Troell, M., & Dahdouh-Guebas, F. (2005). Remote
sensing and ethnobotanical assessment of the mangrove forest changes in the Navachiste-San Ignacio-
Macapule lagoon complex, Sinaloa, Mexico. Ecology and Society, 10(1), 16.

Herweg, J. A., Kerekes, J. P., Weatherbee, O., Messinger, D., van Aardt, J., lentilucci, E., ... & Meola,
J. (2012, May 24). Spectir hyperspectral airborne rochester experiment data collection campaign.
In SPIE Defense, Security, and Sensing (pp. 839028-839028). International Society for Optics and
Photonics, Maryland, United States of America.

Heumann, B. W. (2011a). An object-based classification of mangroves using a hybrid decision tree—
Support vector machine approach. Remote Sensing, 3(11), 2440-2460.

Heumann, B. W. (2011b). Satellite remote sensing of mangrove forests: Recent advances and future
opportunities. Progress in Physical Geography, 35(1), 87-108.

Hogarth, P. J. (2007). The biology of mangroves and seagrasses (Biology of Habitats). New York, NY:
Oxford University Press.

Holmgren, J., & Persson, A. (2004). Identifying species of individual trees using airborne laser scanner.
Remote Sensing of Environment, 90(4), 415-423.

Hossain, M. D., & Nuruddin, A. A. (2016). Soil and mangrove: A review. Journal of Environmental
Science and Technology, 9(2), 198.

Hossain, M. Z., Tripathi, N. K., & Gallardo, W. G. (2009). Land use dynamics in a marine protected
area system in lower Andaman coast of Thailand, 1990-2005. Journal of Coastal Research, 25(5),
1082-1095.

914 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Remotely Sensed Imagery Data Application

Huang, X., Zhang, L., & Wang, L. (2009). Evaluation of morphological texture features for mangrove
forest mapping and species discrimination using multispectral IKONOS imagery. I[EEE Geoscience
and Remote Sensing Letters, 6(3), 393-397.

Hussain, M., Chen, D., Cheng, A., Wei, H., & Stanley, D. (2013). Change detection from remotely
sensed images: From pixel-based to object-based approaches. ISPRS Journal of Photogrammetry
and Remote Sensing, 80, 91-106.

Ibharim, N. A., Mustapha, M. A., Lihan, T., & Mazlan, A. G. (2015). Mapping mangrove changes in the
Matang Mangrove Forest using multi temporal satellite imageries. Ocean and Coastal Management,
114, 64-76.

Ibrahim, N. A., Mustapha, M. A., Lihan, T., & Ghaffar, M. A. (2013, November 31). Determination
of mangrove change in Matang Mangrove Forest using multi temporal satellite imageries. In AIP
Conference Proceedings (Vol. 1571, No. 1, pp. 487-492). AIP Publishing, United States of America.

Ibrahim, S., & Hashim, 1. (1990). Classification of mangrove forest by using 1: 40 000-scale aerial
photograph. Forest Ecology and Management, 33, 583-592.

Imen, S., Chang, N. B., & Yang, Y. J. (2015). Developing the remote sensing-based early warning system
for monitoring TSS concentrations in Lake Mead. Journal of Environmental Management, 160, 73-89.

Jackson, T. J., Le Vine, D. M., Swift, C. T., Schmugge, T. J., & Schiebe, F. R. (1995). Large area mapping
of soil moisture using the ESTAR passive microwave radiometer in Washita’92. Remote Sensing of
Environment, 54(1), 27-37.

James, G. K., Adegoke, J. O., Saba, E., Nwilo, P., & Akinyede, J. (2007). Satellite-based assessment of the
extent and changes in the mangrove ecosystem of the Niger Delta. Marine Geodesy, 30(3), 249-267.

Jensen, J. R., Lin, H., Yang, X., Ramsey IIL, E., Davis, B. A., & Thoemke, C. W. (1991). The measurement
of mangrove characteristics in southwest Florida using SPOT multispectral data. Geocarto
International, 6(2), 13-21.

Jones, J., Dale, P. E. R., Chandica, A. L., & Breitfuss, M. J. (2004). Changes in the distribution of the
grey mangrove Avicennia marina (Forsk.) using large scale aerial color infrared photographs: are the
changes related to habitat modification for mosquito control? Estuarine, Coastal and Shelf Science,
61(1),45-54.

Kairo, J. G., Dahdouh-Guebas, F., Gwada, P. O., Ochieng, C., & Koedam, N. (2002). Regeneration status
of mangrove forests in Mida Creek, Kenya: a compromised or secured future? AMBIO: A Journal of
the Human Environment, 31(7), 562-568.

Kamal, M., Phinn, S., & Johansen, K. (2014). Characterizing the spatial structure of mangrove features
for optimizing image-based mangrove mapping. Remote Sensing, 6(2), 984-1006.

Kamal, M., Phinn, S., & Johansen, K. (2015). Object-based approach for multi-scale mangrove
composition mapping using multi-resolution image datasets. Remote Sensing, 7(4), 4753-4783.

Kamaruzaman, J., & Kasawani, [. (2007). Imaging spectrometry on mangrove species identification and
mapping in Malaysia. WSEAS Trans Biol Biomed, 8, 118-126.

Kanellopoulos, 1., & Wilkinson, G. G. (1997). Strategies and best practice for neural network image
classification. International Journal of Remote Sensing, 18(4), 711-725.

Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018) 915



Zulfa, A. W. and Norizah, K.

Kanniah, K. D., Sheikhi, A., Cracknell, A. P., Goh, H. C., Tan, K. P., Ho, C. S., & Rasli, F. N. (2015).
Satellite images for monitoring mangrove cover changes in a fast-growing economic region in southern
Peninsular Malaysia. Remote Sensing, 7(11), 14360-14385.

Kathiresan, K., & Bingham, B. L. (2001). Biology of mangroves and mangrove ecosystems. Advances
in Marine Biology, 40, 81-251.

Kaufman, Y. J., Tanré, D., Remer, L. A., Vermote, E. F., Chu, A., & Holben, B. N. (1997). Operational
remote sensing of tropospheric aerosol over land from EOS moderate resolution imaging
spectroradiometer. Journal of Geophysical Research: Atmospheres, 102(D14), 17051-17067.

Kirui, K. B., Kairo, J. G., Bosire, J., Viergever, K. M., Rudra, S., Huxham, M., & Briers, R. A. (2013).
Mapping of mangrove forest land cover change along the Kenya coastline using Landsat imagery.
Ocean and Coastal Management, 83, 19-24. https://doi.org/10.1016/j.ocecoaman.2011.12.004

Knight, J. M., Dale, P. E., Spencer, J., & Griffin, L. (2009). Exploring LiDAR data for mapping the micro-
topography and tidal hydro-dynamics of mangrove systems: An example from southeast Queensland,
Australia. Estuarine, Coastal and Shelf Science, 85(4), 593-600.

Kokaly, R. F., Despain, D. G., Clark, R. N., & Livo, K. E. (2003). Mapping vegetation in Yellowstone
National Park using spectral feature analysis of AVIRIS data. Remote Sensing of Environment, 84(3),
437-456.

Kovacs, J. M., Liu, Y., Zhang, C., Flores-Verdugo, F., & de Santiago, F. F. (2011). A field based statistical
approach for validating a remotely sensed mangrove forest classification scheme. Wetlands Ecology
and Management, 19(5), 409-421.

Kovacs, J. M., Wang, J., & Flores-Verdugo, F. (2005). Mapping mangrove leaf area index at the species
level using IKONOS and LAI-2000 sensors for the Agua Brava Lagoon, Mexican Pacific. Estuarine,
Coastal and Shelf Science, 62(1), 377-384.

Krause, G., Bock, M., Weiers, S., & Braun, G. (2004). Mapping land-cover and mangrove structures
with remote sensing techniques: A contribution to a synoptic GIS in support of coastal management
in North Brazil. Environmental Management, 34(3), 429-440.

Kridiborworn, P., Chidthaisong, A., Yuttitham, M., & Tripetchkul, S. (2012). Carbon sequestration by
mangrove forest planted specifically for charcoal production in Yeesarn, Samut Songkram. Journal
of Sustainable Energy and Environment, 3(2), 87-92.

Kruse, F. A., Boardman, J. W., & Huntington, J. F. (2003). Comparison of airborne hyperspectral data
and EO-1 Hyperion for mineral mapping. /[EEE Transactions on Geoscience and Remote Sensing,
41(6), 1388-1400.

Kuenzer, C., Bluemel, A., Gebhardt, S., Quoc, T. V., & Dech, S. (2011). Remote sensing of mangrove
ecosystems: A review. Remote Sensing, 3(5), 878-928.

Kux, H. J., & Souza, U. D. (2012). Object-based image analysis of WORLDVIEW-2 satellite data for
the classification of mangrove areas in the city of Sdo Luis, Maranhao State, Brazil. In ISPRS Annals
of the Photogrammetry, Remote Sensing and Spatial Information Sciences (pp. 95-100). Melbourne,
Australia.

Lee, T. M., & Yeh, H. C. (2009). Applying remote sensing techniques to monitor shifting wetland
vegetation: A case study of Danshui River estuary mangrove communities, Taiwan. Ecological
Engineering, 35(4), 487-496.

916 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Remotely Sensed Imagery Data Application

Lefsky, M. A., Cohen, W. B., Harding, D. J., Parker, G. G., Acker, S. A., & Gower, S. T. (2002). Lidar
remote sensing of above-ground biomass in three biomes. Global Ecology and Biogeography, 11(5),
393-399.

Leprince, S., Barbot, S., Ayoub, F., & Avouac, J. P. (2007). Automatic and precise orthorectification,
coregistration, and subpixel correlation of satellite images, application to ground deformation
measurements. /EEE Transactions on Geoscience and Remote Sensing, 45(6), 1529-1558.

Lillesand, T., Kiefer, R. W., & Chipman, J. (2014). Remote sensing and image interpretation. New York,
NY: John Wiley & Sons.

Liu, K., Li, X., Shi, X., & Wang, S. (2008). Monitoring mangrove forest changes using remote sensing
and GIS data with decision-tree learning. Wetlands, 28(2), 336-346.

Long, J. B., & Giri, C. (2011). Mapping the Philippines’ mangrove forests using Landsat imagery.
Sensors, 11(3), 2972-2981.

Lugo, A. E., & Snedaker, S. C. (1974). The ecology of mangroves. Annual Review of Ecology and
Systematics, 5(1), 39-64.

Manson, F. J., Loneragan, N. R., Harch, B. D., Skilleter, G. A., & Williams, L. (2005). A broad-scale
analysis of links between coastal fisheries production and mangrove extent: A case-study for
northeastern Australia. Fisheries Research, 74(1), 69-85.

Manson, F. J., Loneragan, N. R., McLeod, I. M., & Kenyon, R. A. (2001). Assessing techniques for
estimating the extent of mangroves: topographic maps, aerial photographs and Landsat TM images.
Marine and Freshwater Research, 52(5), 787-792.

Manson, F. J., Loneragan, N. R., Skilleter, G. A., & Phinn, S. R. (2005). An evaluation of the evidence for
linkages between mangroves and fisheries: a synthesis of the literature and identification of research
directions. In Oceanography and marine biology (pp. 493-524). USA: CRC Press.

Mantri, V. A., & Mishra, A. K. (2006). On monitoring mangrove vegetation of Sagar Island by remote
sensing. National Academy Science Letters, 29(1/2), 45-48.

Martin, M. E., & Aber, J. D. (1997). High spectral resolution remote sensing of forest canopy lignin,
nitrogen, and ecosystem processes. Ecological Applications, 7(2), 431-443.

Martinuzzi, S., Gould, W. A., Lugo, A. E., & Medina, E. (2009). Conversion and recovery of Puerto
Rican mangroves: 200 years of change. Forest Ecology and Management, 257(1), 75-84.

Matsui, N., Meepol, W., & Chukwamdee, J. (2015). Soil Organic Carbon in Mangrove Ecosystems with
Different Vegetation and Sedimentological Conditions. Journal of Marine Science and Engineering,
3(4), 1404-1424.

Mesta, P. N., Setturu, B., Subash Chandran, M. D., Rajan, K. S., & Ramachandra, T. V. (2014).
Inventorying, mapping and monitoring of mangroves towards sustainable management of West Coast,
India. J Geophysics Remote Sensing, 3(3), 130-138.

Misra, A., Murali, M. R. & Vethamony, P. (2015). Assessment of the land use/land cover (LU/LC) and
mangrove changes along the Mandovi—Zuari estuarine complex of Goa, India. Arabian Journal of
Geosciences, 8(1), 267-279.

Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018) 917



Zulfa, A. W. and Norizah, K.

Mumby, P. J., Green, E. P., Edwards, A. J., & Clark, C. D. (1999). The cost-effectiveness of remote sensing
for tropical coastal resources assessment and management. Journal of Environmental Management,
55(3), 157-166.

Murray, M. R., Zisman, S. A., Furley, P. A., Munro, D. M., Gibson, J., Ratter, J., ... & Place, C. J. (2003).
The mangroves of Belize: Part 1. distribution, composition and classification. Forest Ecology and
Management, 174(1), 265-279.

Muttitanon, W., & Tripathi, N. K. (2005). Land use/land cover changes in the coastal zone of Ban Don
Bay, Thailand using Landsat 5 TM data. International Journal of Remote Sensing, 26(11),2311-2323.

Maikynen, J., Holmlund, C., Saari, H., Ojala, K., & Antila, T. (2011). Unmanned aerial vehicle (UAV)
operated megapixel spectral camera. In Proceedings of SPIE, Electro-Optical Remote Sensing,
Photonic Technologies, and Applications (Vol. 8186, p. 81860Y). International Society for Optics
and Photonics.

Nayak, S., & Bahuguna, A. (2001). Application of remote sensing data to monitor mangroves and other
coastal vegetation of India. Indian Journal of Marine Sciences, 30(4), 195-213.

Neukermans, G., Dahdouh-Guebas, F. J. G. K., Kairo, J. G., & Koedam, N. (2008). Mangrove species
and stand mapping in Gazi Bay (Kenya) using Quickbird satellite imagery. Journal of Spatial Science,
53(1), 75-86.

Newton, A. C., Hill, R. A., Echeverria, C., Golicher, D., Rey Benayas, J. M., Cayuela, L., & Hinsley,
S. A. (2009). Remote sensing and the future of landscape ecology. Progress in Physical Geography,
33(4), 528-546.

Nguyen, H., Mcalpine, C., Pullar, D., Johansen, K., & Duke, N. C. (2013). Ocean and coastal management
the relationship of spatial e temporal changes in fringe mangrove extent and adjacent land-use:
Case study of Kien Giang coast, Vietham. Ocean and Coastal Management, 76, 12-22. https://doi.
org/10.1016/j.ocecoaman.2013.01.003

Nguyen, H. H. (2014). The relation of coastal mangrove changes and adjacent land-use: A review in
Southeast Asia and Kien Giang, Vietnam. Ocean and Coastal Management, 90, 1-10.

Osti, R., Tanaka, S., & Tokioka, T. (2009). The importance of mangrove forest in tsunami disaster
mitigation. Disasters, 33(2), 203-213.

Ozesmi, S. L., & Bauer, M. E. (2002). Satellite remote sensing of wetlands. Wetlands Ecology and
Management, 10(5), 381-402.

Paling, E. I., Kobryn, H. T., & Humphreys, G. (2008). Assessing the extent of mangrove change caused
by Cyclone Vance in the eastern Exmouth Gulf, northwestern Australia. Estuarine, Coastal and Shelf
Science, 77(4), 603-613.

Pasqualini, V., Iltis, J., Dessay, N., Lointier, M., Guelorget, O., & Polidori, L. (1999). Mangrove mapping
in North-Western Madagascar using SPOT-XS and SIR-C radar data. Hydrobiologia, 413(0), 127-133.

Patenaude, G., Hill, R. A., Milne, R., Gaveau, D. L., Briggs, B. B. J., & Dawson, T. P. (2004). Quantifying
forest above ground carbon content using LiDAR remote sensing. Remote Sensing of Environment,
93(3), 368-380.

Pattanaik, C., Reddy, C. S., & Prasad, S. N. (2008). Mapping, monitoring and conservation of Mahanandi
wetland ecosystem, Orissa, India using remote sensing and GIS. In Proceedings of the National
Academy of Sciences India Section B-Biological Sciences (vol. 78, pp. 81-89). India.

918 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Remotely Sensed Imagery Data Application

Pearce, F. (2014). Power to the people. New Scientist, 223(2980), 26-27.

Pohl, C., & Van Genderen, J. L. (1998). Review article multisensor image fusion in remote sensing:
concepts, methods and applications. International Journal of Remote Sensing, 19(5), 823-854.

Prasad, K. A., & Gnanappazham, L. (2014). Species discrimination of mangroves using Derivative
Spectral Analysis. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information
Sciences, 2(8), 45-52.

Price, J. C. (1992). Variability of high-resolution crop reflectance spectra. International Journal of
Remote Sensing, 13(14), 2593-2610.

Proisy, C., Couteron, P., & Fromard, F. (2007). Predicting and mapping mangrove biomass from
canopy grain analysis using Fourier-based textural ordination of IKONOS images. Remote Sensing
of Environment, 109(3), 379-392.

Proisy, C., Gratiot, N., Anthony, E. J., Gardel, A., Fromard, F., & Heuret, P. (2009). Mud bank colonization
by opportunistic mangroves: A case study from French Guiana using lidar data. Continental Shelf
Research, 29(3), 632-641.

Ramachandran, S., Sundaramoorthy, S., Krishnamoorthy, R., Devasenapathy, J., & Thanikachalam, M.
(1998). Application of remote sensing and GIS to coastal wetland ecology of Tamil Nadu and Andaman
and Nicobar group of islands with special reference to mangroves. Current Science, 75(3), 236-244.

Ranchin, T., & Wald, L. (2000). Fusion of high spatial and spectral resolution images: The ARSIS
concept and its implementation. Photogrammetric Engineering and Remote Sensing, 66(1), 49-61.

Rao, K. R., & Yip, P. (2014). Discrete cosine transform: algorithms, advantages, applications. United
States of America, USA: Academic press.

Rasolofoharinoro, M., Blasco, F., Bellan, M. F., Aizpuru, M., Gauquelin, T., & Denis, J. (1998). A remote
sensing based methodology for mangrove studies in Madagascar. International Journal of Remote
Sensing, 19(10), 1873-1886.

Reddy, C. S., & Pattanaik, C. (2007). Mangrove vegetation assessment and monitoring in Balasore
district, Orissa using remote sensing and GIS. National Academy Science Letters, 30(11/12),377-382.

Rhyma, P. P., & Norizah, K. (2016). Kriging analysis- optimizing values in unknown areas using known
data point. In Proceedings of International Conference on Sustainable Forest Development in view
of Climate Change (SFDCC2016), (pp. 96-99). Hotel Bangi-Putrajaya, Malaysia.

Rhyma, P. P., Norizah, K., Ismail Adnan, A. M., Faridah-hanum, I., & Ibrahim, S. (2015). Canopy density
classification of Matang mangrove forest reserve using machine learning approach in remote sensing.
The Malaysian Forester, 78(1&2), 75-86.

Rodriguez, W., & Feller, L. C. (2004). Mangrove landscape characterization and change in Twin Cays,
Belize using aerial photography and IKONOS satellite data. National Museum of Natural History.

Rosette, J. A. B., North, P. R. J., & Suarez, J. C. (2008). Vegetation height estimates for a mixed temperate
forest using satellite laser altimetry. International Journal of Remote Sensing, 29(5), 1475-1493.

Roslani, M. A., Mustapha, M. A., Lihan, T., & Juliana, W. W. (2013, November). Classification of
mangroves vegetation species using texture analysis on Rapideye satellite imagery. In AIP Conference
Proceedings (Vol. 1571, No. 1, pp. 480-486). AIP Publishing, United States of America.

Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018) 919



Zulfa, A. W. and Norizah, K.

Roslani, M. A., Mustapha, M. A., Lihan, T., & Juliana, W. W. (2014). Applicability of Rapideye satellite
imagery in mapping mangrove vegetation species at Matang mangrove forest reserve, Perak, Malaysia.
Journal of Environmental Science and Technology, 7(2), 123-136.

Ruiz-Luna, A., & Berlanga-Robles, C. A. (2003). Land use, land cover changes and coastal lagoon surface
reduction associated with urban growth in northwest Mexico. Landscape Ecology, 18(2), 159-171.

Ronnbéck, P. (1999). The ecological basis for economic value of seafood production supported by
mangrove ecosystems. Ecological Economics, 29(2), 235-252.

Saari, H., Pellikka, 1., Pesonen, L., Tuominen, S., Heikkild, J., Holmlund, C., ... & Antila, T. (2011).
Unmanned Aerial Vehicle (UAV) operated spectral camera system for forest and agriculture
applications. In Proceedings of the SPIE, Remote Sensing for Agriculture, Ecosystems, and Hydrology
XIII (Vol. 8174, p. 81740H). International Society for Optics and Photonics.

Saito, H., Bellan, M., Al-Habshi, A., Aizpuru, M., & Blasco, F. (2003). Mangrove research and coastal
ecosystem studies with SPOT-4 HRVIR and TERRA ASTER in the Arabian Gulf. International
Journal of Remote Sensing, 24(21), 4073-4092.

Santos, L. C. M., Matos, H. R., Schaeffer-Novelli, Y., Cunha-Lignon, M., Bitencourt, M. D., Koedam,
N., & Dahdouh-Guebas, F. (2014). Anthropogenic activities on mangrove areas (Sao Francisco
River Estuary, Brazil Northeast): A GIS-based analysis of CBERS and SPOT images to aid in local
management. Ocean and Coastal Management, 89, 39-50.

Sawaya, K. E., Olmanson, L. G., Heinert, N. J., Brezonik, P. L., & Bauer, M. E. (2003). Extending
satellite remote sensing to local scales: land and water resource monitoring using high-resolution
imagery. Remote Sensing of Environment, 88(1), 144-156.

Schowengerdt, R. A. (2006). Remote sensing: models and methods for image processing. USA: Academic
press.

Setlur, V., Gleicher, M., Gooch, B., Takagi, S., & Raskar, R. (2009). U.S. Patent No. 7,574,069.
Washington, DC: U.S. Patent and Trademark Office.

Son, N. T., Chen, C. F., & Chen, C. R. (2017). Mapping mangrove density from RapidEye Data in Central
America. Open Geosciences, 9(1), 211-220.

Souza-Filho, P. W., & Paradella, W. R. (2003). Use of synthetic aperture radar for recognition of Coastal
Geomorphological Features, land-use assessment and shoreline changes in Braganca coast, Para,
Northern Brazil. Anais da Academia Brasileira de Ciéncias, 75(3), 341-356.

Spalding, M. (2010). World atlas of mangroves. London: Routledge.

Spalding, M., Blasco, F., & Field, C. (1997). World mangrove atlas. Okinawa (Japan): International
Society for Mangrove Ecosystems.

Starek, J. A., A¢ikmese, B., Nesnas, 1. A., & Pavone, M. (2016). Spacecraft autonomy challenges for
next-generation space missions. In Advances in Control System Technology for Aerospace Applications
(pp- 1-48). Springer Berlin Heidelberg.

Sulong, I. (1999). Remote sensing and geographic information system (GIS) application to environmental
sensitivity index mapping. In Environmental Sensitivity Index Mapping of the Chukai to Penor
Coastline (pp. 29-39). Terengganu, Malaysia.

920 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Remotely Sensed Imagery Data Application

Sulong, 1., & Veddin, 1. (1999). Mapping in the coastal area of Sabak Bernam, Kuala Selangor and
Klang district with emphasis on mangrove forest using remote sensing and geographical information
systems’. Assessment and Monitoring of Marine Systems, Universiti Putra Malaysia Terengganu (in
press). Google Scholar.

Sulong, 1., Mohd-Lokman, H., Mohd-Tarmizi, K., & Ismail, A. (2002). Mangrove mapping using Landsat
imagery and aerial photographs: Kemaman District, Terengganu, Malaysia. Environment, Development
and Sustainability, 4(2), 135-152.

Tarabalka, Y., Fauvel, M., Chanussot, J., & Benediktsson, J. A. (2010). SVM-and MRF-based method
for accurate classification of hyperspectral images. [EEE Geoscience and Remote Sensing Letters,
7(4), 736-740.

Terchunian, A., Klemas, V., Segovia, A., Alvarez, A., Vasconez, B., & Guerrero, L. (1986). Mangrove
mapping in Ecuador: the impact of shrimp pond construction. Environmental Management, 10(3),
345-350.

Thampanya, U., Vermaat, J. E., Sinsakul, S., & Panapitukkul, N. (2006). Coastal erosion and mangrove
progradation of Southern Thailand. Estuarine, Coastal and Shelf Science, 68(1), 75-85.

Thu, P. M., & Populus, J. (2007). Status and changes of mangrove forest in Mekong Delta: Case study
in Tra Vinh, Vietnam. Estuarine, Coastal and Shelf Science, 71(1), 98-109.

Turner, W., Spector, S., Gardiner, N., Fladeland, M., Sterling, E., & Steininger, M. (2003). Remote
sensing for biodiversity science and conservation. Trends in Ecology and Evolution, 18(6), 306-314.

Tyo, J. S., Goldstein, D. L., Chenault, D. B., & Shaw, J. A. (2006). Review of passive imaging polarimetry
for remote sensing applications. Applied Optics, 45(22), 5453-5469.

Vaiphasa, C., Skidmore, A. K., & de Boer, W. F. (2006). A post-classifier for mangrove mapping using
ecological data. ISPRS Journal of Photogrammetry and Remote Sensing, 61(1), 1-10.

Van Aardt, J. A. N., & Wynne, R. H. (2007). Examining pine spectral separability using hyperspectral
data from an airborne sensor: An extension of field-based results. International Journal of Remote
Sensing, 28(2), 431-436.

Vasconcelos, M. J. P., Biai, J. M., Araujo, A., & Diniz, M. A. (2002). Land cover change in two protected
areas of Guinea-Bissau (1956-1998). Applied Geography, 22(2), 139-156.

Verma, M., Fisher, J. B., Mallick, K., Ryu, Y., Kobayashi, H., Guillaume, A., ... & Sikka, M. (2016).
Global surface net-radiation at 5 km from MODIS Terra. Remote Sensing, 8(9), 739-758.

Vo, Q. T., Oppelt, N., Leinenkugel, P., & Kuenzer, C. (2013). Remote sensing in mapping mangrove
ecosystems—an object-based approach. Remote Sensing, 5(1), 183-201.

Walters, B. B. (2005). Patterns of local wood use and cutting of Philippine mangrove forests. Economic
Botany, 59(1), 66-76.

Wang, L., Sousa, W. P., & Gong, P. (2004). Integration of object-based and pixel-based classification
for mapping mangroves with IKONOS imagery. International Journal of Remote Sensing, 25(24),
5655-5668.

Wang, L., Sousa, W. P., Gong, P., & Biging, G. S. (2004). Comparison of IKONOS and QuickBird images
for mapping mangrove species on the Caribbean coast of Panama. Remote Sensing of Environment,
91(3), 432-440.

Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018) 921



Zulfa, A. W. and Norizah, K.

Wang, L. E., & Sousa, W. P. (2009). Distinguishing mangrove species with laboratory measurements of
hyperspectral leaf reflectance. International Journal of Remote Sensing, 30(5), 1267-1281.

Wang, L. E., & Sousa, W. P. (2009). Distinguishing mangrove species with laboratory measurements of
hyperspectral leaf reflectance. International Journal of Remote Sensing, 30(5), 1267-1281. https:/
doi.org/10.1080/01431160802474014

Wannasiri, W., Nagai, M., Honda, K., Santitamnont, P., & Miphokasap, P. (2013). Extraction of mangrove
biophysical parameters using airborne LiDAR. Remote Sensing, 5(4), 1787-1808.

Wei, G., Shalei, S., Bo, Z., Shuo, S., Faquan, L., & Xuewu, C. (2012). Multi-wavelength canopy LiDAR
for remote sensing of vegetation: Design and system performance. ISPRS Journal of Photogrammetry
and Remote Sensing, 69, 1-9.

Xie, Y., Sha, Z., & Yu, M. (2008). Remote sensing imagery in vegetation mapping: A review. Journal
of Plant Ecology, 1(1), 9-23.

Zhang, C., Kovacs, J. M., Liu, Y., Flores-Verdugo, F., & Flores-de-Santiago, F. (2014). Separating
mangrove species and conditions using laboratory hyperspectral data: A case study of a degraded
mangrove forest of the Mexican Pacific. Remote Sensing, 6(12), 11673—11688. https://doi.org/10.3390/
rs61211673

Zhang, K. (2008). Identification of gaps in mangrove forests with airborne LIDAR. Remote Sensing of
Environment, 112(5), 2309-2325.

Zhang, R., & Zhu, D. (2011). Study of land cover classification based on knowledge rules using high-
resolution remote sensing images. Expert Systems with Applications, 38(4), 3647-3652.

Zhu, Y., Liu, K., Liu, L., Wang, S., & Liu, H. (2015). Retrieval of mangrove aboveground biomass at the
individual species level with WorldView-2 images. Remote Sensing, 7(9), 12192-12214.

Zink, F., Vincent, R. A., Murphy, E., & Cote, O. (2004). Comparison of radar and in situ measurements
of atmospheric turbulence. Journal of Geophysical Research: Atmospheres, 109(D11), 1-7.

Zulfa, A. W., & Norizah, K. (2016). Examining the radiation of electromagnetic reflectance of satellite
image in identifying object on earth. In Proceedings of International Conference on Sustainable
Forest Development in view of Climate Change (SFDCC2016), (pp. 100-104). Hotel Bangi-Putrajaya,
Malaysia. 8-11 August 2016.

922 Pertanika J. Sci. & Technol. 26 (3): 899 - 922 (2018)



Pertanika J. Sci. & Technol. 26 (3): 923 - 932 (2018)

/ SCIENCE & TECHNOLOGY
PERTANIKA Journal homepage: http://www.pertanika.upm.edu.my/

h

N\

Review Article

A Preliminary Study on Paper Sheets Based Epoxy Composites
Designed for Repairing Work Application and Its Properties — A
Review

Muhamad Hellmy Hussin

Fabrication and Joining Section, Universiti Kuala Lumpur Malaysia France Institute, Section 14,
Jalan Teras Jernang, 43650 Bandar Baru Bangi, Selangor, Malaysia

ABSTRACT

This is a review of studies on various types of paper-based epoxy composites currently being designed
and developed for technological use. The concept of designing composite materials is very significant
for small to large industry and it is important where initiation of repairing work is now being considered
for engineering applications. This composite material is of interest due to its advantages compared with
others, including low environmental effects and low cost for a wide range of works. This review aims
to provide an overview of morphological, physical and mechanical properties of various paper sheets-
based epoxy composites and details of achievements made. From this approach, this paper also presents
the preliminary study of SEM results of paper sheets-based epoxy composites designed for repairing
work applications. It has been found that a well-arranged laminated paper sheet layers could help the
bond strength with epoxy matrix. Thus, this paper sheet-based epoxy composite can be considered as
an easiest way, cheap and biodegradable that can be used for various small repairing works in structural

and automotive applications.

Keywords: Composites, mechanical properties, paper sheets, physical properties, SEM-EDX
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plants, and the cellulose content of wood is approximately 40 — 50% by volume (Bajpai, 2012).
Basically, wood pulp is a lignocellulosic fibrous material prepared by chemical or mechanical
means by separating cellulose fibres from wood, fibre crops or waste paper. Bleaching is a
chemical process where various wood pulp is added so the pulp becomes white which is an
important characteristic of paper. Additionally, the demand and consumption of paper in daily
life are still very high and increases every year and this leads to waste problem. In this study,
paper sheets refer to waste paper sheets which are basically useless papers, and reject paper
from printing works, department stores, self-service stores and homes (Moral et al., 2014;
Shafiur Rahman et al., 2014).

Basically, a composite material is defined as a combination of two or more materials that
have better properties than when individual components are used alone (Madsen & Gamstedt,
2013; Oladele & Okoro, 2015; Radif, Ali, & Abdan, 2011). This material is designed to display
a combination of the best properties of each of the component materials and usually strongly
depends on the properties of their constituent materials, their distributions, and the interactions
among them (Oladele & Okoro, 2015; Qiu, Liu, & Li, 2015). In this work, composite used
consisted of at least two materials, which is paper and the polymeric thermoset matrix (Kroling
etal., 2014). In addition, the task of fibres in composite materials is to take tensile and flexural
loads, while the matrix material is keeping the fibres in their place and act to transfer the
loads between the fibres. Wood pulp fibres in composite materials has gained major interest
because of their potential in increasing the mechanical properties of some material and also
act as reinforcement in hydrophilic and hydrophobic matrices (Chinga-Carrasco et al., 2011).
Most of the engineering properties are usually considered in material selection and design of
the structure. It depends on the application and obviously, it is not only on the fibre length
or its distribution. It also depends on the orientation and quantity of fibre which are of great
importance in composite materials structure.

Instead of using wood pulp in paper making process, non-wood fibre represents a substantial
raw material which is widely cultivated throughout the world and used as major oilseed in
biodiesel production. Replacing wood pulp with agro residues has less adverse impact on
the environment, aside being more economical and easily accessible (Mohd Kassim et al.,
2016). They found that together with the cost-effectiveness and less abundance of these crop
residues, it was important to consider its use in the pulp and papermaking production (Kiaei
et al., 2014). The authors reported that instead of non-fibres wood, some agricultural residues
such as bagasse, wheat and rice straws, sorghum stalks and hemp were widely used as raw
materials for pulp making process.

Physical Properties

According to Han et al. (2011) when adding the composites additives, little change occured
to the physical properties such as the weight, the thickness and the opacity of the composites
materials. Instead of the important role played by fibres, resin type used have gained wide
acceptance in terms of surface quality. Istek et al. (2010) stated that it was possible to impregnate
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the paper with appropriate synthetic resins which include urea formaldehyde, melamine
formaldehyde, acrylic, phenolic resins, and mixtures thereof to ensure the paper bond providing
a resin-rich finish on the surface under heat and pressure. Thus, it was found that the type of
resin influences the quality of the paper composite materials.

Kroling et al. (2014) reported the differences in the apparent density which reflected in
the fibre volume fractions of the composite. They found that the specialty paper and lab sheets
achieve a fibre volume fraction of almost 40%. Meanwhile low density tea-bag papers and
spun laces achieve volume fraction of below 20%. It is important to note that a high volume
fraction is beneficial because the mechanical properties of the composite are directly linked to
the fibre volume fraction. Praharaj et al. (2014) concluded that the composites with less content
of filler absorb less moisture as compared to the composites with high filler content. It was
found that the reason was because of the phase separation of matrix and the dispersed phase that
took place at higher filler content. Habibi et al. (2016) showed the three important parameters
for manufacturing the paper layer, namely surface density, flax content and flax fibre length,
influence two of its important properties, which are paper structure and permeability. They
confirmed that the reinforcement’s permeability was influenced by the paper layer structure and
the differences in permeability values were obtained by varying paper layer surface density,
flax content and its fibre length.

Factor Affecting Mechanical Performance

As described by Khalilitabas et al. (2009), the application of pulp fibre in cement paste was
shown to improve the bearing capacities of the cement composites. This behaviour depends
on four main factors which are fibre types, mixture percentage, fabrication manner and
additives. Instead of that, the fibres orientation is important to ensure that it disperses uniformly
throughout the sample that leads to a good bond development between fibres and cement paste
(Sangrutsamee, Srichandr, & Poolthong, 2012). They also proved that the main reason for
decrease of strength of cement composites were (i) the thickening of the samples because of
porosity and (ii) non uniform distribution of fibre in cement paste which the fibres orientation
prone to twist inside the matrix (Khalilitabas et al., 2009). Chinga-Carrasco et al. (2011) stated
that structural composites for load-carrying application are based on long fibres acting as
reinforcement, whereas high-volume composites with particle reinforcement are preferred to
reduce costs by using cheaper filler. It can be explained that the fibre length distribution is one
of the practical interests in this issue. It was also reported by Suriani et al., (2013) that fatigue
life and analyses on natural fibre reinforced composite provided better picture in predicting
the life span of the materials. It was found that in composites, fatigue damage and failure
mechanism were more complex compared to metal or steel.

Moreover, fibre length is also known to affect several important engineering properties of
composites such as stiffness, tensile strength, fracture toughness and dimensional stability on
moisture uptake. Kroling et al. (2014) found that the short fibre length in papers should reduce
the composite strength. However, they also found that the actual single fibre strength, the shear
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strength of the matrix-fibre interface and fibre orientation influence the tensile strength of the
composites. The authors clearly showed that paper yields better composite properties than
commercially available natural fibre reinforcements (Kroling et al., 2014; Nayak & Mishra,
2013). Instead of fibre dimensions, chemical components also play an important role in the
mechanical properties of paper pulp and wood fibre-based composites. It shows that lignin
which is one of the main components of wood cell walls has critical effect on mechanical
properties of composites. It is found that the amount of lignin affects the tensile strength and
elongation of single fibres (Zhang, Fei, Yu, Cheng, & Wang, 2013).

Basically, on the reinforcement part, the stiffness is relatively higher for nanofibrils
compared with wood fibres, because of its orientation and distribution. Reinforcing cellulose
is aligned to the direction of the nanofibrils, whereas wood fibres microfibrils cellulose have
chiral orientation in the cell wall with an inclination angle (Chinga-Carrasco et al., 2011). Han
et al. (2011) found that all physical properties of the composite paper made from the 30%
by volume of slag wool fibres and 70% by volume of paper pulp and without any composite
additives decreased sharply in comparison with common paper. They compared the same
paper with the addition of composite additives, the tensile strength increased by 30% while
the folding endurance by 40%. Thus, they proved that it was important to introduce composite
additives in the process of composite papermaking. Praharaj et al. (2014) confirmed that the
tensile strength of the fabricated composites gradually increased with the addition of filler
(paper pulp), attained a maximum value at 40% of filler and then decreased. They found that
as the filler content in the composite increased, the matrix becomes more and more dense
which leads strengthens the composites, thus, enabling it to withstand stress efficiently. They
also stated that at higher concentration, the filler was no longer able to mix thoroughly with
the matrix which caused phase separation of the continuous and dispersed phase. Thus, this
affects 40% reduction of toughness of the composites (Praharaj et al., 2014).

Moreover, by using specific resin type in paper composite materials, the surface coating
quality is found to improve the bending strength, modulus of elasticity, and thickness swelling
depending on the type and thickness of the coatings (Istek et al., 2010; Robillard & Lebrun,
2010). Istek et al. (2010) reported that phenolic-impregnated paper overlays resisted weathering
better than do overlays impregnated with urea or melamine. They proved that after lamination
process, the mechanical properties of the particleboards paper laminated with impregnated
décor papers were increased. It showed that the highest bending strength was 16.61 N/mm? in
wrenge-Urea-Formaldehyde as a resin. The bending strength of laminated particleboards paper
ranged from 13.58 to 16.61 N/mm?. Meanwhile, Ren et al. (2015) reported that the composites
reinforced with pulps and using biodegradable polymers which was polyhydroxybutyrate (PHB)
showed significant increase in tensile stiffness and impacted strength and that the addition of
a coupling agent did not improve the mechanical performance of PHB biocomposites.

The defects which originated on the surface or sub-surface of the composite or at the
composite interface show some significant effects on the mechanical performance of the
materials. It was reported by Praharaj et al. (2014) that because of the phase separation in the
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matrix composites, it resulted in the formation of the rough topography in the form of voids
on the composite surface. They confirmed that the void led to easy water diffusion inside
the substrate and thus weakening the interfacial bonding between BisGMA (Bisphenol-A
glycidyldimethacrylate) and paper pulp. They also found that the high water uptake also
weakened the composites mechanically. Meanwhile as observed by Ren et al. (2015),
degradation occured on PLA (polylactic acid) and PHB (polyhydroxybutyrate) biocomposites
during heating process was caused by the release of organic acid compounds such as crotonic
and lactic acids which enhanced the existing interface between the pulps and the matrix
polymers.

Ng et al. (2017) found that by using the mixture of natural fibre with synthetic fibre in
composite structure, it could reduce the manufacturing cost as well as being safe for the
environment.

Morphological Images

Khalilitabas et al. (2009) showed the microstructure of pulp-fibres represented the rough
surface with good fibrillation (Figure 1). These well-arranged fibres form the numerous
fibrils around the outer surface that could help the friction bond strength with cement matrix.
They also proved the insertion of tiny particles which were associated with the fibres could
be interpreted as defects that decreased the strength of the composite. Chinga-Carrasco et al.
(2011) proved that the wall structure of cellulose fibres in wood pulp was mainly composed
of microfibrils that were arranged differently in the various layers of a fibre wall structure in
the nanometre-scale as shown in Figure 2.
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Figure 1. SEM image of cement paste with Kraft fibre (Khalilitabas et al., 2009)
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Figure 2. FESEM image of the Kraft pulp fibres structure exemplifying their high aspect ratio (Chinga-
Carrasco et al., 2011)

MATERIALS AND METHODS

White paper sheets are cut and layered in specific dimension according to the size of the crack
as shown in Figure 3 and Figure 4. Type of matrix used is epoxy resin. The lamination operation
is carried out manually using hand lay-up process at ambient temperature. The epoxy resin is
applied to a single paper sheet with a brush. After that, the next layer of paper sheet was laid
upon the already impregnated sheet and then it is manually pressed onto it. The new sheet is

crack at rear
mudguard

paper sheet based
epoxy composite

Figure 3. Repairing crack at motorbike rear mudguard, (a) crack location, (b) repairing crack using paper
sheet-based epoxy composite, and (c) enlargement of repairing crack location in (b)
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then also impregnated with the epoxy resin as described earlier. This procedure is repeated
until three layers of both paper sheets and epoxy resins are laid. Samples are prepared for
small repairing work at two locations which are (i) motorbike rear mudguard and (ii) battery
container as shown in Figure 3 and Figure 4. Samples are then subjected to morphological
analysis using scanning electron microscope (SEM).

repairing crack

crack at battery
container

Figure 4. Repairing crack at motorbike battery container, (a) crack location, and (b) enlargement of repairing
crack location in (b)

RESULTS AND DISCUSSION

Paper sheet is a complex material built from chemical and mechanical interactions between a
large amount of single fibres, then forming a continuous fibre network arrangement (Habibi et
al., 2016). The thickness of paper sheets is a result of the continuous deposition of individual
fibres. As shown in Figure 5, the strength of the paper composite depends on its position,
dimensions, and flexibility. Several images of the paper layer in Figure 5(b-d) taken with SEM,
all at level of magnification of 640 x. It shows that the surface density is clearly dominated by
paper sheets thickness layered with epoxy resin. In particular, this nature of layered process,
lead to increase in paper sheet thickness.

In this work, to verify the behavior of paper sheet epoxy-based composite, SEM images
are analysed and the morphologies of SEM images are shown in Figure 5. As shown in
Figure 5(b), (c) and (d), the layers of epoxy and paper sheet arranged without any presence
of impurities. The microstructure of paper sheet composite represents the rough surface with
significant layer sequence. Well-arranged laminated layers could help the bond strength with
epoxy matrix. Obviously, although the method applied for the composite structure is manual
using conventional hand lay-up technique, this method can still promote the strength for the
purpose of small repairing method. In other words, by adding and combining the paper sheet
with epoxy, the paper strength has obviously improved and can be used to aid in small repair
work purposes as shown in Figure 3 and Figure 4.
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Figure 5. SEM images of cross sectional view of paper sheet epoxy composite sample, (a) point location
where the SEM images are taken, (b) SEM image of epoxy and paper sheet layers taken at point A, (b) SEM
image of epoxy and paper sheet layers taken at point B, and (¢) SEM image of epoxy and paper sheet layers
taken at point C

Moreover, paper has been utilised in everyday life for more than 20 decades and known to
have good properties such as surface roughness, porous structure and optical opaqueness. As
compared to other methods, it shows poor dimensional stability and bad water resistance which
is due to the hydrophilic nature of the cellulose they are made of. Therefore, it is necessary to
overcome these problems and produce new materials and increase the mechanical properties
of regular paper or waste paper sheets by reinforcing it with other materials. As reported by
Oladele and Okoro (2015), regular paper or white paper sheet was made of cellulose with
diameter in the range of 20-50 mm. Their large surface roughness, porous structure and optical
opaqueness act as an intrinsic barrier to hosting electronic devices on the surface of this material.

In addition, by using white paper sheets or recycled paper sheet waste materials which are
increasing in our day by day usage, and because of our responsibility, it is important to take
proper steps to remove this waste and safeguard our environment. Recycling a paper sheet
waste and changing it (waste) into new products to prevent waste of potentially useful materials
would reduce the consumption of fresh raw materials. Thus, this process would reduce energy
usage, reduce air and water pollution, and lower greenhouse gas emissions (Shafiur Rahman
et al., 2014).
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CONCLUSION

Successfully fabricated paper sheet-epoxy-based composite made from waste paper sheet has
been manually produced by simple hand lay-up technique. A cross-sectional analysis of the
sample is evaluated and it shows a well-arranged laminated paper sheet layers could help to
improve bond strength with epoxy matrix. Although the method applied for the composite
structure is manual using conventional method, this still can promote strength by adding and
combining paper sheet with epoxy. It can be stated that the fabrication of paper sheet epoxy-
based composite is suitable for small repairing work purposes and it is found to be significantly
responsible for crack repair. Thus, this paper sheet- based epoxy composite can be considered
as easiest way and cheap that can be used for various small repair works in structural and
automotive applications.
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ABSTRACT

Human platelets are anucleate cells that lack in deoxyribonucleic acid (DNA), thus hampering genomic
study on them. However, the presence of their own messenger ribonucleic acid (mRNA) transcript allows
functional study via the transcriptome approach. Transcriptome not only allows profiling of platelet
but also aids in studying gene regulation in virus infections and other diseases that have an impact on
platelets. Some viruses are known to affect the platelet either by causing a reduction or destruction.
Dengue virus is one of the most postulated virus having such effect and frequently linked to platelet
reduction. The transcriptome approach has a pivotal role in providing a deeper insight to link certain
diseases and their effect on platelets. This review critically discusses role of platelet in dengue and other
viral diseases of public health relevance, with a specific focus on the methods currently used in platelet
transcriptome profiling.
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process to stop bleeding by clumping and
clotting blood vessel injuries. Platelets are
anucleate cells derived from megakaryocytes
in the bone marrow. Once endoplasmatic
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maturation takes place, megakaryocytes develop pro-platelets, which bud off numerous platelets
into the bloodstream. This mechanism is accentuated by cytokines such as interleukin 3 (IL-3),
interleukin 6 (IL-6), granulocyte macrophage colony-stimulating factor (GM-CSF), stromal
cell-derived factor-1 (SDF-1) and vitally by thrombopoietin (TPO) (Kuter, 2014). Platelet
is uniquely found in mammals, whereas in other animals such as amphibians and avian, it
circulates as intact mononuclear cells. The regulation of megakaryocyte and platelet production
is done by TPO, a hormone produced in the kidneys and liver. In a healthy adult, approximately
10" platelets are continuously produced and cleared daily to maintain 150-400 x 10°/L of blood
level (Balduni & Noris, 2014; Grozovsky, Giannini, Falet, & Hoffmeister, 2015).

To examine in depth the function of platelets, researchers have attempted to investigate the
products of the genome, which are proteins. Proteomics provides details on protein quantity and
diversity, but on the other hand, it may not depict a cell’s entire story. Moreover, translational
modification of proteins poses a technical challenge in characterising proteome (Gregorich
& Ge, 2014). In order to overcome this, measuring the intermediate step between genes and
proteins, called transcripts of messenger ribonucleic acid (transcriptome), alternatively bridges
the gap between the genomics and proteomics.

Transcriptome profiling provides information on up-regulation or down-regulation of
genes and quantity of gene expression in a cell. This information will be useful to understand
the mechanism of certain diseases caused by thrombocytopenic condition involving platelets.
For instance, transcriptional profiling of platelets reveals WD-40 repeat domain 1 (WDR1)
vanquishes platelet activity and is associated with cardiovascular disease (Montenont et al.,
2016). Other applications of platelet transcriptome profiling include identifying altered platelet
function due to mutations (Noetzli et al., 2015), monitoring response of anti-platelet therapy in
hyperthrombic patients (Mao et al., 2014) and potential biomarkers of disease (Best et al., 2015).

In addition to these applications, platelet transcriptome profiling has the potential to provide
a breakthrough in viral infections that affect platelets. It is known that thrombocytopenia is
the hallmark of dengue infection, however only in recent years, researchers have been able to
prove the replication of dengue virus in platelet (Sutherland et al., 2016; Simon, Sutherland,
& Pryzdial, 2015). Platelet transcriptome profiling, yet to be used in dengue research could
be another stepping stone in understanding mechanism of dengue infection, similarly in other
viral infections too.

HUMAN PLATELET TRANSCRIPTOME

Human platelets are known to be anucleate, lacking in DNA and produced as cytoplasmic
buds from megakaryocytes, they retain megakaryocyte-derived messenger ribonucleic acid
(mRNA) (Bahou & Gnatenko, 2004). There is a paucity of studies on platelet transcriptome;
however, steady observations support the fact that platelet mRNA is biologically and patho-
physiologically significant. Earlier studies show platelet transcriptome directly correlates with
proteomic data indicating that transcriptional analysis can provide insight on platelet function
and disorders. Adversely, one study reports a weak association of proteome data with human
platelet transcriptome obtained from the healthy male individual (Londin et al., 2014). Having
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said that, to date, it has been revealed that approximately 69% of secreted platelet-associated
proteins are detectable at the mRNA level (McRedmond et al., 2004).

Additionally, 2000 mRNA transcripts are found to be present in unstimulated platelets, thus
providing a better chance for evaluation of the transcriptome (Gnatenko et al., 2003). It is also
believed that platelet transcriptome is fixed, with minimal changes indicating that significant
changes in transcripts may need days compared to hours for nucleated cells. An interesting
data to note, 58% of the mRNAs expressed by human platelets are found in mouse platelets
while 83% vice versa (Rowley et al., 2011). In addition, transcriptome profiling reveal platelet
has 50%-90% less ribosomal RNA, high levels mRNA and small RNAs and contains various
isoforms of mRNA (Bray et al., 2010).

Prior investigation on platelet mRNA show integrins and glycoproteins are significantly
higher compared with other components (Bugert & Kluter, 2006). The over-presentation
of integrins may reflect their utmost importance in biological functions of the platelet.
Transcriptome data have allowed novel discovery of transporters for gamma-aminobutyric acid
(GABA), glutamate and dopamine molecules in platelets (Frankhauser et al., 2006; Rainesalo,
Keranen, Saransaari, & Honkaniemi, 2005).

It is useful to characterise platelet transcriptome to identify the genetic aspect of disease
and disease traits. Capturing primary megakaryocytes mRNA profile is not feasible when it
involves many subjects. Thus, profiling platelet RNA is an alternative as it is easy to be procured
compared with to megakaryocytes. There are several methods to study the platelet transcriptome
of which some may become obsolete due to advancement in molecular methods (Figure 1).

PLATELET PROFILING

GENOMIC PROTEOMIC
APPROACH TRANSCRIPTOMI APPROACH
C APPROACH
Serial analysis of gene Microarray Next Generation

expression (SAGE) analysis Sequencing (NGS)

Figure 1. Methods currently available for platelet transcriptome profiling
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Platelet profiling can be performed via the transcriptomic and proteomic approaches. On
the other hand, genomic approach is not possible as the platelets do not have nuclear DNA.
Transcriptomic profiling enables characterisation of platelet at the stage of mRNA transcription,
a step ahead of protein translation (proteomic approach). Three identified methods of platelet
transcriptome profiling are serial analysis of gene expression (SAGE), microarray analysis
and next generation sequencing (NGS). Microarray analysis and NGS are advanced methods
which are currently preferred by researchers as tools for platelet profiling.

THE LINK BETWEEN PLATELET AND DENGUE INFECTION

Dengue is a mosquito-borne viral disease of public health importance (Benelli & Mehlhorn,
2016). Platelet reduction, also known as thrombocytopenia is a hallmark of dengue virus
infection. However, the actual mechanism on how dengue virus affects platelet during infection
is not well understood. Besides, there are variations in research findings that make it difficult
to come to a consensus conclusion on the link between platelet and dengue virus.

Recent studies demonstrated that dengue virus binds to lectin receptor and triggers platelet
activation and apoptosis, which generates inflammatory responses in target monocytes (Hottz
etal., 2014; Sun et al., 2007). Contradictory to this, a study observed the presence of dengue
RNA in a highly augmented CD61 (+) cell population from infected rhesus monkey during the
acute phase (Noisakran et al., 2012). This result may suggest that dengue virus utilises CD61
receptor for binding to the platelet. Another research reported the detection of dengue virus in
platelets isolated from dengue patients (Noisakran et al., 2009). This raised the possibility of
dengue virus replicating in platelet cells. In a most recent study in 2015, researchers provide
the first evidence that dengue virus attacks platelets and utilise their translational machinery
to replicate and produce infectious virus (Simon, Sutherland, & Pryzdial, 2015).

A prospective observational study in India found significant correlation between platelet and
duration of hospitalisation of dengue patients. A decline in platelet level increases complication
rate and prolonged hospitalisation, thus platelet count can be utilised as a predictive parameter
(Jayanthi & Thulasi, 2016). In another study, correlation of bleeding manifestation and platelet
count is assessed in patients with severe dengue. The study, however, finds poor correlation
between thrombocytopenia and bleeding manifestations (Sreenivasa, Manjunatha, & Nivil,
2016). This perhaps indicates that abnormal platelet aggregation or disseminated intravascular
coagulation may contribute to bleeding in severe dengue cases rather than number of platelets.

New evidence on correlation between activation and depletion of platelets in dengue
patients with thrombocytopenia has surfaced. The findings a study show a substantial decrease
in platelet count occur on day four of fever in dengue patients. Furthermore, high copy numbers
of dengue virus genome in platelet pellet directly correlated with the platelet activation markers
during day four, six and eight of fever are observed. Based on the observation that platelet
activation is an important determinant of thrombocytopenia in dengue infections, the study
suggests a controlled strategy of platelet inactivation may save them from rapid decline during
dengue infections (Ojha et al., 2017).
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PLATELETS AND OTHER VIRAL INFECTIONS

Platelet activation is not only limited to responding to injury but also indicates host response and
virus survival. Thrombocytopenia, a condition due to either decreased in platelet synthesis or
increased in platelet destruction, is common following certain viral infections (Table 1). Viruses’
ability to diminish the levels of circulating platelets is a multifactorial event and differs based
on the mechanism. For instance, simian immunodeficiency virus (SIV) alters TPO production
in the liver by up-regulating tumour growth factor beta (TGF ) (Pate et al., 2014) whereas
hepatitis C virus (HCV) induces bone marrow suppression and hypersplenism (Fouad, 2013).
The spleen size is inversely correlated to platelet count in patients with chronic HCV infection
(Medeiros, Domingues, Luna, & Lopes, 2014; van der Meer et al., 2016).

Platelet destruction, on the other hand, occurs via direct interaction of platelets and virus.
Some viruses have the tendency to bind to platelet by utilising receptors, which enhance the
interaction of platelets and neutrophils. Subsequently, platelets are phagocytised, thus, reducing
the number of circulating platelets. Besides that, a reduction in platelet count sometimes is
caused by self-destruction due to the presence of anti-platelet autoantibody. This leads to
a condition called idiopathic thrombocytopenic purpura (ITP) that is commonly caused in
HCV, cytomegalovirus (CMV), Human Immunodeficiency virus (HIV), Epstein Barr virus
(EBYV), Varicella Zoster virus (VZ) and herpes viruses (Assinger, 2014; Assinger et al., 2014;
Goeijenbier et al., 2012). Studies have shown antibodies produced by B-lymphocytes against
these viruses interrupt the surface integrins on the platelet such as the GPIIb/Il1a or GPIb-1X-V
and diminish survival of platelets (Hamidpour, Behrendt, Griffiths, Partridge, & Lindsey, 2006;
Najaoui et al., 2012).

HOW PLATELET TRANSCRIPTOME CAN BE USED TO STUDY
MECHANISMS OF DENGUE INFECTION IN PLATELET

To establish an infection, almost all viruses exhibit the same modus operandi, which includes
entry to the host’s cells, replication via hosts’ internal machinery and release of new virions (Li
& Nagy, 2011). However, some viral replication mechanisms are less understood due to lack
of laboratory evidences. For instance, replication of dengue virus in platelets remains unclear
until recent study shows that dengue virus uses platelets to replicate (Simon, Sutherland, &
Pryzdial, 2015). Thus, the key to unveiling further about dengue replication lies within the
platelet, and platelet transcriptome can be utilised to study the mechanism of infection by
dengue virus. To date, platelet transcriptome profiling has yet to be used as a tool to study the
mechanism of dengue infection. One proposed method for future research includes in vitro
study comparing the platelet transcriptome before and after dengue virus infection to identify
genes, which are involved in virus transcription. Apart from that, it would be interesting to
analyse platelet transcriptome profile at different phases of dengue infection or based on the
severity of the disease.
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Table 1
Mechanisms of action of selected viral infections on platelet

Virus Mechanism of action on platelet Study
Simian SIV alters Hepatic thrombopoietin (TPO) Pate etal., 2014
Immunodeficiency  production by up-regulating tumour growth

Virus (SIV)

Hepatitis C virus
(HCV)

Cytomegalovirus
(CMV)

Human
immunodeficiency
virus (HIV)

Hantavirus

Epstein Barr Virus
(EBV) Dengue virus

Rotavirus

factor.

HCV interacts with platelets through collagen
receptor GPVI. It stimulates bone marrow
suppression and hypersplenism. The size of the
spleen is inversely related to platelet count.

CMV is known to replicate in megakaryocyte.
CMV binds to platelet via the TLR2 receptor,
initiating platelet activation and degranulation.
This results in enhanced platelet interaction with
neutrophils, phagocytosis, and drop in platelet
count.

Multiple mechanisms: (1) Reduce survival of
megakaryocytes and precursors; (2) HIV surface
glycoprotein gp120 binds to lection receptor and
leads to increased megakaryocyte apoptosis; (3)
reduce TPO receptor (c-Mpl) expression.

Binds to avp3 or allbB3 integrins expressed
on platelets and endothelial cells, contributing
to viral dissemination, platelet activation, and
induction of endothelial cell functions.

Interact with platelets by complementing receptor
2 (CR2) and induces platelet activation.

Bind to lectin receptor and enhance platelet
activation and apoptosis, which generates
inflammatory responses in target monocytes.
Anti-non-structural protein-1 (NS-1) triggers
complement-mediated lysis of platelets which
further accelerates thrombocytopenia. Dengue
virus has been detected inside the platelet, raising
the possibility of direct replication in platelet.

Rotavirus binds to platelet using collagen receptor
GPIa/lla thus triggering platelet activation and
destruction.

van der Meer et al., 2016

Assinger et al., 2014

Assinger, 2014

Zapata, Cox, & Salvato, 2014

Ahmad & Menezes, 1997
Hottz et al., 2014

Sun et al., 2007
Noisakran et al., 2009

Assinger, 2014

METHODS OF PLATELET TRANSCRIPTOME PROFILING

Platelet Transcriptome Profiling Approach by SAGE

The serial analysis of gene expression (SAGE) is a quantitative method for measuring gene
expression; it was first, developed and published in 1995 (Velculescu, Zhang, Vogelstein, &
Kinzler, 1995). Though lower in throughput than microarray analysis, SAGE provides a more
detailed transcriptome profiling due to its quantitative property while microarray has been
just a qualitative method. The difference between SAGE and microarray has been widely
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studied (Gnatenko et al., 2003). The study identified 89% of platelet mRNA transcripts are of
mitochondrial origin, while 11% corresponds to unique genes which are not even detected by
microarray. Therefore, SAGE is a good technique that may permit full characterisation of the
mRNA transcripts including non-mitochondrial origin. Nevertheless, with the development of
high-throughput sequencing technologies and more advanced microarray techniques, it appears
possible that SAGE may be surpassed in future studies as detailed in Table 2.

Platelet Transcriptome Profiling by NGS

Next-generation sequencing (NGS) of platelets has enabled exceptional quantification and
profiling of platelet transcriptome and discovered the diversity of mRNAs. The NGS has
wide applications in this aspect, such as comparing platelet transcriptome between virus-
infected and non-infected cells. One study uses NGS approach to evaluate various pathogen
reduction systems (PR) for platelet storage (Osman, Hitzler, Ameur, & Provost, 2015). PR
systems function to extend the shelf life of stored blood components, such as platelets and
inhibit infections transmitted via transfusion. It is found that use of certain PR systems greatly
reduces mRNA level in PR-treated platelet concentrates compared with non-treated platelet.
This finding will be useful in alerting the blood bank authorities in implementing appropriate
PR system for blood component storage (Osman, Hitzler, & Provost, 2016).

The NGS is also used to compare platelet transcriptome between mice and human (Rowley
etal.,2011). Mouse platelets are commonly used as surrogates to study in vivo human platelet
function. Still, uncertainty often arises regarding the functional differences and similarities
between mouse and human platelets. This is the first study that utilises NGS to analyse human
and mice platelet. The study discovered 95% conserved platelet transcriptome between human
and mice. Conservation of platelet mRNA between two species enables mice model to be used
to study haemostasis.

Though next-generation sequencing enables large scale platelet transcriptome profiling,
its application for clinical studies is confined. NGS is foreseen to replace some of the old
techniques used in the clinical setting. For instance, it may be used in assessing aspirin resistance
in heart disease patients. To date, the influence of aspirin is commonly evaluated using light
transmission aggregometry (LTA) and thrombelastography platelet mapping assay (TEG) (Liu
etal., 2013). NGS approach to determine the platelet mRNA profile in association with aspirin
resistance will provide more data in predicting genetic markers of aspirin responsiveness. The
NGS generates a large transcript data per sample, and therefore, it is challenging to perform
analysis with such data. The RNA sequencing in a much larger population will need to be
performed so that a normal platelet transcript can be established (Freedman, 2011).

Microarray Analysis in Characterisation of Platelet Transcriptome

Apart from NGS, microarray analysis is another method commonly used for platelet
transcriptome profiling. This method is beneficial in observing up-regulation and down-
regulation of genes without the need for quantification as applied by NGS. One study had
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attempted to compare platelet transcriptome from three unrelated donors by using leukocyte
depleted platelet subjected to hybridisation to the Affymetrix HG-U95Av2 GeneChip, consisting
of 12,600 probe sets. It found exceptional concordance, reproducibility and discrete profiles of
human platelets among the three donors (Bahou & Gnatenko, 2004). In a most recent study,
microarray analysis is performed to compare neonate and adult human platelet transcriptomes
using pure platelet RNA obtained from adult and cord blood. Interestingly, 201 genes are found
to be differentially expressed between these two groups of which neonatal platelets had higher
amounts of mRNA that are associated with protein synthesis and lower levels of genes involved
in calcium metabolism and cell signalling (Caparrés-Pérez et al., 2017).

Microarray approach seems to be more feasible for clinical application. Coronary heart
disease is a condition in which platelet aggregation occurs and genetically modulated (Floyd,
Ellis, & Ferro, 2014). Hereditary platelet glycoprotein polymorphisms are a known risk
factor for coronary heart disease. The gene encoding glycoprotein GPIlla has displayed a
polymorphism (PIA2 allele) that is linked to vascular disease. Several case report studies
identified the presence of this polymorphism in patients who died of myocardial infarction,
stroke and related heart diseases (O’Donnell et al., 2001). It would be interesting to utilise
microarray for comparison profiling of this platelet-related gene in patients who possess
heterozygous or homozygous condition of the allele. In addition, platelet transcriptome analysis
by microarray is useful in chronic kidney disease patients (CKD). An alteration in the uremic
platelet mRNA is observed in CKD patients (Ple et al., 2012). However, dialysis appeared to
have corrected this defect, which is consistent with the favourable effect of dialysis.

The microarray platelet profile is also helpful in providing insight into transcriptional
signaling pathways in platelets in sickle cell anaemia disease. A study utilising microarray
identified the absence of expression of CD45 and CDS5 in sickle cell anaemic patients. These
are lymphocytes and T cells markers. On the other hand, significant up-regulation of mRNAs
encoding arginase II and ornithine decarboxylase antizyme in patients with sickle cell disease
is observed in comparison with control subjects. It is known that arginine metabolic enzymes
are involved in homeostasis (Raghavachari et al., 2007).

Microarray approach may have its limitations. There is no standardised method for
microarray data analysis that, can contribute to inter-laboratory variations. Microarray assays
also require a minimum of 5 mg of total cellular RNA as starting material, thus to prepare
pure leukocyte depleted platelet RNA, a large volume of blood may be needed (Gnatenko
et al., 2003). In addition, the microarray is no doubt a very costly method, which may be a
prohibitive factor in a large-scale study of platelet transcriptome. This factor should be taken
into stringent consideration when customising the microarray probe chips in regard to which
gene should be spotted (Eicher et al., 2016). Prioritising the importance of genes to be spotted
and prior knowledge is required to prevent wastage of data and prohibitive cost.
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Current knowledge on platelet profiling

Method Key findings Up-regulated/down-regulated Reference

SAGE Detected 89% mitochondrial transcripts - Gnatenko et
and 11% of non-mitochondrial al., 2003
transcripts.

Microarray ~ Detected mainly unknown function Majority of the up-regulated Gnatenko et
genes, genes involve in metabolism genes are unknown functional al., 2003
and receptors. genes.

Microarray Detected abundant glycoproteins and Glycoprotein/integrins and Bugert &
integrins receptors are majorly up- Kluter, 2006

regulated.

Microarray ~ Human platelet transcriptome correlated - McRedmond
well with proteome profile. et al., 2004

Microarray ~ Evaluation of platelet profile from 3 - Bahou &
healthy donors revealed concordance, Gnatenko,
reproducibility and distinct profiles of 2004
human platelets.

Microarray ~ An alteration of the uremic platelet 23 and 17 mRNAs are Pleetal.,
mRNA is observed in CKD patients. differentially expressed in 2012
Dialysis appeared to have corrected platelets from dialysis and
this defect, which is consistent with the uremic patients respectively
favourable effect of dialysis. Defective genes such as PCTP,

RABIA, ZFANDS, and USP15
are corrected by dialysis.

Microarray Demonstrated down-regulation of CD45 and CDS5 are down- Raghavachari
transcriptional signaling pathways in regulated; arginase II and et al., 2007
platelets in sickle cell anaemia patients. ornithine decarboxylase

antizyme ae up-regulated.

NGS Abnormal transcript reads detected Mutation in NBEAL2 gene Kahr et al.,
from an individual with autosomal responsible for causing gray 2011
recessive gray platelet syndrome. platelet syndrome.

NGS Evaluated various pathogen reduction - Osman et al.,
systems (PR) for platelet storage and 2015
finds that Intercept system alters platelet
quality.

NGS 95% conserved platelet transcriptome - Rowley et al.,
between human and mice enables mice 2011
model to be used to study haemostasis.

CONCLUSION

In sum, the study has highlighted that platelets are well suited for transcriptomic studies, as they
lack nuclear DNA and their genome consists of megakaryocytes derived mRNA transcripts.
There are many available transcriptomic approaches and analysis methods. While microarray
is one of the widely-employed methods, next-generation sequencing is gradually becoming
a favoured tool for transcriptome analysis. However, the limitations of modern transcript
profiling include lack of reproducibility, difficulty in data processing and complexity of data
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produced. Despite that, these methods are still reliable in clinical applications. In future, platelet
transcriptome studies investigating a more diverse set of healthy and diseased samples will
add value to the existing knowledge on platelet thrombotic and non-thrombotic functions.
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ABSTRACT

Estimation of stature is important in forensic examination. It is difficult to identify the deceased when the
body has been mutilated and only fragmented remains are found . Body height estimation from fingers has
been useful in establishing stature approximation. The present research attempts to construct a formula
from measurements of the whole fingers from proximal to distal ends. The material for the present study
comprises fifty (50) Mongoloid Javanese men between the ages of 21 and 25 years. Measurement of
fingers and stature are taken on each subject based on internationally recommended standard methods
and techniques. This study uses Pearson correlation test, and Regression analyses to determine the
body height formula. The results indicate average height of the subject is 1675.96 mm. The results of
index, middle, and ring finger measurements are positively correlated (p < 0.001) with stature. There are
moderate correlations—r=0.4 to 0.5, between the length of fingers and body height. It can be concluded
measuring each segment of finger can provide an estimation of stature. However, measuring the intact

fingers is easier and more practical and is sometimes appreciated by the victims’ families.
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deals with identification, for legal purposes,
of the skeleton in which the soft tissue have
been lost partially or completely (Iscan &
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Steyn, 2013). Identification of unknown skeletons of individual victims is very important,
especially in cases of mutilation, natural disasters, accidents, and fires. Estimation of stature
has obvious utility in the identification process. Body height estimation becomes important
in cases where only body parts are available for examination (Ozaslan et al., 2003). In recent
years, there have been many cases that involved dismemberment or mutilated bodies. The
presence of soft tissue on the human remains would usually necessitate dissection to expose
skeletal elements to derive metric data for stature estimation. Many attempts have been made
to find the best formula to estimate the body height of mutilated bodies, and this may differ
from one population to another.

Body height is a cumulative or composite measurement, consisting of head and neck height,
body height, and leg length. Body height is supported by several body elements, such as Aead,
vertebral column, pelvis, lower limbs (consisting of the femur-tibia), and ankles. Body height
varies among individuals, but what is common is the length of human bones, feet and hands
are proportional to their height (Cheng et al., 1998).

In determining body height, it is advisable to utilise the long bones, instead of other bones,
to get the best result. A regression formula based on the long bones has been formulated to
calculate a person’s body height. For Mongoloids, the Trotter and Gleser (Trotter & Gleser,
1958) and Stevenson (1929) regression formulas have been frequently employed. Stature
estimation using length of fingers and hands have been done in other populations such as in
Nigeria (Oladipo et al., 2015), Iran (Mahakizadeh et al., 2016), and Korea (Jee and Yun 2015).

Studies on body height estimation have been conducted in different countries, for example
in India (Jasuda & Singh, 2004), and Iran (Habib & Kamal, 2010) by measuring separated
phalanges. It would be useful to know which one is best to estimate body height - by using
separated phalanges or by measuring the entire length of the phalanges. The present study,
therefore, focuses on estimating body height based on the entire length of the left hand
phalanges of Javanese men. Regression equations specific to Mongoloid Javanese population
are computed separately for each finger and to study their reliability in estimating the living
stature of the individual.

MATERIALS AND METHODS

The subjects of the present study were 50 Mongoloid Javanese males who consented to be part
of the study. Inclusion criteria are: ages between 18 and 25, absence of visible shortening of
any of the limbs; absence of bone pathology, bone surgery, and any other pathological process
in the medical history that may have influenced the height of the individuals. A purposive
sampling method was adopted by taking into consideration the specific characteristics of the
subjects (Levy & Lemeshow, 2013). All procedures used in the study are in accordance with
the ethical standards set by the Helsinki Declaration and Universitas Airlangga who made sure
the research was bound by standards of human rights.

The subjects’ body height and the length their left hand phalanges were measured. Height
measurements were conducted using standardised anthropometer. The left hand phalanges
were measured, since the left hands normally performed fewer activities compared with the
right hand, which may cause variation in the length of the right fingers. Measurements were
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conducted by sliding callipers. This method for measuring the phalanges is slightly different
from that adopted by Jasuda and Singh (2004) on their Indian subjects. They conducted on the
segment of the phalanges, while this study measures the entire phalange length from proximal
phalanx to the distal phalanx.

Anthropometer was utilised to measure the height and length of the lower legs of the
subjects. During the measurement, the subjects stand upright without any footwear.

The length of the fingers was measured using a sliding calliper. The hand was placed
slightly open on a flat surface so that the fingers are apart from one another. The sliding calliper
was held above the proximal phalanx of index finger while the other end of the needle is shifted
to a distal phalanx position to determine the correct length of the finger. The same process
applies for measuring other three fingers, except the thumb. The thumb is not included in this
measurement because the shape of the thumb is a little bent, unlike the other fingers, and it
only has two segments of phalanges.

The normality of numerical data distribution is tested using Kolmogorov-Smirnov test.
Data are presented as means with standard deviation. Association of numerical parameters is
assessed by Pearson’s correlation coefficient r. Whenever r is significant, univariate regression
equations are computed according to the equation Y = B0 + B1 * x + SEE, where Y is the
dependent variable (estimated height), B0 is intercept (constant) and B1 is slope (regression
coefficient), x is the independent variable (length of fingers) and SEE is the standard error of
estimation (Petrovecki, 2007). From the general equation of this linear regression, the formula
of body height estimation based on the length of each finger is generated. Body height formula
is generated using body height as the dependent variable (Y) and length of the finger as the
independent variable (X).

RESULTS AND DISCUSSION

Human body morphology is influenced by hereditary, nutritional, climatic, and racial factors
(Katzmarzyk & Leonard, 1998). The length of metacarpals and phalanges can be used for sex
determination (El Morsi & Al Hawary, 2013). It means that it is most likely to influence variation
between populations too. Studies have concluded that hands vary in different populations.
Davies et al. (1980) found significant difference in the length of hand among west European,
Indian, and West Indian women. A Nigerian female hand is wider and shorter than that of her
foreign counterparts (Okunribido, 2000). This is influenced by the length of fingers.

Of the 50 male subjects, the average body height is 1676 mm (s £ 57.547). The average
length of left index, middle, ring, and little fingers of the subject is 82.66 mm (s +4.614), 90.98
mm (s +4.373), 85.36 mm (s £ 4.814), and 67.56 mm (s + 4.219) respectively.

The formula of body height based on body parts varies among the different populations
(such as Karakas et al. (2011), Didia et al. (2009), and Hasegawa et al. (2009)). The formula for
one sex cannot be applied to estimate stature of the other. This study results are only applicable
to Mongoloid Javanese males only.

The data showed a significant correlation between height and the length of index, middle,
and ring fingers; therefore, the formulas are calculated based on the length of those fingers.
There is a moderate correlation between body height and the index finger (r = 0.4). The B0 is

Pertanika J. Sci. & Technol. 26 (3): 947 - 952 (2018) 949



Athfiyatul Fatati and Myrtati D. Artaria

1268.506 and the B1 is 4,929, resulting in the body height (BH) estimation formula (in mm)
based on the length of index finger as follows:

BH = 1268.506 + 4.929 * Index Finger Length (r> = 0.16)

The data shows a moderately significant correlation between body height and the length of the
middle finger (r = 0.5). The /3, is 1085,601 while 3, is 6.489 which results in the body height
estimation formula (in mm) based on the length of the middle finger as follows:

BH = 1085.601 + 6.489 * Middle Finger Length (1> = 0.24)

The data shows a moderately significant correlation relationship between body height and the
length of the ring finger (r = 0.4). The /3, is 1274,860 while /3, is 4,699, resulting in the body
height estimation formula (in mm) based on the length of the ring finger as follows:

BH = 1274,860 + 4,699 * Ring Finger Length (1> =0,16)

The data, however, show no significant correlation between body height and the length of the
little finger. This is in contrast with Jasuda and Singh (2004), who reported that all four fingers
have significant correlations with body height. The different result may be due to the differences
in the methods. On the other hand, Habib and Kamal (2010) showed a significant correlation
between three fingers - index finger, middle finger, and ring finger - and stature. Their study
also used similar sampling methods as the present study, examining subjects within the age
group 18 to 25 years of age, though their sample size is bigger. Their findings support those
of the present study in that, the little finger shows no correlation with body height.

The strength of correlation between body height and length of finger is less than that
between body height and segments of bony fingers (2004). This indicates that bony landmarks
are more reliable indicators of stature than when the skin and other soft tissue are attached to
the fingers.

The study does not measure the thumb length to be correlated with stature. However,
another study (Chandra et al., 2016) find a correlation between thumb and stature, so that it
will be useful to do such a study for adding formulae in stature estimation.

Other studies report the predictive accuracy of stature estimation is higher for females
(Sen et al., 2014). It will be very useful to do a similar study on female samples in the near
future, so that it can be useful for forensic cases.

CONCLUSION

In general, based on the measurement of the subject of this study, the longer the finger is, the
taller the person is. The greatest correlation with body height is found in the middle finger,
followed by the index finger, and the ring finger. The little finger of the subject shows no
correlation with body height.
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Body height shows a positive and significant correlation with the length of fingers; however,
the correlation is moderate when measured from proximal to distal ends. Therefore, it can be
concluded that to estimate body height from mutilated hands, the measurement of the segments
of fingers, rather than measuring the whole length of the phalanx, gives a better prediction of
stature, although the latter method is easier and more practical.

However, this formulae will be useful, because sometimes in Indonesia when a human part
is found, the family is grateful that the body is not subjected to further dissection. The formula
of the intact finger is very useful, because it respect the feelings of the families.

Future studies should look at a bigger sample size and those below the height examined
in this study.
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ABSTRACT

Chronic inflammation is associated with processes that contribute to the onset or progression of cancer.
This study examined the correlation between dichotomised patients with malignant tumours and
inflammatory markers based on the altered glucose metabolism measured by the FDG SUVmax that
underpins the degree of tumour aggressiveness. Thirty-one patients underwent *F-FDG PET/CT for
various carcinoma along with blood inflammatory markers such as C-reactive protein (CRP), interleukin-6
(IL6), lipid profile and fasting blood glucose (FBG) levels were obtained in retrospective study. Patients
were dichotomised by the cut-off SUVmax value of 6.0 dl/ml derived from curve analysis (P=-0.025).
The mean age of the subjects were 53.16 + 12.06 years and mean SUVmax of 8.80+6.27 g/ml. Significant
correlation was noted between the SUVmax and CRP and IL6 (r=0.361; P<0.05) and IL-6 with BMI and
FBG with r=0.38; p<0.05 and r=0.34; p<0.05 respectively. The odds ratio (95% confidence intervals) for
patients with the SUVmax cut-off 6.0dl/ml was predicted by FBG ( OR:0.385, p<0.05) and the SUVmax
> 6.0 dl/ml was inversely related to IL-6 (OR: 0.049, with p<0.005). Serum inflammatory markers and
endogenous glucose are associated with a potentially more aggressive malignant cancer. In particular, IL6

may be used as a useful surrogate marker for tumour aggressiveness with an important prognostic value.
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Development of cancer is significantly
higher among patients with diabetes. In this
regard, infection or chronic inflammation
are associated with mutagenesis in 15-20%
of all cancers among which are breast,
colorectal and bronchus followed by cancer
of liver, stomach and lung (Kuper, 2000;
Balkwill, 2001; World Cancer Report, 2008).
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Inflammatory factors, such as interleukin-6 (IL-6), plasminogen activator, inhibitor-1 (PAI-1),
free fatty acids, monocyte chemo-attractant protein, leptin, fatty acids, adiponectin and tumour
necrosis factor-a are produced by adipose tissue (Van Kruijsdijk et al., 2009). These factors
are important in the progression of malignant cancer. In particular, the knowledge of I1L-6 for
immune homeostasis and how it induces profound activities in acute phase reaction has rapidly
increased in chronic inflammation and carcinogenesis. The progression of cancer resulting
from chronic inflammation is well known (Naugler et al., 2008). IL-6 is a commander marker
in promoting inflammation to inflammation-associated cancer (Tangkijvanich et al., 2004).
In most cases, the level of IL-6 is elevated which favours the development of carcinogenesis.

In recent decades, multimodality imaging was used to detect early progression of cancer,
such as MRI, Single-Photon Emission Computed Tomography(SPECT) and Positron Emission
Tomography PET-CT (Townsend et al., 2008). The PET-CT uses small amount of radiotracer
to evaluate tissue functions, early onset of disease and lesion localisation via imaging sessions
(Beyer et al., 2004; Nakamoto et al., 2003; An et al., 2007). The system complements each other
to detect the lesion and hence help improve diagnostic yield by offering substantial advantages
over anatomic and physiologic imaging techniques, unlike the standalone PET or CT system.

The study examined potential association of chronic inflammation and the molecular
marker — 18 F FDG —PET-CT which contributes to the transformation and early onset of cancer.

MATERIALS AND METHODS

Patients

Thirty-one patients with lung carcinoma (11), oesophageal carcinoma (7), metastatic
paraganglioma (3), colonic carcinoma (3), transitional cell carcinoma (3) and one each with
lymphoma, hepatoma, nasopharyngeal carcinoma and breast carcinoma were investigated in a
retrospective study. All patients underwent [ 18F] fluorodeoxyglucose (FDG)-positron emission
tomography (PET)/computed tomography (CT) for various indications of disease progression.

Patient Preparation

All patients fasted for at least 6 hours prior to scanning session and only oral hydration with
glucose-free water was allowed. Fasting blood glucose was recorded for all patients. Oral
gastrografin solution (sodium meglumine diatrizoate; BerliMed S.A., Madrid, Spain) was given
to patients in dilution in three parts before IV administration of radiopharmaceutical agent and
immediately before scanning. Becquerel range from 290.5 — 415.5 mega (Mean 347.5 MBq)
of 18F-FDG was injected intravenously. All patients were placed in a special room ranging
from 23 — 190, for an average of mean 70.6 minutes before they were asked to empty their
bladder prior to the PET/CT scan imaging study.
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PET/CT Imaging Protocol

Studies were standardised using a dedicated integrated PET-CT system (Siemens Biograph—64,
Germany). This device comprises a dedicated PET scanner with Optimum Performance
in 3-D Imaging with Lutetium Oxyorthosilicate (LSO) scintillator crystal technology. The
system is incorporated with a multislice CT scanner with capability for 64 slice CT and high
spatial resolution. For the purpose for attenuation correction, a scout view was performed in
cranio-caudal direction followed by low dose CT protocol in caudo-cranial. Contrast-enhanced
CT (CECT) protocol, iohexol (Omnipaque 350 mgl/mL, GE Healthcare, Shanghai, China)
ranging from 50 — 100 ml with mean 83.07 ml was injected intravenous by using dual head
automatic pressure injector (Mallinckrodt, M.O, and USA) with flow rate at 2.5 ml per second
and followed by 20 ml saline flush. At the start of the CT scan, CECT acquisition started in
caudo-cranial direction with 80 seconds delay, ensuring optimised intravenous (I'V) contrast
in the circulation and tissue enhancement. Subsequently, in view of the higher sensitivity of
the PET scan, the acquisition time for PET was 2 min per table position.

Figure 1. A circular region of interest (ROI) is drawn to evaluate the SUVmax value

Image Interpretation

PET/CT scans were read by an experienced radiologist with more than 5 years of clinical
experience. The radiologist was blinded to the diagnosis and he/she was unaware of any
biochemical findings or clinical information. The circular region of interest was drawn at the
FDG-avid area (Figure 1) and the SUVmax value was automatically calculated.

Statistical Analysis

All patients with biopsy-proven cancer were dichotomised into groups based on the cut-off
SUVmax value of 6.0 derived from the ROC statistical analysis (Figure 2-3). Paired t-test
(two-tailed) and Wilcoxon signed rank test were used for parameters, which were normally
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distributed and not normally distributed. Results were evaluated at a 95% confidence interval
and the level of significance was set as p<0.05. Data was analysed using the Pearson correlation
coefficient and binary logistic regression. All statistical tests were two-sided, and p values
<0.05 were considered statistically significant. Data was analysed using Statistical Package
for Social Sciences program (SPSS 21) (IBM Corp, Somers, New York).

RESULTS AND DISCUSSION

Patient Characteristics

The study investigated 31 retrospective patients (17 males) with mean age of 53.16+12.06
years. These patients who underwent FDG PET-CT 1 had biopsy-confirmed lung carcinoma
(11), oesophageal carcinoma (7), metastatic paraganglioma (3), colonic carcinoma (3),
transitional cell carcinoma (3) and one each with lymphoma, hepatoma, nasopharyngeal
carcinoma and breast carcinoma (Table 1). Among them, there were subjects having NIDDM
(10), Hypertension (16), Hypercholesterolemia (6) & history of smoking (8) with mean BMI
of 23.56+5.31kg/m2 and FBS 5.30 + 1.33 g/dl. The mean SUVmax values measured for the
target lesions was 8.80+6.27 (Table 1).

Table 1
Patient characteristics

Patient Age Sex BMI Histology Types FBG CRP IL 6 Cholst Trigl HDL LDL SUVmax

Pl 57 F 22 Left lung Malignant 5.0 12222 539 3.06 1.03 049 165 790
adenoca

P2 59 F 19 Carcinoma Malignant 5.0  0.98 6.08 4.27 0.78 1.06 256 13.51
esophagus

P3 33 F 20 Carinoma of Malignant 5.3 0.63 6.06 4.79 1.31 1.05 3.01 4.08
esophagus

P4 59 F 21 Adenoca Malignant 3.5  2.04 6.22  3.81 1.17  1.08 1.79 12.60
esophagus

P5 50 M 22 Adenoca Malignant 5.8  0.46 594 4.10 0.66 2.07 173 5.00
esophagus

P6 68 F 21 Adenoca Malignant 3.8 1459 452 557 152 1.01 338 2264
esophagus

P7 45 M 29 Melanoma Malignant 5.0 222 6.00 6.34 .10 1.18 449 17.66

P8 47 F 23 Adenoca Malignant 4.3 2131 591 4.04 1.27  0.68 2.60 24.32
esophagus

P9 56 F 22 Left adrenal Benign 7.1 0.90 6.12 4.61 2.13 093 283 468
phaeo

P10 59 F 19 Left lung adeno ~ Malignant 4.3 1.69 6.09 2.74 0.58 082 176 4.1

P11 60 M 19 Clear cell Malignant 3.6 2.52 6.18 5.15 .12 1.88  3.01 6.71
adenoca

P12 42 F 29 Hepatocellular Malignant 5.3 10.05 587 3.50 097 0.68 2.63 4.16
Ca

P13 64 F 27 Rt chest wall Malignant 6.4 1494 552 268 094 1.04 151 6.15
tumour

P14 38 M 33 Ltinfraclavicular ~Malignant 6.7  0.32 6.13  3.86 .11 079 285 3.02
tumour

P15 70 M 27 Rectal ca with Malignant 6.0 5.65 6.26 3.28 097 1.12 242 450

956 Pertanika J. Sci. & Technol. 26 (3): 953 - 964 (2018)



Table 1 (continue)

FDG-PET and Inflammatory Markers in Tumour Aggressiveness

Patient Age Sex BMI Histology Types FBG CRP IL 6 Cholst Trigl HDL LDL SUVmax

P16 57 F 26 Adrenal tumour ~ Benign 6.6 1.30 6.13  2.55 1.80 0.54 2.07 583

P17 61 F 16 Lung cancer Malignant 4.7 184.41 536 3.01 0.74 0.62 254 10.40

P18 62 M 24 Primary clear Malignant 8.0 21737 621 126 0.89 034 0.57 5.00
cell Ca

P19 63 M 20 Ca pancreas Malignant 5.6 0.73 6.13  3.07 1.06 0.86 249 440

P20 67 M 22 Ca caecum with Malignant 5.3 13.03 577 4.02 1748 096 322 11.40

P21 47 F 20 Adenoca Malignant 4.4  0.52 6.25 3.15 099 079 257 3.64
esophagus

P22 59 F 21 Adenoca Malignant 4.3 1.45 526  3.94 1.68 086 333 3.04
esophagus

P23 33 M 14 Stage iv NPC Malignant 3.7 1126 582 3.09 1.74  0.67 242 9.05

P24 32 F 29 Ca lung Malignant 5.0  2.25 6.05 3.11 222 085 225 281

P25 58 M 26 Stage IV ca colon Malignant 5.3 6.90 6.15  3.94 063 1.02 330 470

P26 18 M 23 Adrenal tumour ~ Benign 5.0 186.44 478 291 097 056 238 20.30

P27 4 M 22 Ca breast Malignant 5.0 1585 6.17 6.05 097 090 250 13.00

P28 62 M 13 Recurrent gastroc  Malignant 2.8 0.51 494 3.19 1.91 092 223 6.12
Ca

P29 61 M 34 Recurrent ca Malignant 5.6 17.39 588 3.10 1.80  0.55 247 20.12
cecum

P30 35 27 Ca esophagus Malignant 3.8 3.70 6.00 295 093 059 237 4.08

P31 61 34 Ca lung Malignant 5.0 1.40 599 347 132 077 301 9.86

Notes: FBG: fasting blood glucose, CRP- C-reactive protein, Cholst: cholesterol, Trigl: triglyceride,

HDL-high density lipoprotein, LDL: low density lipoprotein, SUVmax: PET-Ct marker (standardised

uptake values)

Biochemical analysis for inflammatory markers revealed mean CRP of 25.59+53.25U/1, IL-6
5.87+ 0.47U/1 with Triglyceride 1.22+ 0.52 U/I, HDL.89 + 0.32 mg/dl and LDL 2.59 +0.89

mg/dl (Table 2).

Table 2

Mean biochemical results

Characteristic Mean = SD
BMI (kg/m?) 23.56+5.31
FBS (g/dl) 530+ 1.33
CRP (UN) 25.59+53.25
IL-6 (U/1) 5.87+0.47
Tg (U/) 1.22+0.52
HDL(mg/dl) 0.89 +0.32
LDL(mg/dl) 2.59 +0.89
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Stratification of Patient by the Index of Tumour Aggressiveness (SUVmax) on FDG
PET

The patients were divided into two groups based on the SUVmax cut-off. Using the Receiver
operating curve (Figure 2), the cut-off SUVmax of 6.0 was found significant for which (P<
0.005).

ROC Curve

0.8

0.6

Sensitivity

0.4

0.2+

0.0+ T T T
00 02 04 06 08 10

1 - Specificity

Diagonal segments are produced by ties

Area Under the Curve (AUC)

Area Std. Error® Asymptotic Sig. Asymptotic 95% Confidence Interval
Lower Bound Upper Bound
265 .092 .026 .084 445

“Under the nonparametric assumption
®Null hypothesis: true area = 0.5

Figure 2. ROC curve with cut-off value of 6.0

@ (b)

Figure 3. P31: (a) Axial FDG-PET and (b) CT images of a 61 years —old-male ex-smoker with high CRP
diagnosed with lung carcinoma showing an FDG-avid mass in the right lung (arrowed) — SUVmax of 10.40
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. LW
Figure 4. (P17); 18-year-old-male with NIDDM and abdominal paraganglioma (hairline marker) (SUVmax:
15.79)

Correlation Between Inflammatory Markers and SUVmax

Based on spearmen correlation (Table 3), there was strong correlation noted between the CRP
and SUVmax (P<0.005); r: 0.527). The CRP was also strongly correlated with IL-6 (r=0.361;
P<0.05). IL-6 was strongly correlated with the BMI (r: 0.38) and FBG (r: 0.34) with (P<0.05)
respectively.

Table 3
Spearman Rhos to assess correlation between baseline inflammatory biomarkers and clinical marker and
the SUVmax

Interleukin-6 P value
Rho

Age 0.23 0.88

BMI 0.38 *0.01

FBG 0.34 *0.03

CRP p-value
Rho

SUVmax 0.527 *0.005

IL-6 0.361 *0.05

*statistical significant P<0.05
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Predictor for the Carcinogenesis (FBS & 1L-6)

The Figure 5 shows there is a one-unit increase in the FBS for patients with SUVmax of more
than 6.0 are 0.38 times the odds of default for patients with SUVmax < 6.0. Conversely a 1-unit
decrease in IL6 for patients with SUVmax more than 6 is associated with 0.049 times the odd
of default for patient with lower SUVmax in this category.

Subgroup OR 95% CI * heterogeneity
FBG 0.385 0.016-0.925
\
IL-6 0.049 0.003-0.948 _

Risk OR(95%) of malignant tumour for IL- 6 and FBG stratified
by SUVmax (6).

Figure 5. The odd ratios (95% confidence intervals) for patients with SUVmax cut-off of 6

The primary interest of this study was to evaluate the potential association of the inflammatory
markers and the altered glucose metabolism in carcinogenic environment. The basis of
inflammation in carcinogenesis has been well recognised especially in several known cancer
i.e. endometrial cancer (Key et al.,1988). This study evaluated the imaging marker exploiting
glucose analog (FDQ) as a signal for altered glucose metabolism in different types of cancer
and potential association with common inflammatory markers. The degree of altered glucose
metabolism was measured using the standardised uptake value (SUVmax) of the PET image
evaluated using PET-CT.

The higher value of SUVmax is correlated with the cellular proliferation and poor prognosis
(Fathinul et al., 2015). Traditionally, the cut off value for SUVmax 2.5 was used to distinguished
malignancy from benignity (Fathinul et al., 2015; Fathinul et al., 2014). Given all subjects were
harbouring malignant cellular entity, the SUVmax of 6.0 was utilised to dichotomise groups
of cancer patients for which rationale of higher SUVmax value raises the potential of cellular
stress that underpins the carcinogenic reprogramming. Diabetes mellitus (with fasting blood
sugar > 7.0 mmol/L) for instance is associated with increased tumour burden (Kaaks et al.,
2002). The study found an association between patient with high glucose level and the altered
glucose metabolism (SUVmax) which form the basis of strong signalling of the cancer-prone
environment. The basis of this can be explained by the fact that isoform of the insulin receptor
expression will induce cancer cells to produce insulin and IGF-I. The A receptor isoform can
stimulate insulin-mediated mitogenesis and hence, the development of carcinogenic cellularity
(Denley et al., 2007). There is also a strong correlation between SUVmax and the serum
C-reactive protein among the cancers subjects. This is in line with other reports which found
inflammatory process a potential precursor for cancer development (Love et al., 2005).
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The potential correlation of clinical parameter of patients with evidence of chronic
inflammation as evidenced by high glycaemic index evaluated by biomarkers i.e. FBS, level
of total cholesterol and high BMI was investigated. The results showed obesity (high BMI)
and NIDDM (FBG >7.0 mmol/L) was well correlated with the IL-6. These supported other
reports which suggested elevated serum level of IL-6 in patient with insulin resistance and
obesity and correlated with BMI (Kern et al., 2001). This shows cell stress and the alteration
in cellular reprogramming for the progression of carcinogenesis.

Lower level of IL-6 in malignant cells of this study was an independent predictor for the
altered glucose metabolism in malignancy. The basis of low level of IL-6 in association with
cancer is poorly explained. One of the potential lower IL-6 levels has been described in younger
age group but will rise with aging (Sarkar et al., 2006). Nevertheless, there was no association
between low IL-6 with age in this study. In mouse model of colitis-associated cancer (CAC),
trans-signalling was inhibited by tumour growth factor (TGF-B) to suppress the early onset or
formation of cancer, which leads to low level of IL-6 in human sample of colon cancer (Atreya
et al., 2000). The high level of IL-6 explains the carcinogenesis via classical IL-6 signalling.
This phenomenon is well described in multiple myeloma patients (Lattanzio et al., 1997), which
show that the high level of IL-6 is associated with vice-versa. Another study found high levels of
IL-6 expression was correlated with high rates of myeloma protein secretion, low proliferative
compartment, and low tumour mass. IL-6 induces an undifferentiated tumour cell compartment
into terminal differentiation (high rate of immunoglobulin production, low proliferative fraction)
and eventual tumour cell death (low tumour mass (Kishimoto,1989). Therefore, the lower IL-6
level in an altered glucose metabolism of mitogenesis can be explained by the probable the
predominant expression of TGF-B which could have suppressed the trans-signalling cancer
reprogramming pathway in carcinogenesis.

Data was obtained from outpatients and inpatients (a large nationally representative
sample). The diagnoses were caught blindly and confirmed by the biopsy findings. Limitations
included a relatively small number of subjects and a lack of other parameters, such as genetics,
hormones, biochemical, lifestyle and diet. Additionally, the duration for follow-up the onset of
clinical parameter and biological changes leading to cancer is probably too short.

CONCLUSION

Serum inflammatory markers and endogenous glucose are associated with a potentially more
aggressive malignant cancer. In particular, IL-6 may be used as a useful surrogate marker for
tumour aggressiveness with an important prognostic value. The low-level IL-6 indicates the
cellular reprograming of cancer development has been signalled via different pathway of the
IL-6 transduction in inflammation-associated cancers and hence, requires further understanding
of various cancers types on the potential mechanism that regulates the cellular reprogramming.
The understating of varied levels of IL-6 associated carcinogenesis is important and can be
used as a marker for treatment efficacy.
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ABSTRACT

Contrast enhancement is the focus of this paper namely use of digital for medical imaging. Five types

of images were analysed, namely hand, brain, head, ankle and knee. Three techniques have been used

such as INT Operator, Fuzzy Type-1 and Fuzzy Type-2 on five different images. The obtained results

have been compared based on four quality parameters, namely mean square error (MSE), normalisation

coefficient (NC), root mean square error (RMSE) and peak signal to noise ratio (PSNR).Results showed

INT Operator provides the best resultant image compared with other techniques.
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INTRODUCTION

A digital image is a numeric picture of a
2-dimensional image and compises rows and
columns. Each block is named pixels. Digital
image plays a vital role in medical imaging.
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Contrast enhancement plays an important role in medical field or imaging. Contrast
enhancement helps us to increase the brightness of an image. When some medical images
havelow contrast, contrast enhancement is the best method to enhance the quality of image.
Three enhancement techniques have been used in this paper. The INT is an intensification
operator to decrease the fuzziness of an image. Fuzziness means dullness of the pixels. This
technique contains some parameters to analyse the enhancement of digital images (Mahashwari
& Asthana, 2013).

Fuzzy type-1 and fuzzy type-2 techniques show good contrast of an image. The result
of type-1 fuzzy logic system is represented by single numeric values. It means only one
membership function is performed using this method. Membership values are computed with
the help of fuzzy hyperbolisation approach. This approach has three steps, namely fuzzification,
membership modification and defuzzification (Hartati et al., 2009). Fuzzification converts gray
level into membership values. The new gray levels are generated by the defuzzification step. It
has four components: fuzzifier, rulebase, inference engine and defuzzifier and work based on
membership function (Kaur et al., 2017; Wu, 2014; Pal et al., 1983; Pal et al., 1981).

Fuzzy type-2 approach is a special case of fuzzy type-1 set. This set overcomes the
limitations of type-1 fuzzy set. Fuzzy hyperbolisation technique is also applied in this approach
for computing new gray levels. There are four components: fuzzifier, rulebase, inference
engine and output processor. Rulebase component contains IF-THEN rules of the domain.
type-2 fuzzy sets represent uncertainty based on two membership functions, namely lower
membership function and upper membership function (Castillo et al., 2012; Castillo et al.,
2007; Ensafi et al., 2005).

Four quality parameters such as Mean Square Error (MSE), Normalisation Coefficient
(NC), Root Mean Square Error (RMSE) and Peak Signal to Noise Ratio (PSNR) are used for
comparing contrast enhancement techniques. The MSE and RMSE stands for mean square
error and root mean square error respectively while PSNR and NC means peak signal to noise
ratio and normalisation coefficient respectively.

The paper is structured as follows. Section 11 contains literature review while Section 111
briefly discusses contrast enhancement techniques i.e. INT Operator, Type-1 Fuzzy & Type-
2 fuzzy. Section IV describes performance analysis and simulation results by considering
different performance quality parameters. Section V concludes the paper and discusses the
future scope of work.

BACKGROUND

Kundra et al. ( 2009) presented an image enhancement based on fuzzy logic. The main goal of
this paper is to remove the noise and improve the contrast of an image using digital imaging.
There two main steps: removal of impulse noise. This begins with gray scale image before
applying the filter. The second step is to improve contrast of the image. According to this step,
set shape of membership function and the value of fuzzifier beta according to the actual image
is computed based on membership values. Further, membership values are changed using
linguistic values to generate new gray-levels.
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Hassanien et al. (2011) proposed the contrast for breast MRI images. Fuzzy type-2
technique is applied on different MRI breast images. This technique provides a higher accuracy
compared with other techniques. The results of the fuzzy type-2 are compared with type-1
fuzzy technique. The type-2 Fuzzy approach provides better results compare to Fuzzy type-1
technique.

Tizhoush and Fochem (1995) has developed a hybrid technique for image contrast
enhancement using fuzzy histogram hyperbolisation approach. This method provides better
results for image enhancement. In this method they have taken X-ray image and satellite
image for their result analysis. The main idea of this approach is to improve the contrast of
the input images.

Preethi et al. (2013) has proposed the function modification using fuzzy logic. This paper
represents the function modification using fuzzy logic and membership functions are modified
to enhance finger prints. They have taken medical images for result analysis. This algorithm
is also used to enhance the video images. Square and cube operator are applied for modifying
new membership functions.

Lakshmi et al. (2013) have proposed an image contrast enhancement using the fuzzy
technique. The existing algorithms manage uncertainties. The algorithm is used to calculate
the parameters and is also applied on different types of images. The fuzzy technique is found
to be a better technique compared with other techniques for contrast enhancement.

Mahashwari and Asthana (2013) proposed image processing theory based on a fuzzy
technique using three steps, such as fuzzification, membership value and defuzzification. The
proposed method was able to enhance the quality of image successfully.

Sesadri and Nagaraju (2015) proposed type 2 fuzzy technique for image enhancement.
First, fisher criterion function was used to generate membership values of type-I fuzzy. Further,
fuzzy rules are applied to generate enhanced image.

Khandewal and Kaur (2016) provides comparative study of different image enhancement
technique. In this paper, six enhancement techniques were used to improve information in
images. Erosion technique has produced best result with highest value PSNR and lower MSE
value.

Kaur and Kaur (2016) compared enhancement techniques for medical images. In this paper,
five enhancement techniques were used, namely average filter, bilateral ratinex, neighbourhood
operation, imadjust and sigmoid function. Sigmoid function and neighbourhood operation
produced the best result with low value of MSE & RMSE and high value of PSNR.

CONTRAST ENHANCEMENT TECHNIQUES

Three contrast enhancement techniques are used in this paper.

INT Operator

The INT is an intensification operator. This operator is used to decrease the fuzziness of an
image. Fuzziness means dullness of the pixels. This technique contains some parameters to
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analyse enhancement of the image. Three steps are used to analysis this approach (Mahashwari
& Asthana, 2013).

Step 1: Defining membership functions

— -F
8max — 8mn ¢

Hmn = G(gmn) = [1+ F
d

Where

g.n = Intensity value of pixel
Enx = Maximum gray level
F; = Denomination fuzzifier
F. = Exponential fuzzifier

Denomination fuzzifier helps to increase the value in range [0, 1] and decrease fuzzified value.

Step 2: Membership modification

2- [umn]zo < Bmn < 0.5

Hmn = {1 —2- [1 - lflmn]zo-5 S Hmn =1

INT Operator modifies the membership values on a fuzzy sety,,,. Cross over point is 0.5. The
intensification operator steadily increases the value of ., for increasing the values of cross
over point from 0 to 1. This operator is applied on image again and again.

Step 3: Generate new gray levels
-1
gmn = G_l(u}nn) = 8max — Fda ((“'rnn) Fe — 1>
The contrast depends on the increasing value of cross over point.

Fuzzy Type-1

The result of type-1 fuzzy logic system is represented by single numeric values. It means only
one membership function is performed in this method. Membership values are computed with
the help of fuzzy hyperbolisation approach. This approach has three steps, namely fuzzification,
membership modification and defuzzification (Hartati et al., 2009). Fuzzification transforms
gray level into membership values. The value of membership functions is changed after
the fuzzification process. The new gray levels have generated in defuzzification step. Four
components are used for processing type-1 fuzzy set, namely fuzzifier, rulebase, inference
engine and defuzzifier. Fuzzifier transforms crisp value into fuzzy value. Rulebase component
contains rules of the domain. Inference engine performs actions for fuzzy control. Defuzzifier
transforms fuzzy value into crisp output value (Hassanien et al., 2011).
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Step 1: Compute the type-1 fuzzy membership value using following equation:

8mn~8min

H(gmn) = (1)

8max~8min

Where g,,, = Intensity value
Zmin = Minimum gray level

Zmax = Maximum gray level

Step 2: Compute the new gray levels

~ L-1 - B
Jmn = e—1—1x[e ulgmndP — 1] )

Where the parameter f is set to 0.8 and L is a number of gray levels.

Fuzzy Type-2

Fuzzy type-2 approach is the special case of type-1 fuzzy set. It overcomes the limitations of
type-1 fuzzy set. Fuzzy hyperbolisation technique is also applied in this approach for computing
new gray levels (Hartati et al., 2009). Fuzzification transforms gray level into membership
values which are changed during the fuzzification process.

The new gray levels have been generated by the defuzzification step. Type-2 fuzzy sets
represent uncertainty. Four components are used for processing, namely fuzzifier, rulebase,
inference engine and output processor. Fuzzifier transforms crisp value into fuzzy value.
Rulebase component contains IF-THEN rules of the domain. Inference engine performs actions
for fuzzy control. Output processor contains type reducer and defuzzifier. Type-1 fuzzy set
output and crisp number are generated from type reducer and defuzzifier respectively. Two
membership functions are performed in this fuzzy set, such as upper membership function and
lower membership function (Hassanien et al., 2011).

Step 1: Compute the upper and lower membership values by using the following equation:
Hiower (x) = .u(x)z

and

Hupper x) = ‘u(x)O.S

Compute a window of size 21x21.
Determine type-2 fuzzy membership function using following equation
UTigmn) = (#Lowerxa) + (/-lvpperx(a - 1))

Imean

Where a.=" |,

Step 2: Calculate the new gray levels using equation (2)
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PERFORMANCE ANALYSIS AND SIMULATION RESULTS

Five types of experiment on given images were conducted and the various performance
parameters were calculated to check the robustness of the algorithm.

The following quality parameters are considered:

1)

Mean Square Error: It measures the average of the squares of the errors.
MSE = y 201

mxn

Where Y= actual value, ¥ = predicted value, m= actual size and n= predicted size

2)

3)

3)

Root Mean Square Error: It measures the difference between two similar images.
RMSE=VMSE

Peak Signal to Noise Ratio: It is a ratio between the maximum signal power and

noise power.

PSNR =10 log;, (%)

Normalisation Coefficient: It means range of values.

NC: Zseref Ms’
Nref

Where M= mean value for reference

Experiment 1

This is a hand image experiment. Three techniques were applied on first image shown in Figure
1. Various quality parameters have been calculated such as MSE, RMSE, PSNR and NC. These
three techniques are compared based on four parameters shown in Table 1 and comparison of
MSE and PSNR values are shown in Figure 2. It shows minimum value of MSE and maximum
value of PSNR. It means the method have increased clarity of the image.

Table 1

(a) (b) (©) (d)
Figure 1. (a) Original image; (b) INT Operator; (¢) Fuzzy Type-1; and (d) Fuzzy Type-2

Techniques comparison for hand image

Parameters MSE RMSE PSNR NC

F2 25.5444 0.4143 57.6458 0.00033

F1 4.3789 0.1681 89.5659 0.0012

INT 2.8159 0.1337 100 0.0019
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Figure 2. MSE and PSNR values comparison graph

Experiment 2

Three techniques were applied on brain image as shown in Figure 3. Various quality parameters
have been calculated such as MSE, RMSE, PSNR and NC. These three techniques are compared
and are shown in Table 2. Comparison of MSE and PSNR values are shown in Figure 4. Table
2 shows a minor value of MSE and RMSE which means maximum pixels are bright in the
image. Figure 4 shows a greater value of PSNR which means they are brighter.

(b)
Figure 3. (a) Original image; (b) INT Operator; (¢) Fuzzy Type-1; and (d) Fuzzy Type-2

Table 2
Comparison of techniques for brain image

Parameters MSE RMSE PSNR NC

F2 10.6655 0.2419 57.0233 0.00040
F1 2.0279 0.1023 86.307 0.0014
INT 1.1226 0.0747 100 0.0028
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Figure 4. MSE and PSNR values comparison Graph

Experiment 3

The third experiment is a head image. Three techniques were applied and shown in Figure
5. Various quality parameters are used such as MSE, RMSE, PSNR and NC. These three
techniques are compared based on four parameters shown in Table 3. The pixels are brighter
based on parameters PSNR and NC. Figure 6 shows the comparison of PSNR and MSE values.

Figure 5. (a) Original image; (b) INT Operator; (c) Fuzzy Type-1; and (d) Fuzzy Type-2

Table 3
Technique comparison for head image

Parameters MSE RMSE PSNR NC
F2 40.7719 0.5405 55.3084 0.0012
F1 14.7564 0.3225 71.3044 0
INT 3.81 0.1607 100 0.0017
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Figure 6. MSE and PSNR values comparison graph
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Experiment 4

The fourth experiment is shown in Figure 7. Three techniques have been applied and compared
with four quality parameters. Figure 8 shows the comparison of MSE and PSNR values. To
check the robustness, various quality parameters have been calculated such as MSE, RMSE,
PSNR and NC. Comparisons of these three techniques are based on four parameters shown in
Table 4. Higher NC values mean good quality of image. The INT Operator always has higher

NC values compared with the rest.
(c) (d)

(b)
Figure 7. (a) Original image; (b) INT Operator; (¢) Fuzzy Type-1; and (d) Fuzzy Type-2

Table 4
Technique comparison for ankle image

Parameters MSE RMSE PSNR NC
F2 26.5421 0.4278 58.6169 0.0026
Fl 10.7424 0.2704 73.4866 0.0043
INT 3.1294 0.1437 100 0.0049

. 120

8 100

g 80

©

S 60

% 20 = MSE

P 20 B PSNR

2 o0~

©

> F2 F1 INT

Techniques

Figure 8. MSE and PSNR values comparison graph

Experiment 5

The fifth experiment is on knee image. Three techniques were used as shown in Figure 9.
Various quality parameters are calculated such as MSE, RMSE, PSNR and NC. Table 5 shows
a higher value of PSNR and NC for brightness.
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(a) (b) (c)
Figure 9. (a) Original image; (b) INT Operator; (¢) Fuzzy Type-1; and (d) Fuzzy Type-2

Table 5
Techniques comparison for knee image

Parameters MSE RMSE PSNR NC

F2 26.0675 0.435 63.3894 0.00036

F1 5.0747 0.1882 95.4083 0.0012

INT 4.2038 0.1707 100 0.0018
150

100

B MSE
J. PSR
F2 F1 INT

Techniques

Values of Parameters
(9]
o o
;

Figure 10. MSE and PSNR values comparison graph

COMPARATIVE STUDY AND RESULTS

Table 5 shows results of all 3 operators based on all the 5 images. We can clearly observe that
INT Operator has the greatest value of NC in all images. First four parameters i.e. MSE1,
RMSETL, PSNR1 and NCI1 represent result for hand image. Next four parameters are expressing
in table representation for brain image. MSE3, RMSE3, PSNR3, NC3 and MSE4, RMSE4,
PSNR4 and NC4 are signifying outcome for head image and ankle image respectively. The
rest of the parameters show result for knee image.

The result shows that the INT Operator is better than other techniques to increase the
contrast of the images without edge detection. It means this technique improves the brightness
of the image.
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Figure 11. MSE and PSNR values comparison graph
Table 6
Technique comparison of five images
Image Name Parameters F2 F1 INT
Hand MSE1 25.5444 4.3789 2.8159
RMSE1 0.4143 0.1681 0.1337
PSNRI1 57.6458 89.5659 100
NC1 0.00033 0.0012 0.0019
Brain MSE2 10.6655 2.0279 1.1226
RMSE2 0.2419 0.1023 0.0747
PSNR2 57.0233 86.307 100
NC2 0.00040 0.0014 0.0028
Head MSE3 40.7719 4.7564 3.81
RMSE3 0.5405 0.3225 0.1607
PSNR3 55.3084 71.3044 100
NC3 0.0012 0 0.0017
Ankle MSE4 26.5421 10.7424 3.1294
RMSE4 0.4278 0.2704 0.1437
PSNR4 58.6169 73.4866 100
NC4 0.0026 0.0043 0.0049
Knee MSES5 26.0675 5.0747 4.2038
RMSES 0.435 0.1882 0.1707
PSNRS 63.3894 95.4083 100
NC5 0.00036 0.0012 0.0018

CONCLUSION

In this paper, various contrast enhancement techniques have been discussed for medical
images. Three techniques, namely INT operator, Type-1 Fuzzy and Type-2 Fuzzy have been
used on simple images (without edge detection). These techniques were compared based on
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four parameters: MSE, RMSE, PSNR and NC. Findings indicated INT Operator showed the
best enhancement for simple medical images. It had a higher value of PSNR and NC.
Future research should focus on edge detection image.
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ABSTRACT

Cellulose acetate (CA) is an interesting material due to its wide spectrum of utilities across different
domains ranging from absorbent to membrane filters. In this study, polystyrene (PS) nanofibres, and
cellulose acetate/polystyrene (CA/PS) blend nanofibres with various ratios of CA: PS from 20: 80 to
80: 20 were fabricated by using electrospinning technique. The SEM images show that the nanofibres
exhibited non-uniform and random orientation with the average fibre diameter in the range of 100 to
800 nm. It was found that the incorporation of PS had a great effect on the morphology of nanofibre.
At high proportion of PS, no or less beaded CA/PS nanofibres were formed. Thermal properties of the
composite nanofibres were investigated by using thermogravimetric analysis (TGA) and differential
scanning calorimetry (DSC) techniques. The TGA results showed thermal stability of CA/PS nanofibres
were higher than pristine CA.

Keywords: Cellulose acetate, electrospinning, nanofibres, polystyrene

INTRODUCTION

Cellulose is the most abundant renewable
natural polymer material and resource. Most
of the plant cells are made up of cellulose.

ARTICLE INFO

Article history:
Received: 09 May 2017
Accepted: 25 April 2018

E-mail addresses:
nurulhusnarosdi73@gmail.com (Rosdi, N. H.)
nafeesakanafi@yahoo.com (Mohd Kanafi, N.)
a_norizah@upm.edu.my (Abdul Rahman, N.)
*Corresponding Author

ISSN: 0128-7680 © 2018 Universiti Putra Malaysia Press.

Just like polysaccharides, cellulose is widely
used in medical applications because it is
non-toxic, has a high swelling ability and
stable temperature and pH variations (Raucci
etal., 2014). Cellulose acetate (CA) is part of
cellulose derivatives and produced by reacting
cellulose with acetic anhydride with the
presence of sulfuric acid as a catalyst (Yan &
Yu, 2012). Cellulose acetate is well known as
a biodegradable and biocompatible polymer.

Recently, cellulose acetate based
nanofibres have been gaining attention
because its fabrication and disposal does not
damage the environment (Konwarh, Karak, &
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Misra, 2013b). Cellulose acetate nanofibre has high potential to be used in various applications
like in bone regeneration (Yamaguchi et al., 2016), gas sensor (Qingqing et al., 2016),
supercapacitor (Yang et al., 2015), filtration (Sehaqui et al., 2016) and drug delivery (Konwarh,
Karak, & Misra, 2013a). Composites/blend polymers consists of synthetic and biodegradable
polymers will provide novel properties to the materials. Researchers have prepared cellulose
acetate blend with other synthetic polymer to form nanofibre (Zhijiang, Yi, Haizheng, Jia, &
Liu, 2016; Gopiraman, Fujimori, Zeeshan, Kim, & Kim, 2013; Zhou, He, Cui, & Gao, 2011).
According to Konwarh et al., (2013b) electrospun CA in the presence of other polymer such
as poly(vinyl pyrrolidone) (PVP), poly(ethylene oxide) (PEO) and poly(butyl acrylate) (PBA)
have improved tensile strength and increased its stability (Konwarh, 2013a). However, there
has not been much focus on how to improve thermal properties of CA based nanofibres.

Polystyrene (PS) is a cheap and strong polymer that is widely used in the plastic industry.
The PS nanofibre have been widely used as filter media, ion exchanger and separator (An, Shin,
& Chase, 2006). Additionally, numerous studies have focused on PS as a composite material
and the result showed an improvement in material performance compared to that without PS
Kaya, Kaynak, & Hacaloglu, 2016; Jia, Chen, Yu, Zhang, & Dong, 2015; Zhang, Wen, Hu,
Zhang, & Liu, 2010). The PS is also able to increase thermal stability of composites material
due to an increase in the mobility of the macromolecule chains which results in a to more ideal
crystalline pattern (Kaya et al., 2016; Meireles, Filho, Assunc, & Zeni, 2007). In addition,
Mathew et al., and Kaya et al., showed PS enhanced the thermal stability of the composite PS
with natural rubber (NR) (Mathew, Packirisamy, & Thomas, 2001) and nanocomposite with
organoclay (Kaya et al., 2016) respectively.

In general, nanomaterials are defined as materials that are manufactured and used at a
scale less than 100 nm. However, for polymer nanofibres, it has been widely accepted for fibre
diameter less than 1000 nm (Lubasova, Niu, & Lin, 2015; Stone, Gosavi, Athauda, & Ozer,
2013; Zhou et al., 2011; An et al., 2006). Many techniques can be used to produce polymer
nanofibres including electrospinning, self-assembly, template synthesis and phase separation
(Huang, Zhang, Kotaki, & Ramakrishna, 2003). Among these techniques, electrospinning
is considered simple, cost effective, and suitabile to produce very long fibres from various
polymers and composite materials (Abdul Rahman et al., 2014), (Konwarh, 2013a). Polymer
nanofibres produced high surface area to volume ratio that make the electrospun fibrous
membranes suitable for use in many applications such as filtration, sensors, catalysis and
protective clothing (Huang, Zhang, Kotaki, & Ramakrishna, 2003).

This study focused on producing PS nanofibres and CA/PS composite nanofibres by using
electrospinning technique. PS was chosen in this study to improve thermal stability of the
CA. The thermal properties of the composite were investigated using differential scanning
calorimetry (DSC) and thermogravimetric analysis (TGA).

MATERIALS AND METHODS

Polystyrene and cellulose acetate (Mn = 30,000) was supplied by BDH Chemicals.
Dimethylformamide (DMF) and tetrahydrofuran (THF) used as solvents were purchased from
the Fischer Chemical. All chemicals were used as received without further purification.
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Preparation of PS nanofibres

PS nanofibres were prepared using mixed solution of DMF and THF (1:1). PS solution was
filled in a 5 mL syringe fitted with a steel needle and was placed on the syringe pump whereas
the collector was 8.0 cm away from the tip of needle. By using 35 to 45 kV of voltage and 2
mL/h for flow rate, PS nanofibres were synthesised. The PS nanofibre was fabricated based
on five different concentrations from 0.5 to 10 w/v%.

Preparation of cellulose acetate/ polystyrene (CA/PS) nanofibres

Electrospinnable solution of CA/PS nanofibre was prepared by dissolving appropriate amount
of CA and PS in the mixed solution of DMF and THF (1:1) with total concentration of 2.5
w/v%. The CA/PS solution was filled in a SmL syringe attached to a steel needle. An aluminum
foil was placed 8.0 cm distance from the needle. The electrospinning process was carried out
at room temperature in a horizontal spinning configuration, using the fixed applied voltage of
40 kV and pump rate of 2 ml/h. The humidity was kept at around 40%. The electrospun fibres
were collected directly on an aluminum foil which was used to collect substrate.

Characterisations

The morphology of the electrospun nanofibres was observed using Jeol JISM-6400 scanning
electron microscopy (SEM). The sample for SEM observations was put on the aluminium stubs
and was coated with gold prior image the nanofibres morphology. The electrospun fibre diameter
was measured using SEM images. The average of diameter for each sample was calculated from
at least 30 measurements. For beaded fibres, only the areas of the fibres between beads were
measured. Thermal properties of the composite nanofibres were determined using differential
scanning calorimetry (DSC) (Model DSC Mettler Toledo 822°) from 50°C to 250°C with a
heating rate of 10°C/min under nitrogen flow at 50 mL/min. Thermogravimetric analysis (TGA)
(Mettler Toledo thermogravimetric model TGA/SDTA 851) measurement was done under
nitrogen gas. The sample was heated from 35°C to 500°C with a heating rate of 10°C/min.

RESULTS AND DISCUSSION

Morphology of the Nanofibres

Electrospun PS nanofibres 2.5 w/v% and CA/PS composite nanofibres with various CA to
PS ratios were prepared using electrospinning technique. The total concentration of CA/PS
was kept constant at 2.5 w/v%, but the ratio of CA to PS was varied between 20% and 80%.
Figure 1 shows the SEM images of electrospun PS and CA/PS nanofibre. PS nanofibres have
average fibre diameter of 249 + 70 nm.

As shown in Table 1, the average fibre diameter decreased from 229 =200 nmto 111 £50
nm as the ratio of PS in CA/PS nanofibre reduced from 80% to 20%. However, the formation
of beads was increased as CA content in the composite nanofibres increased. The optimum
morphology of CA: PS nanofibres was found at 40% of CA. However, in this study, CA alone
cannot be electrospun by using electrospinning technique.
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Figure 1. SEM images of CA/PS blend nanofibre with CA: PS ratios of (a) PS (b) 20:80 (c) 40:60 (d) 60:40
and (e) 80:20

Table 1
Fibre diameter of PS and CA/PS composite nanofibre

CA:PS Average fibre diameter
(nm) £ Standard Deviation

20:80 229 +200

40:60 186 + 60

60:40 -

80:20 111 +50

PS 249 + 70

Spectroscopic study of the nanofibres

Figure 2 shows IR spectra of PS nanofibre, pristine CA and CA/PS nanofibres with different
ratios of CA and PS. The PS nanofibres have three main peaks in the spectrum corresponding
to PS structure that consists of alkyl group and aromatic ring. The absorption bands of IR
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spectrum of PS nanofibres at wavenumber 3000 to 3100 cm™ belong to the aromatic C-H
stretching vibration of CH, groups on the PS main chain. A peak at 1598 cm™ shows the present
of aromatic C=C skeletal and a peak at 1448 cm™! which corresponds to aromatic C-H bending.
Absorption peaks at around 1100 cm™!, 765 cm™ and 700 cm™' corresponding to vibrations of
C-H bending of the benzene ring, C—H out-of-plane bend, and CH, rocking mode respectively
(Nair, Hsiao, & Kim, 2008). The IR spectrum of pristine CA consists of a broad absorption
band at 3300-3500 cm!, which is belongs to stretching O-H group. The absorption bands at
2700- 2900 cm™! are attributed to C-H stretching of alkane. A peak at 1035 cm™! corresponds
to C-O-C (ether linkage) from glycosidic units.

The IR spectrum of the composite CA/PS nanofibres shows combination peaks of CA
and PS. The O-H peaks that belong to CA appear very small and become clearly visible when
the ratio of CA was increased from 40% to 80%. The stretching O-H vibration peak slightly
shifted to 3029 cm™! from 3417 cm™' and the intensity of the peak reduced as the concentration
of CA is reduced. This is due to the hydrogen bonds formed between the OH groups in CA
are reduced as CA content becomes less in the composite nanofibres. The C-H aromatics peak
was clearly observed in the IR spectra in Figure 2(a) to (d). However, the peak disappeared in
Figure 2(e) and (f). A peak in between 1704.42 cm™ to 1741.42 cm! that belong to carbonyl
group shifted to higher wavenumber indicates there is an interaction between CA and PS in
CA/PS nanofibres (Chen, Wang, & Huang, 2011).
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Figure 2. FTIR spectra of (a) PS nanofibre and CA/PS blend nanofibre; (b) 20/80; (c) 40/60; (d) 60/40; (e) 80/20;
and (f) CA pristine
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Thermogravimetric Analysis of the nanofibres

Figure 3 shows TGA thermograms of CA pristine and PS nanofibre. As can be seen from the
TGA results and PS nanofibres show only a single degradation step. According to Uyar et
al., (2008) polystyrene degrades in a single step starting at 250°C until 500°C under nitrogen
atmosphere. The degradation range for PS nanofibres was between 210°C and 463°C is due to
rupture of PS chains (Meireles, 2006). CA pristine undergoes two steps of degradation. The first
peak of degradation started at 76°C and the second decomposition peak was at 342°C. 10% of
weight loss was recorded at first peak and almost 80% weight loss was occurred at second peak.
Similar result was obtained by Meireles et al., where CA underwent major degradation between
330°C and 450°C (Arthanareeswaran, Thanikaivelan, Srinivasn, Mohan, & Rajendran, 2004).

120

x 80 -
o X
@ PS nanofiber
©
= 4
S 60 ———CA pristine
=
20
Q
2 40
20

[«

0 50 100 150 200 250 300 350 400 450 500 550 600 650
Temperature, °C

Figure 3. TGA thermograms of PS nanofibre and CA pristine

Figure 4 shows TGA thermograms of PS nanofibres, CA pristine and CA/PS nanofibres. DTG
peaks of CA and the nanofibres are shown in Figure 5 and summarised in Table 2. The first
step is the elimination of moisture, and the second, third and fourth steps are decomposition
of cellulose acetate and polystyrene chains. The elimination of moisture was occurred at
between 30°C to 120°C. The moisture mostly comes from CA due to present of hydroxyl group
that can have hydrogen bond with water. The second and third degradation temperature of
composite nanofibre was shifted to the higher temperature as the PS content in the composite
nanofibre was increased (Table 2). This is due to PS having higher thermal stability than CA
(Arthanareeswaran, 2004). Pure CA has lower thermal stability than PS nanofibre and CA/PS
nanofibres. At high ratio PS, the blend nanofibres have higher thermal stability than CA/PS
nanofibre with high ratio CA. This is probably due to the presence of PS that could increase
the crystallinity of PS composite nanofibres (Ding et al., 2003).
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Figure 4. TGA thermograms of CA/PS blend nanofibre with CA: PS ratios of 80/20, 60/40, 40/60, 20/80, CA
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Figure 5. DTG thermograms of CA/PS blend nanofibres with CA: PS ratios of 20/80, 40/60, 60/40 and 80/20,
CA pristine and PS nanofibres

Table 2
DTG results for CA/PS composite nanofibre, CA pristine and PS nanofibre

CA/PS composite nanofibres ratio 15 step (°C) 2 step (°C) 3dstep (°C) 4t step (°C)

CA pristine 76 - 342
PS nanofibre - - 390
20/80 81 249 - 417
40/60 79 255 - 425
60/40 81 253 348 419
80/20 76 - 350 421

DSC Analysis of PS nanofibres

Figure 6 shows the first scan DSC thermogram of CA pristine, PS nanofibres and CA/PS
nanofibres with different ratios of CA to PS. The DSC thermograms of CA/PS have similar
pattern as previously reported for CA/PS blend film (Meireles et al., 2006). All the composite
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nanofibres show an endothermic peak at temperature from 50°C to 100°C. The endothermic
peak of CA is due to the outflow of water. This in agreement with observed TGA thermogram.
The endothermic peak is shifted to lower temperature for CA/PS nanofibres compared to
CA pristine. Incorporation of PS to CA could increase the hydrophobicity of the composite
nanofibres and prevent water absorption.
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Figure 6. DSC thermograms of PS nanofibres and CA/PS blend nanofibres with CA: PS ratios of 20/80, 40/60,
60/40, 80/20and PS nanofibres

According to Holmes et al. (2010), glass transition (73,) of PS occurs between 74°C — 109°C
and the melting temperature is at 240°C to 250°C. However, in Figure 6, neither peaks of 7,
nor the melting peak was observed for PS and CA/PS nanofibres in the thermograms. The
absence of 7, peak was possibly because certain polymer only showed the 7, value after second
run of DCS test (Meireles et al., 2006), (Hyon, Cha, & Ikada, 1987) or it overlapped with
endothermic peak of CA at around 100°C.

According to Meireles et al., (2006), temperature of fusion increased sharply as the amount
of PS added was increased indicating the increase in crystallinity (Zhijiang et al., 2016). This
is due to the movement of the macromolecule chains caused by PS. This leads to a perfect
crystalline pattern. However, the peak is not observed in the CA/PS nanofibres, possibly due to
compact structure of the nanofibres preventing the movement of molecular chains to crystallise.

CONCLUSION

CA/PS composite nanofibres were successfully prepared using electrospinning technique. The
SEM images showed the prepared composite nanofibre had smooth nanofibres morphology
as the PS ratio in blend polymer solution increased. All electrospun nanofibre and composite
nanofibre exhibited submicron sized fibre diameters, ranging from 100 to 800 nm. The thermal
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degradation properties of CA/PS nanofibres were investigated using TGA and DSC techniques.
CA/PS composites nanofibre has higher thermal stability than CA pristine. The DSC results
showed mixing CA with PS reduced outflow of water. Unlike the CA/PS film, the absence of
crystallisation peak in DSC thermograms of composite nanofibres indicated the nanofibres
have low tendency to crystallise.
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ABSTRACT

Ahelically coiled tube enhances heat transfer rate due to development of secondary flows. Use of helical

tube as heat exchanger will enhance heat transfer coefficient. Correlations available in the literature for

calculating condensation heat transfer coefficient for straight tube are used to evaluate the performance

of helically coiled tube-in-shell heat exchanger. Experiments were performed on helically coiled tube of

175 mm coil diameter. Measurements were taken in 10 steps at inlet rate of mass flow of steam. Mean

value of the coefficient of heat transfer at inside surface of the tube for condensation was evaluated by

experimental methods and results were compared with three correlations available in literature and the

deviations are reported. A new empirical correlation is proposed which is based on the experimental

investigations.

Keywords: Condensation, heat transfer coefficient, helical coil

INTRODUCTION

Helical coils are coiled tubes used in many
industries for enhancing the heat transfer.
It provides many advantages over the
straight tube heat exchanger (Prabhajan et
al., 2004). Helical coils are also used for
condensation and boiling. Condensation
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phenomenon inside tubes is essentially
needed for condensers (Colorado et al., 2011).
Condensers are employed in most of the
chemical, petroleum, processing and power
industries, for distillation, refrigeration &
air-conditioning industries, most importantly
for power generation. Generally, in chemical
process industries, water-cooled shell and tube
heat exchangers or condensers are employed.
Condensation may occur drop-wise or film
wise. While drop-wise condensation is most
desirable, it is difficult to maintain. On the
other hand, film-wise condensation offers
resistance to heat transfer (Kern, 1965). In
case of single phase fluid flow when fluid
flows through helically coiled tube, the flow
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pattern is different in comparison to flow pattern through a straight tube (Bae et al., 1969).
In helical tubes, fluid is under influence of centrifugal mass forces producing secondary flow
of fluid which is responsible for the enhancement of heat transfer coefficient inside helical
tubes (Vashisth et al., 2008). The same phenomenon was reported by Owhadi et al. (1968)
when two-phase flow occured in helical tube. The only difference lies in the fact that in case
of condensation heat transfer, secondary flow causes increased contact surface area inside the
tube between vapour and tube wall which ultimately leads to significant increase in heat transfer
coefficient of condensation. Therefore, the purpose of this investigation was to experimentally
evaluate heat transfer coefficient in condensation inside vertical helical coil tube by condensing
water steam. Experimentally determined values of heat transfer coefficients were compared
with predicted values using equations reported in the literature which were experimentally
tested and were based on conduction resistance method.

LITERATURE REVIEW

Nusselt theory of film-wise condensation heat transfer for plane surface and horizontal
cylindrical surfaces was published in 1916. In the today’s world where revolutionary
developments are happening in the field of engineering, his theory is still relevant, even after a
century. Nusselt’s theory explains elementary physics of film condensation (Tanasawa, 1990).
He analysed laminar film condensation on vertical flat plate and then extended his work to
laminar film condensation inside vertical tube. He assumed the thickness of film was small
and it had no effect on condensing process and shear stress on edge of condensate film was
proportional to pressure drop. He successfully obtained heat transfer correlation for laminar
flow condensate.

Early Research on Condensation in Tubes

Chato (1926) had theoretically and experimentally studied condensation in inclined and
horizontal tubes and Nitheanandan et al. (1993) carried out an experimental study for an inclined
tube for the study of flow regime transitions for steam condensation. They have concluded that
transition between wavy and slug flow regimes of condensate is because of inclination of the
tube. It was shown the wavy flow was more dominant on downward inclinations whereas slug
flow of condensate was prominent on upward inclinations. Tandon et al. (1995) carried out
experiments for forced convection condensation inside the horizontal tube. They had observed
that, the effect of various parameters on condensing heat transfer coefficient was the same
as reported earlier by other investigators. They found vapour Reynolds number of 3x10* at
which change over from annular flow/semi-annular flow to wavy flow occurred. Berenson et
al. (1968) investigated the condensation of pure R-134a vapour inside a single micro-fin tube
subjected to different inclinations. They had used inclination angle from —90 to +90 under
refrigerant mass velocity 54 to 107 kg/m?s for each inclination. They had concluded that
value of heat transfer coefficient was dependent on the inclination of tube. It decreased as the
vapour quality and mass velocity decreased. It was also concluded that clockwise inclination
of 3° gave good rise in value of heat transfer coefficient in comparison with 0° inclination.
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They also proposed correlation for evaluating heat transfer coefficient. Wang and Du (2000)
conducted condensation heat transfer study for laminar film on tube-in-tube condensers having
counter flow arrangement on four small diameter (less than 5 mm) tube with water steam as
the working medium for low range of mass flux that is in the range of 10 to 100 kg/s/m>. It
was tested for various inclination angles for assessing the performance of the condenser under
the effect of gravity. They had developed an analytical model for predicting the condensation
heat transfer characteristics. They had concluded that the effect of gravity in case of small
diameter tube decreased. They also found that proposed analytical model gave the good
predictions. Akhavan-Behabadi et al. (2007) had conducted an experimental study on R134a
for observing condensation inside a micro finned, 8.92 mm in inner diameter tube. They had
observed the high value of heat transfer coefficient at 30° inclination. Wang et al. (1991) had
proposed semi-empirical correlation for the purpose of designing heat pipe heat exchangers.
Further, they observed that inclination of thermosyphon had a strong effect on the value of
heat transfer coefficient due to condensation. Saffari et al (2010) theoretically and numerically
studied stratified condensation heat transfer mechanism in an inclined tube and reported high
value heat transfer coefficient for 30° incline in comparison to 60° and 90° incline tube.

Recent Literature on Condensation in Helical Coil

Han et al. (2005) investigated the condensation heat transfer coefficient of R-134a at various
vapor saturation temperatures. He had used annular helical pipe tube-in-shell heat exchanger.
He observed that condensation heat transfer coefficient increased with the mass flux in the
annular helical pipe. Wongwises et al. (2006) experimentally investigated two-phase pressure
drop and condensation of HFC 134a inside tube-in-tube helical coil heat exchanger. They had
reported 33-53% increase in the value of heat transfer coefficient in helical coil condenser
as compared to straight tube condenser. Shao et al. (2007) examined condensation of R-134a
in helical tube-in-tube and horizontal straight tube condenser. Refrigerant R-134a at various
saturation temperature and vapor quality were used in experimentation. They reported 4-13.8%
higher heat transfer coefficients in helical coil compared with straight tube condenser. Mosaad
et al. (2009) reported condensation and pressure drop at 815 kPa pressure in coiled double
tube heat exchanger. They concluded that heat transfer coefficient in condensation increased
with mass flux and decreases with rising saturation temperature difference. Gupta et al. (2014)
investigated condensation and pressure drop characteristics of R-134a helical tube in shell
heat exchanger in a horizontal orientation. They studied the flow regimes during condensation
on Taitel and Dukler flow maps, and proposed new correlation and enhancement factor for
helical coil condenser.

Mozafari et al (2015) studied condensation and pressure drop behaviour of R600a in the
helical tube in tube exchanger at different inclination angles. They had reported the highest
value of heat transfer coefficient at 30°C inclination compared with horizontal and vertical
position. Salimpour et al (2017) studied heat transfer coefficient for condensation of R-404A
vapor. They reported high heat transfer coefficient for small curvature coils compared to
large coils. They had proposed new correlation for calculating heat transfer coefficient in
condensation for the helical coil.
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Yu et al. (2018) studied condensation of hydrocarbon refrigerant propane in a helical tube.
Experiments were conducted for mass flux from 200 to 400 kg/m?s and saturated temperature
from 40 to 27°C. The effects of flow parameters were analysed. They concluded heat transfer
coefficients increased with the increase in vapour quality and mass flux, while the influence
of heat flux on heat transfer at the same quality was observed as insignificant.

Gap in Literature and Novelty of Work

* Itis evident from literature review that there is no study on condensation of steam in the
vertical helical tube-in-shell heat exchanger. Majority of the studies were oriented towards
the condensation of refrigerants, particularly for tube-in-tube helical type heat exchangers.

*  There is much application in industries where the tube-in-shell type of heat exchangers
are used, for example in chemical reactors, steam generators etc.

* In this context, there is no study for condensation of steam considering the effect of gravity
on condensation in the vertical helical tube-in-shell heat exchanger.

In the present work, condensation of steam is carried out in the helically coiled tube. Steam flows
inside a helically coiled tube and the helical coil is placed in the center of the shell surrounded
by cool water. Experimental analysis is carried out and development of the dimensionless
equation similar in kind to that of Nusselt’s equation is presented. The experimentally obtained
results are compared with three chosen equations which predict coefficient of heat transfer in
condensation.

EXPERIMENTATION

Analysis on the experimental setup by conducting experiments in 10 steps on vertically mounted
single helical coil was done. The helical coil was mounted in the shell. The coil dimensions
are given in Table 1. The coil was made using the SS304 material on bending machine. The
thickness of the tube of the coil was selected keeping in mind that there should not be a change
in tube cross-section which was circular here. The vertical helical coil was surrounded by the
continuous flow of cold water. Sufficient amount of insulation was provided everywhere to
avoid the heat losses. The experimental setup was divided into two loops, one was water steam
loop and other was cooling water loop.
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Figure 1. Schematic representation of experimental setup

Figure 2. Actual view of the experimental setup

In the water-steam loop, a steam generator (mini-boiler, Non-IBR, capacity: 27 kW) produced
the steam continuously at known temperature 7; (°C) and pressure P, (bar). The steam entered in
the helical coil and condensation took place. Condensate volume flow rate and its temperature
were measured at the outlet of the helical coil before the storage or collection tank. Cold water
was circulated through shell where the coil is mounted. Volume flow rate and temperature of
cold water circulated was monitored at the entrance of shell. The temperature of cold water at
the outlet of the shell was measured. The condensate forming in the coil was directly measured
by using calibrated measuring flask. The water steam inlet temperature was measured in 10
steps during experimental exercise in the range from 7; = 101.1°C to 109.9°C. Concurrently
steam mass flow rate was also changed from (mym) = 0.00348 kg/s to (1i5) = 0.00528 kg/s.
The selection of this range was restricted by the availability of the small size mini steam
generator. Inlet parameters of steam are maintained constant for a sufficient long span of time
in order to ensure thermal steady state as per the monitored parameters. The mass flow rate of
cold water which was at 0.0834 + 0.001 kg/s and inlet temperature 30+1°C was kept constant
during experimentation.
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Table 1
Physical dimension of the coil under investigation

Do do di p n B
mm mm mm mm Deg
175 13.7 9.22 20 5.5 3

Figure 3. Schematic of helical coil

Uncertainty Analysis

Experimental uncertainty was estimated as described in Holman (2012) using Equation (3.2).
In addition to this method, Salimpour (2017) was also referred. All uncertainties are tabulated
in Table 2.

Table 2
Uncertainty in measurements

Measurements Uncertainty
Heat Transfer rate 4%

Heat transfer coefficient 10%

Temperature sensor +0.1

METHODS
Experimental heat transfer coefficient
Average inside coefficient of heat transfer is defined as:

9,

hi: Ai(Ts - Twi)
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Where /; is the average inside coefficient of heat transfer, 4; is inside tube surface area, T} is
saturation temperature of the steam and 7, is temperature at inner side of wall of tube which
given by
4,
Odi ln[d—?]
T, wi— T, wo T — [2]
24k

Where T, is outside wall temperature which is measured directly using thermocouples.

The heat transfer rate, Q, released by the water steam inside the experimental test section
(helical coil) can be obtained as per the following relation:

Ql = mSthi - mcohco [3]

Where (mig,) "is rate of flow of steam at inlet, 4, is enthalpy of the dry saturated steam at the
inlet, (M) "is mass rate of condensate and /¢, is enthalpy of condensate. The amount of heat
transfer rate absorbed by the cold water in the annular drum can be obtained as given below:

Q2 :m'cw pr(Tcwi - Tcwo) [4]

Where T,,; and T,,,, are temperatures of cold water at entry and exit from shell respectively,
(Mcw)is flow rate of water mass through the annular space in the drum and C,,, is specific heat
of water at prevailing temperature of hot water.

Prediction of the coefficient of condensation heat transfer

It is predicted using various equations available in the literature. The first equation used for
comparison is given by Nusselt (1916). His equation is based on the basic approach for finding
mean heat transfer coefficient using condensate film thermal resistance.

B2\
PrEA
h=0.943 (’4> [5]
(Tszwi)L:uf
Next, chosen equation is proposed by Wang et al (1991) for mean heat transfer coefficient
cosf
h 2L ¢
= =|2| 7 (0.54+5.86%10°p) [6]
hye LD

Where Ay, is Nusselt heat transfer coefficient given by the following equation.

plgh K sin 025
Ty, =0.943 [¢] [6a]
u L up AT

Next correlation (equation 7) is reported by Tandon et al. (1995) which take into consideration
the change in the value of heat transfer coefficient for the change of annular flow or semi-
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annular flow to wavy flow. Tandon’s equation is used here as it satisfies the applicability limits
of Reynolds number. In the present work, Reynolds number is greater than 30000, hence, this
equation may be used for comparison.

. 1 1, 6
Nu = 2i=0.084Pr (L) RelY [7]
ky I \Cpar,

For Re, > 3x 104

Tandon’s equation is based on liquid Prandtl Number, Reynolds number and Jacob number.
Jacob Number is a dimensionless number which is used in phase change heat transfer
calculations. Second, this equation is simple to analyse and compare.

RESULTS

The experimentation is performed on the single helical coil (physical dimensions are given
in Table 1). The inlet mass flow rate and temperature of the steam is changed in 10 steps. The
inside heat transfer coefficient is determined from the experimental observations and compared
with three equations which are described above.

Energy Balance

Energy balance study was carried out to ascertain the reliability of experimental observations.
It was done on the quantity of condensate collected and rate of flow of cooling water. Cold
water heat gain was calculated using equation 4. The heat energy released by water steam was
calculated using equation 3. It can be seen from Figure 4 that error of heat balance between
cold water sensible heat and latent heat is less than 10%.
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§ o
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5 o
T 8000 A
7000 T T T T J
7000 8000 9000 10000 11000 12000

Heat gained by cooling water (W)

Figure 4. Results of energy balance for experimental observations
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Comparison of experimental results with predicted values

The experimentally determined heat transfer coefficient was compared with predicted value
using equations 5, 6 and 7. For the purpose of comparing the results, experimental heat transfer
coefficient was calculated using equation 1 and it was found to be £,,, = 19599+8460 W/m*K
with a variation of 43% among the observations for mass flow rate ranging from 0.00348 kg/s
to 0.00528 kg/s.

Comparison with Nusselt’s Equation. The first equation selected for comparison was one
which was theoretically determined by Nusselt (1916). By calculation, it is 2= 5377+411 W/
m’K with fluctuations of 7.65%. Low value of heat transfer coefficient is inherent as the Nusselt
equation is based on the assumption of stationary steam which does not take into consideration
the effect of waviness in the condensate liquid film.

Comparison with Wang’s Equation. Second equation chosen is equation 6 proposed by
Wang et al (1991) which takes care for the inclination of the tube by incorporating angle of
inclination ‘B’. By calculating, the value of heat transfer coefficient is # = 7087+542 W/m?K
with fluctuations of 7.65%. Low value of heat transfer coefficient may be attributed to low
inclination angle of helical tube in present case. Wang et al. had reported marginal effect on heat
transfer coefficient in condensation at optimum angle of inclination which was 20 to 50 degrees.

Comparison with Tandon’s Equation. The third and most important equation considered
was proposed by Tandon et al (1995) and it predicted the value of 2 = 222673871 W/m*K
with fluctuations of 17.39%.

Influence of mass flow rate

The steam mass flow rate was changed during the experimentation in the range from 0.00348
kg/s to 0.00528 kg/s with an average increase of 5%. The influence of mass flow rate of steam
(my) on the heat transfer coefficient calculated using all three equations (Equation 5, 6 and 7)
is illustrated in Figure 5. This graph shows that there is significant increase in the heat transfer
coefficient with the rise in flow rate. This is observed in case of heat transfer coefficient
determined experimentally and predicted by using Tandon’s equation 7. On the other hand,
equations 5 and 6, under-predicts the values of heat transfer coefficient in case of helical coil
whereas the equation proposed by the Tandon et al (1995) predicts the values on average 18%
deviations. The large deviation in the predicted values from the experimental heat transfer
coefficient is justified by the presence of secondary flow in the coiled tube. In helically coiled
tubes, secondary flow is due to curvature of the tube. During condensation of vapour, condensed
liquid is pushed to wall of the tube and this increases interfacial shear area between vapour
and liquid. This shear causes the waviness on the liquid surface and increases the heat transfer
rate. The same phenomenon was reported by Mosaad et al. (2009) and Salimpour et al. (2017).
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There is significant improvement in the heat transfer coefficient in helical coiled tube
which is one of the biggest advantages of using helical coiled tube as heat exchangers. Here,
authors have attempted to correlate the experimental data of the helical coil with the equations
available in literature for straight tube.

¢ Experimental HTC ® HTC By Tondons Eqn
__ AHTC by Nusselt Eqn BHTC By Wang Eqn
§ 30 - .
= ¢ ¢
2 25 A o 0°
& o ¢ ?
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% 15 T Y ¢
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mass flow rate of steam (kg/s)

Figure 5. Influence of vapor mass flow rate on heat transfer coefficient

Correlation of the experimental data

The experimental data is correlated as per the coordinates suggested by the Equation 8 and
are used to correlate the data obtained experimentally as reported in the McAdams (1958).

2 1/3 b
) =o(2)
kfpfg Ky,
The constants ‘a’ and ‘b’ in the above equation are determined by using the least square

power-law fitting telchnique, based on the experimental data collected. A log-log plot of (if)

2 3 My,
against hx (k:fz ) is illustrated in Figure 6. The trend line on the plot is the curve fitting
rPr9

line through the experimental readings, using the least square power law fitting technique. The
Pearson’s correlation coefficient is 0.981.

Following correlation is obtained from the graph.

h( P )1/3 _ ax107 (4_1)1.967 ]

kipia #y

the values of constants ‘a’ and ‘b’ are 3x107 and 1.967 respectively.
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Figure 6. Representation of variation in magnitude of heat transfer coefficient as a function of Reynolds Number

CONCLUSION

An experimental investigation was carried out on the 175 mm coil diameter vertical helical
coiled tube under variable mass flux conditions. Mass flux was varied in 10 steps. Experimental
heat transfer coefficient was evaluated from observations recorded. The experimental heat
transfer coefficient was compared with three equations reported in the literature for prediction
of heat transfer coefficient. An attempt had been made to calculate the heat transfer coefficient
using Jacob number in the equation of heat transfer coefficient for in-tube condensation in
the vertical tube-in-shell heat exchanger. It was observed that basic Nusselt equation under-
predicts the condensation heat transfer coefficient. This is quite obvious as the Nusselt equation
is based on simplified assumptions of stationary vapour and laminar flow and neglects the
shear stress. A similar trend is observed for the Wang equation. Tandon’s equation has less
deviation compared with the other two equations. Experimentally determined value of heat
transfer coefficient is more on account of the secondary flow pattern in the the helical coil which
enhances the condensation heat transfer coefficient significantly. Based on the experimental
data new correlation is developed.
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ABSTRACT

Images are inherently affected by different noises such as, speckle, salt and pepper, Gaussian, poisson,
and white noise during its acquisition or transmission, hence, their true intensities cannot be reflected
from the pixel values of an image. The main focus of this work is on designing a filtering method that
preserves the edges of an image while removing the noise. The modified wiener filter is proposed to
denoise satellite images. A detailed study on different noises and the filtering techniques, such as mean,
median, wiener, Gaussian filter and the proposed modified wiener filter is done. The performance of
these filtering methods is assessed by the image quality metrics, such as mean squared error, peak signal
to noise ratio, and correlation coefficient. The results show the choice of a filter for denoising depends
on the type of noise present in the image. The proposed modified wiener filter performs relatively well
for most of the noise models compared with the existing linear and non-linear filtering methods. This
technique can be widely used during the pre-processing of satellite images in remote sensing applications.

Keywords: Image denoising, filtering, remote sensing applications, peak signal to noise ratio, satellite
images, Modified wiener filter

INTRODUCTION

Images are prone to degradation by noise,
distortion and artefacts from various sources
either at the time of image acquisition
or transmission which are mainly due to
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improper imaging system, inappropriate
focusing, movement etc (Jain & Tyagi,
2014). Employing feature extraction and
classification algorithms on noisy images
paves way for inaccurate conclusion. Hence,
these noises in images must be removed in
the pre-processing phase. The ratio of the
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corrupted pixels in the image decides the quantification of the noise. Image denoising is
an essential task in many applications where the image is restored by retaining as much as
possible information with the use of filtering techniques (Ansari & Budhhiraju, 2016; Wang,
Ziou, Armenakis, Li, & Li, 2005). Hence, reliable filtering techniques are required to restore
the image with the essential information for accurate image analysis.

A number of noise removal algorithms is available and a detailed study on different noises
and the filters are required to choose a suitable technique for any particular application. Different
noises that may present in images include impulse noise, Gaussian noise, Poisson noise, Speckle
noise and so on (Bovik, 2010). The impulse noise occurs mainly due to the sudden and severe
disturbances in an image signal. This noise is also referred as salt and pepper noise because
the majority of the pixels are in black and white. For an 8-bit image, the pixel intensity value
0 and 255 refers to the pepper and salt noise respectively.

The Gaussian noise model is additive in nature and follows Gaussian distribution. In other
words, it is referred to as a statistical noise having the probability density function close to
normal distribution. The intensity of each pixel in the noisy image is the sum of the Gaussian
distributed noise value and the true pixel value. The communication channels suffer from
Gaussian noise because of the thermal vibrations, particularly in telecommunication and
networking.

Poisson or Photon noise refers to the uncertainty in the measurement of light during the
image acquisition. In digital and film-based sensors, the photoelectric effect on image scene
brightness leads to photon noise. Speckle noise is a multiplicative noise triggered by consistent
processing of backscattered signals from several objects of focus. It is a signal dependent
form of noise whose magnitude is associated with the value of the original pixel. This noise
follows a gamma distribution. Images captured or acquired through laser, acoustics, Thematic
Mapper (TM) and Synthetic Aperture Radar (SAR) results in multiplicative noise. A generic
radiometric calibration cannot be used optimally for detecting targets in various applications;
hence, a specific filtration based on the requirement is essential.

Surface water is one of the invaluable assets for human survival and social development.
True data about the spatial distribution of surface water is essential for various applications,
such as water resource assessment, environment monitoring, climate modelling, water survey
and management among others. Water features can be extracted from different bands of
Landsat imagery. Hence, the images must be free from noises to further detect and map the
spatiotemporal changes using various surface water extraction techniques. Lake Urmia has
a total area of approximately 51,876 km? in the north west of Iran (Eimanifar & Mohebbi,
2007). The lake has been in a catastrophe for recent years because of decreasing surface water
and increasing salinity.

This study aims to enhance and restore the Landsat TM images of Lake Urmia. The images
are taken from USGS (US Geological Survey) Global Visualisation Viewer. The noise is added
to the test image in a controlled manner to obtain a corrupted image. The original and noisy
images of Lake Urmia are shown in Figures 1(a-f).
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Figure 1. (a) Lake Urmia, Landsat 5 Original image, (b) Image with Gaussian Noise, (c¢) Image with Poisson
Noise, (d) Image with Salt and Pepper Noise, (e) Image with Speckle Noise, (f) Image with White Noise

FILTERING TECHNIQUES

Image filtration is also known as image denoising, an operation to clean the image from a
degraded noise affected image. Filtering is the process of altering pixel intensity values to
know certain image characteristics. Filtering is done on images for various purposes such as:i)
to enhance by improving the contrast; ii) to smoothen by removing the noises; and iii) to do
template matching by detecting the known patterns.

Filtering is a neighbourhood process, in which the value of every pixel in the output image
is found by applying an algorithm to all the neighbourhood pixel intensities of the corresponding
input pixel. Hence, the boundary pixels require additional rows and columns to be padded before
applying the filter. The amount of padding depends upon the kernel size and generally it can be
done in four different ways known as zero padding, reflection, replication and extrapolation.
Zero padding is done by placing zeros in the outer padded region. Pixel replication is easily
done by copying the border pixel intensities and placing the same in the outer padded region. In
reflection padding, the outer padded region is filled with mirror reflection of boundary to inner
pixels based on the kernel size. Extrapolation can be done by padding with a linear extension
of the outmost two border values.

The filtering techniques are broadly classified as linear and non-linear (Plataniotis &
Venetsanopoulos, 2013). Linear filtering is a process in which the value of an output pixel is a
linear combination of the pixel intensities of the input pixel’s neighbourhood. Linear filtering
techniques removes noise within a short span of time but it does not preserve edges. Non-linear
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filters are the vice versa of linear filters, wherein their output is not a linear function of their
input and these techniques are good at preserving the edges of an original image.

The corrupted image is denoised using various existing filters, such as mean, median,
Gaussian, wiener and the proposed modified wiener filter. The performance of the denoised
image is measured based on the quality assessment metrics such as Peak Signal to Noise
Ratio (PSNR) and Correlation Coefficient (CORR) (Kalaivani & Phamila, 2016). The filters
achieving the highest PSNR, CORR and less computational complexity can be assumed as the
best filter for a particular noise model. Peak Signal to Noise Ratio measures the quality of the
filtered image and the value will be high when the resultant image is identical to the original
image. The PSNR is calculated using the formula:

2
r
PSNR =10 10g10 m

where MSE is the Mean Squared Error and r is the peak value of the original / reference image.
Higher value of PSNR indicates better filtration. The correlation coefficient (Roche, Malandain,
Pennec, & Ayache, 1998) represents the similarity between the corrupted image and original
image with respect to the pixel intensity. It can be computed using the formula:

CORR(A,B) = M-1$N-1 (A(m,n) — ) (B (m,n) — i)

BN A, m) — 1)) (B A Bmm) — p)® )

where 1, and u; are the mean values of filtered and original images respectively. The value
of correlation coefficient lies between 0 and 1, if the value is 0, then it indicates the complete
loss of information and 1 indicates maximum similarity.

Mean Filter

Mean filter is an averaging linear filter, which uses a spatial mask over each pixel in an image.
Usually the size of the mask will be odd so that the central pixel can be found easily. The
value of the pixels which are grouped under the mask is averaged and this is known as the
centre pixel intensity (Verma & Jahid, 2013). This averaging eliminates pixel values which are
unrepresentative of their surroundings. Mean filter is a convolution filter as they are represented
using a matrix multiplication. It works as follows:

i.  Pad the outer region of boundary pixels.
ii. Apply a mask over a pixel of a noisy image.

iii. Find an average: add the pixel intensities of all the pixels which fall under the mask and
divide by the total number of elements in the mask.

iv. Assign the average value to the centre pixel of the kernel.
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It reduces the amount of intensity variation between adjacent pixels thereby restoring the
affected image. An averaging filter of size 3 x 3 is employed to filter the multidimensional
array of the input noisy images of Lake Urmia (Figure 1 b-f). The PSNR and Correlation
coefficients are computed for all the filtered images of different noises and their performance
are shown in Figure 2.
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Figure 2. PSNR and CORR results of Mean filter

Median Filter

Median filter is a non-linear robust filter, which preserves the edge details than the mean filter.
This filtering technique also uses a mask over each pixel and replaces the centre value with the
median of its local neighbourhood pixel intensities. The pixel intensities, which fall under the
mask, are sorted and the middle pixel value is considered as the median. Instead of replacing
the centre pixel value with the average of neighbouring pixel values, it replaces with the median
(Chen, Church, & Rice, 2008). The working principles are as follows:

i.  Pad the outer region of boundary pixels.

ii. Apply a mask over a pixel of a noisy image.

iii. Sort the pixel intensities of all the pixels which fall under the mask.
iv. Find the median and assign it to the centre pixel of the kernel.

v. Repeat the steps ii, iii and iv for all the pixels of an image.

Salt and pepper noise is highly reduced by median filters without any loss of fine edge details
(Chan, Ho, & Nikolova, 2005). The input matrix of all noisy images is median filtered in two
dimensions using the default filter size 3 % 3. This is done for all the considered noisy images
(Figure 1b-f) and their performance based on PSNR values and correlation coefficient is shown
in Figure 3.

Pertanika J. Sci. & Technol. 26 (3): 1005 - 1018 (2018) 1009



Kalaivani K and Asnath Victy Phamila Y

%;: PO 0.95 ’__*~\\‘
51 y ‘e 0.90 - / e
20 - / * K
19 - / 0.85 - ’
g o /) & /
§}§ 1y 080 |
16 - 0.75 -
15 4 '
14 T T T T v 0.70 : : : : ,
& & & O S O NS
&%\ 0\% Q@Q Qco QQQ %’\'b \%% ‘Z}QQ &L &“&
e R Qb S & O t}Q R
c"‘b'\\'(b' &§
&~ PSNR il -~ - CORR

Figure 3. PSNR and CORR results of Median filter

Gaussian Filter

It is a linear smoothing filter with the weight chosen according to the form of a Gaussian
function (Kumar, Murugan, & Rajalakshmi, 2015). A Gaussian filter can be generated from
PASCAL’s triangle, and these filters can be applied recursively to create a Gaussian pyramid.
The 3 x 3 kernel / mask is created from third row of the Pascal’s triangle. It is a particular class
of averaging filter. The filter works as follows:

i.  Pad the outer region of boundary pixels.
ii. Generate and apply a Gaussian mask over a pixel of a noisy image.

iii. Perform an element-by-element multiplication with this pixel neighbourhood and sum up
all the elements.

iv. Assign the resultant sum to the centre pixel of the kernel.

The test images are filtered with a 2-D Gaussian smoothing kernel with 0.5 as standard
deviation. The noisy images (Figure 1 b-f) are filtered using the Gaussian kernel and their
performance based on PSNR and correlation coefficient is shown in Figure 4.
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Figure 4. PSNR and CORR results of Gaussian filter
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Wiener Filter

It is an additive noise removal filtering process. The low pass wiener filters use the pixel wise
adaptive method based on facts assessed from a local neighbourhood of each pixel. It computes
the local mean and variance in its process of filtering. It performs deconvolution by inverse
filtering and removes the noise by a compression operation (Jiang, Yang, Wang, & Hou, 2014;
Yoo & Ahn, 2014). The wiener filter works as follows:

i.  Estimate the power spectra (Fourier transform of the auto correlation function) of the
original and noisy image.

ii. Apply a mask over a pixel of a noisy image.
iii. Calculate the local mean () and variance (c?).
iv. Compute the new pixel value using the mean, variance and noise power.

v. Repeat the steps ii to iv for all pixels of a noisy image.

Wiener filtering acts as the optimal trade-off between noise smoothing and inverse filtering. The
wiener filter is applied to all noisy images (Figure 1(b-f)) and the performance is evaluated based
on the PSNR values and correlation coefficient obtained. The results are shown in Figure 5.

26 .
24 % - *
22 SN A 0.95 1 AN A
b \ ,/ SO i ’ \\ L’ . ~e
5|/ " ¢ 4090 / .
Z .1 Zoss{
A 18 & ) /
16 4 0.80 - ¢
14 0.75 1
12 T T T T ! 0.70 T T T T
& g L & & O ¢
P S C\ﬁ' > %\‘b' ] K c\ﬁ’ \od
. fv&% <& &Q& F Q o & QbQGQ o A
'\‘b - - \Ib'
& T PSNR =4 -~ - CORR

Figure 5. PSNR and CORR results of Wiener filter

Modified Wiener Filter

The proposed modified wiener filter is an additive noise removal technique where median
is computed for all the pixels using a 3 x 3 filter. The resultant matrix is further processed
similar to the wiener filter. This non-linear adaptive spatial filter is proposed with the aim to
combine the features of median filter and wiener filter reciprocally nullifying their defects.
The working of the proposed filter is shown as flow diagram in Figure 6. The modification of
the wiener filter is very significant due to the non-linear behaviour of the median operator in
adaptive contest. The main objective is to preserve the edges without modifying the shape and
structure while reducing the noise in an image.
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Figure 6. Flow diagram of Modified Wiener filter

Calculating median instead of mean reduces noise without blurring the edges and therefore,

this edge preserving nature makes the proposed filter useful in applications where edge blurring
is undesirable. The algorithm of modified wiener filter is as follows:

.

ii.

iii.

1v.

Vi.

Estimate the power spectral density (Fourier transform of the auto correlation function)
of the original and noisy image.

Apply mask over a pixel of the noisy image.

Sort the pixel intensities of all the pixels which fall under the mask.
Find the median (med) and assign it to the centre pixel of the mask.
Estimate the local mean (p) and variance (c?)

a. Mean (u) = ﬁzmnA(m, n), where m and n represent the row and column of an
image A.

b. Variance (6%) = ﬁ (A(m,n) — u)? where m and n represent the row and column
of an image A.

Compute the new pixel value B (m, n)

2_ 2
B (m,n) = med + < ZV (A(m,n) — med), where v?, med represents the noise
variance and median value of the local window respectively.

vii. Repeat the steps ii to vi for all pixels of a noisy image.

The proposed filter is applied on different types of noisy images and the resultant filtered
images are shown in Figure 7(a-j).
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Figure 7. (a) Image with Gaussian noise, (b) Modified wiener filter on Gaussian noise affected image, (c)
Image with Poisson noise, (d) Modified wiener filter on Poisson Noise affected image, (¢) Image with Salt
and Pepper noise (f) Modified wiener filter on Salt and Pepper noise affected image, (g) Image with Speckle
noise, (h) Modified wiener filter on Speckle noise affected image, (i) Image with White noise, (j) Modified
wiener filter on White noise affected image
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The performance of modified wiener filter is evaluated based on PSNR values and
correlation coefficient of the processed image in the presence of various noises (Figure 1(b-f))
and the results are represented in Figure 8.
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Figure 8. PSNR and CORR results of Modified Wiener filter

RESULTS AND DISCUSSION

The performance and appropriate use of a particular filter for any application is still an ongoing
research (Darus et al., 2017; Verma & Jahid, 2013). The mean filter is the simplest linear spatial
filter, which assigns the average value of the pixels in the window (mask) as the centre value.
A new denoised value is computed for each pixel by moving the window across the pixels of
an image, hence, this filter is called as moving average filter. This averaging filter is good at
removing the grain noise in an image. Because of the averaging of neighbouring pixels, local
variations caused by grain noise are greatly reduced.

Median filter is the non-linear spatial filter, which can be widely used to remove impulsive
noises like salt and pepper noise effectively. It can be employed in applications where there
is a necessity to preserve edges while removing noise (Ismail, Adnan, Malek, & Bebakar,
2008). Median filter is more effective in preserving edges, the reason is that it is less sensitive
to extreme values called outliers (Chen et al., 2008) when compared with mean. The median
filter erodes the edges of isolated spots when the window size is large while the Gaussian filter
blurs the image and remove noises and some essential information.

Images from US Geological survey, such as Lake Turkana, Huang he Delta (Yellow River),
Lake Urmia, Capecod USA and the images from Remote Pixel Earth Observation Dataset
are considered for evaluating the performance of existing and modified wiener filters in the
presence of various noises. The PSNR values of different filtration techniques on various noises
of study image Lake Urmia are shown in Table 1 and Figure 9.
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Table 1

Modified Wiener Filter for Restoring Landsat Images

PSNR values of different filtration methods on various noises

Noise Mean Median Gaussian Wiener Modified Wiener
Gaussian 18.1445 16.5898 19.2459 17.5559 18.2747
Poisson 22.3117 22.3462 20.7104 25.0223 22.318
Salt and Pepper ~ 21.2359 22.4474 20.4513 19.8091 22.355
Speckle 21.628 20.9377 20.5515 22.938 21.4071
White 18.1445 20.3876 20.3686 21.1152 21.1168
25
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Figure 9. Performance of various filters based on PSNR

Linear filters tend to blur edges and other fine details of an image whereas non-linear filters
can preserve edges and they are very effective at removing impulsive (salt and pepper) noise.
Wiener filter is linear spatial filter, which is adaptive to the local variance. When the variance
is small, its performance is smoother and vice versa, i.e. variance is indirectly proportional to

smoothness. A single pixel with an unrepresentative value can influence the mean value of all
the pixels in its neighbourhood significantly. The wiener filter especially for large windows
causes dilation of edges and small peaks due to the mean computation, whereas the modified
wiener preserves unaltered edges by computing the median value in the filtration process.
The correlation coefficient between filtered image and the original image is computed and the
results are shown in Table 2 and Figure 10.

Table 2

Correlation coefficient values between filtered and the original image

Noise Mean Median Gaussian Wiener Modified Wiener
Gaussian 0.8248 0.7862 0.8796 0.8025 0.8404
Poisson 0.9367 0.937 0.9076 0.9668 0.9367
Salt and Pepper  0.9178 0.9385 0.9035 0.8854 0.9373
Speckle 0.9254 0.9132 0.9045 0.9452 0.9222
White 0.9083 0.901 0.9014 0.9151 0.9155
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Figure 10. Performance of various filters based on CORR

Based on the results, it is found that the Mean and Gaussian filters are good at removing the
Poisson noise but these techniques blur the image affecting the feature localisation. From the
observations of PSNR value and the Correlation coefficient, it is clearly understood that a
single filter cannot be used for various noise models in remote sensing images. The best filter
for each noise model is thus found based on performance metrics, such as Peak signal to Noise
Ratio and Correlation Coefficient. It is shown in Table 3.

Table 3
Image noise and suitable filter

Noise Model Best Filter

Gaussian Gaussian, Modified Wiener Filter

Poisson Wiener, Median Filter, Modified wiener Filter
Salt and Pepper Median, Modified Wiener Filter

Speckle Wiener, Mean Filter

White Modified Wiener, Wiener Filter

The Landsat images of Lake Turkana, Huang he Delta (Yellow River), Capecod USA obtained
from the US Geological Survey and images from Earth Observation remote pixel dataset
are used as test images for analysing the performance of various filters. It clearly shows the
proposed modified wiener filter performs invariably better in most of the noise models.

CONCLUSION

The performance of various noise models and filtering techniques has been analysed for image
enhancement and restoration. The similarity metrics such as peak signal to noise ratio and
correlation coefficient are computed for all the filtered images on various noise models. The
results show that a filter has to be chosen based on the application and type of data required
for further processing in image analysis. The proposed modified wiener filter yields better
performance compared with other linear and non-linear filters on various satellite images. The
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edges are well preserved by the use of median operator in modified wiener filter. However, the
computational complexity of the image reconstruction based on modified wiener filter need to
be further studied. The resultant filtered images can be used to investigate the spatiotemporal
changes that have occurred in recent decades using remote sensing technology.
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ABSTRACT

Tawaf ritual performed during Hajj and Umrah is one of the most unique, large-scale multi-cultural
events in this modern day and age. Pilgrims from all over the world circumambulate around a stone
cube structure called Ka’aba. Disasters at these types of events are inevitable due to erratic behaviours
of pilgrims. This has prompted researchers to present several solutions to avoid such incidents. Agent-
based simulations of a large number of pilgrims performing different the ritual can provide the solution
to obviate such disasters that are either caused by mismanagement or because of irregular event plans.
However, the problem arises due to limited parallelisation capabilities in existing models for concurrent
execution of the agent-based simulation. This limitation decreases the efficiency by producing insufficient
frames for simulating a large number of autonomous agents during Tawaf ritual. Therefore, it has become
very necessary to provide a parallel simulation model that will improve the performance of pilgrims
performing the crucial ritual of Tawaf in large numbers. To fill in this gap between large-scale agent-
based simulation and navigational behaviours for pilgrim movement, an optimised parallel simulation
software of agent-based crowd movement during the ritual of Tawaf is proposed here. The software
comprises parallel behaviours for autonomous agents that utilise the inherent parallelism of Graphics
Processing Units (GPU). In order to implement the simulation software, an optimized parallel model is

proposed. This model is based on the agent-based

architecture which comprises agents having a

reactive design that responds to a fixed set of
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(Compute Unified Device Architecture) platform for general purpose computing over GPU. It exploits
the underlying data parallel capability of an existing library for steering behaviours, called OpenSteer.
It has simpler behaviours that when combined together, produces more complex realistic behaviours.
The data-independent nature of these agent-based behaviours makes it a very suitable candidate to be
parallelised. After an in-depth review of previous studies on the simulation of Tawaf ritual, two key
behaviours associated with pilgrim movement are considered for the new model. The parallel simulation
is executed on three different high-performance configurations to determine the variation in different
performance metrics. The parallel implementation achieved a considerable speedup in comparison to its
sequential counterpart running on a single-threaded CPU. With the use of parallel behaviours, 100,000
pilgrims at 10 fps were simulated.

Keywords: Agent-based system, crowd simulation, GPU, Hajj and Umrah, parallelisation

INTRODUCTION

Many scientific applications require high-performance computing systems to perform their
computational tasks expeditiously. This can be done using Graphics Processing Unit (GPU), as
it can solve compute-intensive tasks on thousands of highly parallel, multi-threaded processing
cores. The GPU utilises different levels of memory and high data throughput to accelerate the
computational process. The GPUs has given rise to a programmable ecosystem that started
leveraging on its highly parallel architecture. NVIDIA® standardised the customisation with
the release of a toolkit called Compute Unified Device Architecture (CUDA). This API is an
extension of C programming language. This has provided researchers with the opportunity to
port several general-purpose applications onto the GPU. This notion is referred to as General-
purpose Computing on Graphics Processing Unit (GPGPU).

Among the range of applications being ported to GPU, agent-based crowd simulation
remains the most computer-intensive application. This is due to the additional computational
power required with the increase in the number of agents present in a virtual environment.
Researchers have proposed several models to simulate crowd movement including social
force models (Helbing & Farkas, 2002), cellular automata models (Kliipfel, 2007), gas kinetic
models (Hoogendoorn & Bovy, 2001) and agent-based models (Cherif & Chighoub, 2010).
Among these, agent-based modelling (ABM) (Jennings, 2000), is the more frequently used
methodology to implement autonomous agents. In the case of religious rituals such as Hajj
and Umrah, simulating such a large crowd adds to computational demand of the system. Since
each agent in the simulation possesses complex behaviours, this provides a real-life crowd
which depicts the unique crowd phenomenon in these rituals.

Hajj and Umrah are performed by thousands of pilgrims all over the world. In 2015, a
stampede killed more than 2000 pilgrims (Salamati & Rahimi-Movaghar, 2016). Such disasters
can be prevented if there was a simulation earlier. Earlier studies were not able to simulate
a large crowd to possible outcomes (Kim et al., 2015; A. N. Shuaibu, Faye, Malik, & Talal,
2014; Sakellariou et al., 2014; Sarmady, Haron, & Talib, 2011).
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Therefore, there is a dire need for an agent-based simulation that can replicate dense crowd
scenarios and depict the natural movement of pilgrims. This research reports the behaviours
on the GPU for concurrent execution. This was implemented by Reynolds (2006) which is an
open source steering library called OpenSteer. The current work extends previous research
Rahman, Hamid, Rahiman, & Zafar, (2015).

LITERATURE REVIEW

In the field of crowd simulation and modelling, some researchers have focused on Hajj and
Umrah. AlGadhi et al. was among the first to predict the throughput of pilgrims from the
“"Jamarat” site (AlGadhi & Mahmassani, 1990). His work provided the basis of pilgrim
movement and their flow for future research. Abdelghany et al. proposed a micro-simulation
based on the model provided by AlGhadi (Abdelghany, Abdelghany, Mahmassani, & Al-gadhi,
20006). They assessed the structure of Masjid Al-Haram by using three different levels of
congestions. Zainuddin et al. simulated up to 1,000 pilgrims, implemented using proprietary
software called "SimWalk” (Zainuddin, Thinakaran, & Abu-Sulyman, 2009). Similarly,
Mulyana et al. developed a 2-dimensional software that was able to represent 500 agents for
Tawaf and Sa’yee rituals performed during Hajj (Mulyana & Gunawan, 2010). Rahim et al.
(2011) developed one of the first t 3-dimensional simulations for Tawaf with visualisation
capability of 500 agents. Using Cellular Automata model, Sarmady et al. (2011) were able to
mimic the circular movements of 15,000 pilgrims performing Tawaf. Finite State Machine
(FSM) was used to simulate 35,000 agents in 2D (Curtis, Guy, Zafar, & Manocha, 2013). In
a more recent research, the spiral model was used by Shuaibu et al. (2013) to simulate 1000
agents . Using X-machine model with NetLogo, Sakellariou et al. (2014) were able to represent
results for 1500 primitive agents performing Sa’yee in Masjid Al-Haram. These studies faced
certain limitations regarding numbers of virtual pilgrims because of limited computational
power. In other words, the CPU was incapable of providing the required computational power
to display the complex behaviour of pilgrims at interactive frame rates.

Therefore, there is a research gap between crowd simulation in Hajj and Umrah rituals,
and the performance optimisation techniques used. Although many studies have examined
Tawaf simulation, none of them addressed the performance of these simulations. The need to
compute complex behaviours of a large virtual crowd is in line with the increasing number of
pilgrims attending the religious event of Hajj each year (see Figure 1). Hence, to provide the
required performance and computation for simulating large crowd in Hajj, the study proposes
a Parallel Agent-based crowd simulation. It also shows some of the common behaviours
observed among pilgrims during Hajj and Umrah rituals. This research will take advantage of
the underlying capabilities of a GPU.
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Figure 1. Number of pilgrims from 2007 — 2016 (Gen. Auth. for Stat. Saudi Arabia, 2016)
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AGENT MODEL

In this research, it is necessary to design an agent model to comprehend the working of the
proposed parallel agent-based simulation software. Each agent in the simulation acts as a
building block for an agent-based system. Hence the understanding of their model is important
before we proceed to the analysis of OpenSteer library.

The agent model is based on the reactive architecture in which is the response of the agent
is based on fixed stimuli. The stimuli in this research include neighbouring agents, obstacles
and the desired goal. The agent model for the proposed parallel implementation is shown in

Figure 2.
Database Agent
' Scan for nearby Behavior

Obstacle Data obstacle Selection

Environment
Details
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Data
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Figure 2. Agent model
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In designing the agent model, the three main components of the agent includes behaviour
selection, steering, and locomotion. The agent is intended to receive information about the
environment. The behaviour selection component receives this information and decides on
the behaviour available to use. This is also influenced by the obstacles and other agents in the
vicinity. The selection of obstacle and agents to avoid will be performed on distance threshold
value. This value provides the agent with ample time for determining an appropriate behaviour.

When the initial component selects the necessary behaviors, the steering part determines
the underlying details. One of the most important detail that is selected is the steering force
with the agent to proceed towards its goals. The information on the final goals is also provided
which influences the force and truncate it accordingly.

The final module is referred to as locomotion. In this constituent, the steering force for the
preceding component is utilised to calculate further properties of the agent. These properties
include the velocity, orientation, and location. These properties will be used to redraw the agent
in the next frame for representing the virtual environment. The following discussion provides
a detailed analysis of OpenSteer library.

METHODOLOGY

The architecture of OpenSteer provides developers the ability to create complex behaviours by
combining simpler behaviours within a scenario. These scenarios are referred as p/ugins. Before
a plugin can starts simulating, each agent in the environment is first initialised. In this step,
the objects for each agent is created, and other components are initialised (open ()). Then the
created plugin is called. This call is placed in a loop, where each loop represents one simulation
cycle. The first part of this step is known as the update () function. In this stage, calculations
for each agent takes place and the second part is the redraw () function. The second function
redraws each agent in at its new position. Ideally, this cycle should run 8 to 15 times in one
second for the agents to move smoothly across the environment. At the end of the simulation,
the next step (close ()) is activated which cleans up all the memory as shown in Figure 2.

open() update() redraw() close() :

(
| Simulation Modification | 'Dlspla:y X
. . simulation Cleaning |——
phase phase i
results | i

—> Initialization

In OpenSteer library, the update function comprises two main parts, the Simulation phase, and
the Modification phase. In the Simulation phase of the function, a Steering Force is calculated
for each agent. If the agent abruptly moves towards the target, this will not produce realistic
movement. To produce natural movement patterns, the steering force directs the agent towards
its goal. In the Modification phase, the steering force from the previous phase is used to
calculate the remaining properties (acceleration, velocity and future position) of the agents.
The sequential implementation of library executes the update function for each agent one by
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one. So, if the simulation contains a large number of agents, then the function will require
a longer time to complete. After calculating properties for each agent, the results are then
transferred to the redraw function. This creates a bottleneck, since the execution time for each
simulation cycle increases.

The calculations in the Simulation phase do not depend on the Modification phase, so this
type of data-independent tasks favours parallelisation onto GPU. The navigational behaviours
of each agent determine the steering force in the first phase. For all the agents present in the
environment the parallel implementation will launch n threads for n number of agents. Each
thread will initially calculate the steering force and will synchronise before the launch of the
section phase. This representation can be seen in Figure 3.

Y
a [ A ag a; A as
L |

Y%
'

ay L as g as ds dg
L )

N

a7£a8. oan a7 ago.-an
N AL J A A
D simulation modification
phase phase

Figure 4. Traversing through simulation and modification phase in parallel

Two key navigational behaviours which are prominently seen in pilgrims performing rituals
of Hajj and Umrah are selected. These behaviours include path following behavior and
obstacle avoidance behavior. They allow agents to move freely in the virtual environment. The
behaviours are very refined and are used to produce much of the natural motion of agents. The
path following behaviour is essential for agents in the scenario of Hajj and Umrah. The complete
path is considered as the goal of the character. Routes such as roads, streets, and footpaths
are fixed. The character’s movement on the track is not fixed; rather a character moves freely
along the path like a human. This movement is done near to the pathway keeping it as a goal.
By utilising the obstacle avoidance behaviour, the agents can avoid accidents initially with
other agents and secondly, with obstacles within the environment. The next section discusses
parallel algorithms for the selected behaviours.

PARALLEL NAVIGATIONAL BEHAVIOR ALGORITHMS

In the sequential implementation of OpenSteer library, each agent has a set of preliminary
behaviours that is selected based on the required action and situation. The behaviour calculates
the steering force that drives an agent. Each of these behaviours independently calculates and
updates the value of steering force for each agent. In this section, the parallel algorithms of
the selected navigational behaviours are discussed.
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Since the computation for each agent is independent, therefore, the behaviours can be easily
converted into GPU-executable kernels. In order to convert this behavior into a kernel, memory
management routines must be performed before invoking them. The specific parameters related
to the vehicle are initially copied to the global memory. A predefined variable such as threadldx,
blockldx, blockDim, and gridDim are used to access the memory space from within the kernels.
When the required data is retrieved, only then the process for computing steering force begins.
Path following is one of the selected behavior that an agent poses to follow a predefined path.
This type of behaviour is commonly observed in pilgrims performing different rituals during
Hajj and Umrah (Zafar, 2011). Algorithm 1 provides the implementation for this behaviour.

Algorithm 3 Parallel Path Following Bchavior
Input : vehicleData, steeringVectors, direction, predictionTime
Output : steeringVectors
id «— (blockId x blockSize + threadId)
Velocity(threadld) — (( floats)(xvehicle Data). forward)[Of f set + threadld)
threadSyncronize()
Velocity(threadId) «— Velocity(threadId) x Speed(threadld)
Position(threadld) «— ((floatx)(xvehicleData).position)[Of f set + threadld)
threadSyncronize()
pathDistanceOf f set « direction[id] * predictionTime * Speed(threadId)
futurePosition <« Predict FuturePosition
nowPathDistance <« mapPointToPathDistance(points, total Points,
Position(threadId))
futurePathDistance — mapPointToPathDistance(points, total Points,
futurePosition)
if pathDistanceOf fset > 0 then
if nowPathDistance < futurePathDistance then
rightway < false
else if nowPathDistance > futurePathDistance then
rightway «— true
end if
end if
onPath «— mapPointToPath(points, total Points, radius, futurePosition,
&tangent, &outside)
if (Position(threadld) — points|0]) < .radius then
direction[id] — 1
end if
if (Position(threadld) — points[total Points — 1]) < radius then
directionlid] «— 1
end if
if (outside < 0) and rightway then
target < 0
ignore «— 1
else
target PathDistance < nowPathDistance + pathDistanceO [ f set
target — mapPathDistanceToPoint(points, total Points, isCyclic,
targetPathDistance)
ignore < 0
end if
steer ForSeckKernel(Position(threadld), Veocity(threadId), target,
steeringVectors,ignore)

Figure 5. Parallel Path following Algorithm
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In the previous algorithm, it was observed that the steering force was calculated using the
function for seeking behaviour. The function was transformed into a GPU-executable kernel,
calling a function residing on the host is not possible. So, the seek behaviour function was
changed into a callable device kernel using a unique function type qualifier provided by CUDA.
The new function can be executed on a device, and it is only callable by the device. It stores
the newly computed steering behavior back to the global memory of the GPU.

Obstacle and Collision avoidance behaviour is utilised to avoid oncoming obstacles
and other agents. It is a natural behaviour for virtual agents when navigating through the
environment. Algorithm 2 provided the working of the obstacle avoidance behavior.

Algorithm 4 Parallel Obstacle Avoidance Behavior
Input : vehicle Data, steeringVectors
Output : steeringVectors
id — (blockId x blockSize + threadId)
minDistanceToCollision «— (xvehicle Data).speed[id] x 5.f
for i — 0, numO fObstacles do
findNextIntersectionWithSphere()
if intersectionDistance < nearestIntersectionDistance then
nearestIntersectionDistance < intersectionDistance
nearestIntersectionI D «— i
end if
end for
if (intersectionFound = 1) and (nearestIntersectionDistance <
manDistanceToCollision) then
of fset = positionlid)—
obstacles[nearestIntersectionl D].center)
avoidance(threadldx) = PerpendicularComponent(of fset,
(*vehicleData). forward[id))
avoidance(threadIdx) = avoidance(threadld)x
(xvehicleConst).mazx Forcelid)
avoidance(threadldr) = avoidance(threadldx)+
((xvehicleData). forward[id] x (xvehicleConst).maxForcelid])
end if
threadSynchronize()
if (steeringVectorsfid.x  # 0.f or steeringVectorslidl.y # 0.f or
steeringVectors[id].z # 0.f) then
avoidance(threadldz) = steeringVectors[id)
else
avoidance(threadIdz) = avoidance(threadldz) + steeringV ectors|id]
end if
threadSynchronize()
steeringVectors|id] < avoidance(threadIdx)

Figure 6. Parallel Collision avoidance Algorithm

The behaviour starts by measuring the minimum distance to the collision. In the sequential
implementation, the minimum time to the collision is provided as a function parameter.
However, in the parallel implementation, that value is fixed. This value helps make the process
simpler rather having a different value each time. After the calculation for the avoidance is
completed, the thread synchronisation is called to ensure that all the thread has computed the
avoidance vector for all agents. When all threads have finished their calculation, the measured
vector is copied back to the steering force, again using the id to place the data back uniquely
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into the allocated memory space. This data is then utilised by the redraw function to represent
the agents in the virtual world.

Some necessary details that must be dealt with to ensure proper parallelisation. The first
one was the change in phase traversal that is discussed earlier. The parallelised behaviours
were blended together, each affecting the resultant steering force. This provides a more realistic
movement for each agent. Each of these behaviours were invoked as CUDA kernels.

The second important thing to be considered is the change in data type that stores data for
each agent. In the sequential implementation, the Vec3 datatype was commonly used to store
the three-dimensional coordinates of the agent. Since CUDA does not support this data type,
the new datatype of float3 is used. The float3 data type is compatible with the CUDA runtime.
It is of type struct and has three members x, y, and z. A built-in function make float3 converts
the three components of the Vec3 datatype to float3 member variables.

Another hurdle in the parallel conversion of the library is to carefully orchestrate the
memory allocation and transfer sequences to execute the parallel algorithms properly. Attributes
for all the agents needed to be copied to the GPU memory to execute the behaviour kernels
developed in CUDA. Proper thread synchronisation and memory management techniques are
used to ensure that the data is used for each agent.

With this, a parallel behavioral library is provided to developers, in which simpler
behaviours can be combined to create complex behaviours.

KERNEL TYPES AND MANAGEMENT

During the transition from sequential to parallel implementation, two main kernels are
introduced, namely, Steering Kernel and Modification Kernel. Steering kernel calculates the
steering force for all agents, whereas the modification kernel applies the calculated steering
force to the properties of every agent. In the parallel implementation, these kernels are used
to determine the steering force of each pilgrim. In the update phase, the first steering kernel is
responsible for describing how the pilgrim will navigate by providing an appropriate steering
force, whereas, the second modification kernel uses the steering force value and measures the
rest of the properties for the pilgrim. These include the velocity, direction, speed and other
properties. For this purpose, an array of data type float3 for the variable steering Vectors is
allocated in the global memory of the GPU that stores the steering force for the total number
pilgrims in each scenario. By transferring this data onto the GPU, each thread executing the
kernel can read and update the data of pilgrims. So, each element of the array represents the
steering force of one pilgrim. Figure 6 provides a visual representation of each steering kernel
modifying the steering vector value. When the entire kernel has executed the final value, it is
then acquired by the modification kernel to measure rest of the vehicle properties.

Pertanika J. Sci. & Technol. 26 (3): 1019 - 1038 (2018) 1027



Abdur Rahman Muhammad Abdul Majid, Nor Asilah Wati Abdul Hamid, Amir Rizaan Rahiman and Basim Zafar

Update Phase Steering Vector

Kernel

Modification {
v

Figure 7. Steering vector accessed by different kernels

The modified data of the array containing the steering force needs to be cleared after every
update cycle so the new steering forces can be stored in the next cycle. The navigational
behaviours can be combined with each other to obtain more complex behaviours that can
reflect more natural movement. There are two ways of combining these behaviours, namely,
Switching and Blending (Pan, Han, Dauber, & Law, 2007).

Switching

Switching between different behaviours is one way of producing complex navigational
behaviours. With this type of selection, a pilgrim can change its behavior from one to another
depending upon the perception of the environment. For example, if a pilgrim is moving towards
its goal, but suddenly it faces an obstacle, it will switch its behavior from goal seeking to
obstacle avoidance.

Hence, in the parallelised version of the library, switching can be done manually, or it can
be automated. Adding or removing the behaviours at the host, is the manual way and is to be
determined at each simulation phase. The decision of this addition or removal is made by the
first layer that is, the Action Selection layer. In order to automate this process, all the relevant
behaviours will run and if there is no need for the kernel to apply steering force, null value
will be saved in the steering Vectors array.
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Blending

Blending is another method to achieve complex behaviours. In this type of selection, the
resultant behavior is a blend of two or more behaviours. Each of the behaviours that are
combined carries a weight. This weight reflects the movement of pilgrims while navigating in
the virtual environment. Hence, to take the scenario from the previous example, the pilgrim
will avoid the obstacle while moving towards its goal.

For utilising the blending technique in our parallel implementation, each kernel must be
assigned a weight value that is used to determine its effect on the steering of the pilgrim. These
forces are then added that gives a resultant force. Before this force is applied to the pilgrim, it
is limited by the maximum force value max_force.

The next section discusses the conversion of path following and obstacle avoidance
behaviours in Steering kernels.

CONVERSION OF NAVIGATIONAL BEHAVIOURS TO STEERING KERNELS

A GPU can achieve parallelism for a portion of code that can execute independently. There are
task parallelism and data parallelism. In the case of agent-based crowd simulation, the task
assigned to each agent is identical. However, data and properties of each agent are different.
Thus, data parallelism is more suited for this type of application. This execution model is also
referred to as Single Instruction, Multiple Threads (SIMT) where the set of instructions is same
but several different threads execute it.

OpenSteer is an open-source software, and it is developed in an object-oriented manner.
The source code can be acquired from its online repository that is distributed into different
folders. The “include” folder contains the entire header file. The “plugins” folder contains
the sample scenarios to provide initial developers with a head start. The “src¢” folder contains
the source code which provides functionality for the functions used in the library. The package
also provides solution folder for three operating systems, Windows, Mac OS x and Linux. For
this research, we have used the Windows operating system

The initial implementation of OpenSteer provides scenarios in the form of plugins.
Similarly, the parallel implementation also provided plugins, but these plugins contain
parallelised behaviours that measured different properties of a pilgrim. Furthermore, each thread
in the CUDA based kernels is assigned to a pilgrim. All participants in a particular situation
are assigned a set of behaviours in the form of kernels.

Moreover, the study proposed a parallel implementation for the path following and
collision avoidance behaviours. The behaviours are converted into kernels that can be
executed by multiple threads concurrently. The kernels are named as fol/lowPathKernel and
avoidObstaclesKernel. These kernels are called inside the normal code by providing the grid
and block configuration. A sample kernel invocation is shown in Figure 7. Calling a kernel
starts with its name followed by specific characters (<<< ... >>>) to inform the compiler that
this is a kernel call. These characters are followed by the list of required parameters. The kernel
also requires the number of required blocks and thread.
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1 void main()
{
int numThreads = 128;
+ int numBlocks = 8
followPathKernel <<<numBlocks, numThreads>>>(vehicleProp,
steeringVector , direction, predictionTime);
o}

Figure 8. Kernel invocation

Before executing the kernel, all essential data are allocated and transferred to the global memory
of the GPU using cudaMalloc and cudaMemcpy functions. When the kernel is executed, the
thread Id is calculated using the predefined device variable threadldx. This thread id is unique
and will be used to identify the agent in each scenario. This thread id is also used to indicate the
properties related to the agent. This process is common for invoking both kernels from the CPU.

The kernel definition also includes some particular declaration specifier. This qualifier
specifies whether the kernel is executed on the device or the host. For the kernels mentioned
above, the study uses  global _ specifier (See Figure 9). It indicates the kernel is callable
from the host and the device executes it.

1 __global__ void followPathKernel(VehicleProp #vehicleData, float3

+steeringVectors , int =direction, float predictionTime)

)
Figure 9. Kernel definition

The next section an abstraction discovered in this study to facilitate future development of
the parallel library.

CUDA ABSTRACT LAYER

In existing steering library, developers who want to create plugins for simulating behaviours
were able to utilize their well-structured object-oriented interface. After porting the sequential
steering library using CUDA and, as a result, achieving a parallel library that can make use of
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GPUs. For programmers to use this accelerated library for further development, they have to
look out for the following details:

e All the parallelised behaviour kernels needed to be initialised in some ways to use them
in a customised plugin. To initialise it, a programmer needs to handle all the details by
hand.

*  Researchers will need to have CUDA development experience to deal with the API specific
details that include configurations for execution and multiple function call that are all
exposed to them.

In this research, to facilitate with convenient development, a C++ abstract layer was created
that encloses CUDA code. The main reason for this layer was to adopt and uphold similar
features that the traditional OpenSteer provided. This layer enclosed kernel initialisation details
that can be used by a programmer to produce new plugins. It comprised classes that are further
described in the next sections.

PluginCUDA Class

In the serial implementation, a new plugin inherits the Plugin class that handles the initialisation.
In the parallel implementation, since there are additional details that need to be taken care of
which includes memory allocation, transfer, and deallocation, a new abstract layer is provided.
The new plugins that will use the parallel behaviours will now inherit the PluginCUDA class.
This new class also inherits the existing Plugln class and in addition, to that, it also handles
the extra details related to the new vehicle properties and data transfers from CPU to GPU
and vice versa.

Plugln

PlugInCUDA

MyPlugln

Figure 10. Class diagram for PlugInCUDA class
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The next section discusses the performance results of the optimized library.

PERFORMANCE ANALYSIS AND RESULTS

Performance Metric

Frames Per Second (FPS). Frames per second or fps calibrates the performance of a visual
application that contains a rendering of 2D or 3D environments. The OpenSteer library
provides a 3D rendering of visual scenarios generated using OpenGL library. The new parallel
implementation also uses the same library to render the 3D environment. This performance
metrics provides the number of frames generated in one second in a simulation cycle. The
range can vary greatly depending on the type of application. However, interactive frame rates
are considered to be between 8-15 fps.

Execution Time of Simulation. Execution time is a key performance metric for evaluating
the efficiency of an application. The execution time is inversely proportional to frames per
second and expressed as:
1
frames per second (fps)

execution time (ms) «

The equation shows that greater execution will result in fewer frames generated in one second
at any given time. A high percentage of GPU utilisation will indicate a small execution time.

Speed-Up. Speedup refers to the speed of parallel application compared with the corresponding
sequential application. More specifically, it shows improvement in terms of time required for
execution of two different application frameworks. The term speedup was introduced in the
context of Amdals’s law. It can be expressed as follows:

T
S, = —

p Tp

Where S, is the speedup for the parallel application, T; is the execution time of the sequential
application, whereas T, is the time consumed by the parallel application for completing the
simulation cycle. It is necessary that while measuring the speedup, the workload must be equal.
These performance metrics are necessary for measuring the efficiency of OpenSteer library.
The following discussion presents the results achieved in parallelisation using the metrics
mentioned previously.

An experiment on three high-performance (HPC) configuration was conducted. These HPC
systems contained three different GPUs to compare their performance. The first two GPUs
are from the NVIDIA® Tesla® category, C2050, and K40. The third one is from the GeForce®
series, GTX 970. The results were collected by running a profiling tool provided by NVIDIA®
called Visual Profiler (see Table 1). The primary performance metrics used for reporting the
results of this research are the frames per second (fps) and execution time.
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Table 1
Frames per second (FPS) for sequential and parallel implementation

No of Agents Serial Implementation (CPU) Parallel Implementation (GPU)
frames per second (fps) frames per second (fps)
C2050 K40 GTX 970
500 27 83 91 101
1000 8 77 80 95
1920 6 63 70 80
2912 1 56 60 66
5920 0 36 37 45
7904 N/A 32 34 41
9920 N/A 28 29 36
19904 N/A 16 17 21
29920 N/A 12 13 18
59904 N/A 6 7 14
99904 N/A 3 5 10
199904 N/A 2 3 8
399904 N/A 1 2 3
499904 N/A 0 1 1
599904 N/A 0 1 1

The results in Table 1 shows the frames generated by the sequential and parallel implementation
in a second (fps). The more the number of frames, the better the quality of the output
visualisation. For a continuous video, without any noticeable delay in the frames, it should
remain within the range of real-time frame rates. Eight frames per second are the minimum
range of real-time frames rate. This study indicates that the fps generated by the sequential
implementation cannot maintain the real-time fps for more than two thousand pilgrims. The
parallel implementation shows a significant increase in performance. The high-performance
configuration with NVIDIA® GTX 970 has more frames rates compared with the other two
configurations for the respective number of pilgrims. The reason is that the GeForce® series
is capable of handling computation as well as the visual aspect of such scientific applications.
Table 2 compares different studies that have looked at the simulation of pilgrims.
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Table 2
Comparison of previous studies with current implementation

Studies Techniques  Focus Dimensions No of Agents Frames Per
Second (fps)
Narain et al. (2009) (Narain, CFD Tawaf 2-D 25,000 11 FPS
Golas, Curtis, & Lin, 2009)
Zainuddin et al. (2009, 2010) ABS Tawaf 2-D 1000 N/A
Mulyana and Gunawan ABS Tawaf 2-D 150 10 FPS
(2010)
Curtis et al. (2011) ABS Tawaf 2-D 35,000 11.5 FPS
Rahim et al. (2011) N/A Tawaf 3-D 500 4.3 FPS
Khan and McLeod (2012) ABS, Tawaf 2-D 25,000 N/A
Cellular
Automata
Shuaibu et al. (2013) Mixed Mode Tawaf 2-D 1000 N/A
Haghighati and Hassan ABS Tawaf 2-D 2000 N/A
(2013)
Sakellariou et al. (2014) ABS Sa'yee 2-D 1500 N/A
Kim et al. (2015) ABS Tawaf 2-D 35,000 5.7 FPS
Abdur Rahman et al. (2017) ABS Hajj and 3-D 100,000 10 FPS
Umrah

The results showed better implementation compared with previous sequential library. Crowd
simulation for Tawaf and other rituals was better using this model. The parallel crowd simulation
library presented in this research provided an add-on based framework through which the
authorities can create multiple scenarios and event plans for different rituals of Hajj and Umrah.

CONCLUSION

This study presented a parallel implementation of navigational behaviours for agent-based
crowd simulation in rituals of Hajj and Umrah which demonstrates to be a better performance.
This study adds to the list of existing scientific applications that harness the high-performance
capabilities of Graphics Processing Units. With a pluggable architecture of the applications,
now equipped with the enhancement of high-performance computation, there is an improved
program for specific event planning and management of Hajj and Umrah rituals. Experiments
were conducted based on three different HPC system. The results showed robust improvements
in performance for realistic crowd simulations. Encapsulation for the parallel code for further
development was also provided. The research provided an abstract layer to the steering library
that encapsulated the CUDA implementation. The abstraction will help developers to use
improved steering behaviors.

This study was aimed at providing an optimized parallel system for large-scale agent-based
crowd simulation during Tawaf ritual. There was a need for a system due to lack of computational
requirements in existing sequential system to produce sufficient fps. A detailed overview of
background knowledge and previous studies was followed by the design requirements of the
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proposed system using existing OpenSteer library. This helped in providing a new parallel
model of the optimised system. The implementation of the new model had challenges. Some
of the main challenges were phase traversal and appropriate data type changes. However, these
problems were overcome using GPUs and CUDA toolkit for parallel implementation. The
result was an optimized high-performance application which generated large-scale crowd with
realistic movement performing the Tawaf ritual. The new system was able to simulate 100,000
agents in a virtual environment at 10 fps. The results discussed earlier indicates that the new
system provides a better solution as compared to the previous implementation. Therefore, the
main objectives of this research have been fulfilled by implementing an optimised agent-based
system to simulate crowd efficiently.
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ABSTRACT

This study investigated the use of ultrasound-assisted extraction (UAE) and agitated-bed extraction (ABE)
to improve extraction efficiency of dyes from exocarp and mesocarp of Cocos nucifera. The UAE method
was carried out at a frequency of 37 kHz and power of 150 W at 30°C for 1 hour and ABE technique
was performed at 30°C for 24 hours at the agitation of 150 rpm. The effects of different solvent types
(methanol, ethanol and acetone) and the different percentage of solvent (20%-70%) were determined.
The results showed although the colourant yield increased with the increase of solvent concentration up
to 60%, statistic value indicated no significant difference (p > 0.05) for the value of yield using solvent
range from 20% to 70% for both UAE and ABE methods. Therefore, the solvent concentration of 20%
was selected as the optimum concentration for each type of solvent used for both ABE and UAE methods.
In comparison, higher extraction yields were achieved by UAE method where the optimal yield of
the colourant of the mesocarp was 7.6% using acetone as solvent and the exocarp yielded about 6.4%
using acetone or methanol. The recovery of natural colourant using ultrasound was found to be highly
dependent on the type of solvents (acetone > methanol > ethanol) for both mesocarp and exocarp. The
present study suggests that UAE method should be employed for hauling out colouring materials from
exocarp and mesocarp due to its effectiveness in terms of time and economical usage of solvent.
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al., 2010). The demand for natural dyes all over the world is estimated to be 10,000 tonnes,
which account for only 1% of the world synthetic dyes consumption but expected to rapidly
grow in the near future (Sivakumar et al., 2011). Cocos nucifera (coconut) is a member of the
family Arecacea (palm family), an ornamental tree growing in villages and towns in Malaysia
(Abdulelah et al., 2011). The fruit contains three layers, namely exocarp (outer layer), mesocarp
(fibrous husk) and endocarp (flesh). The exocarp and mesocarp make up the husk of coconut
(Victor, 2013).

In Malaysia, there is an abundance of coconut husk which should be recycled. The
researchers’ previous study has successfully extracted natural dye using microwave-assisted
extraction from these waste in order to make better use of this cheap and abundant agricultural
waste. Five compounds were detected in dye extract of mesocarp, namely catechin conjugate,
petunidin-3-glucoside, proanthocyanidin trimer, cyanidin-3-sambubioside and delphinidin-3-
glucoside whereas four compounds were identified in dye extract exocarp which were catechin,
epicatechin, petunidin-3-glucoside and cyanidin-3-(6’-feruloylsophoroside)-5-glucoside
(Zulrushdi, 2018).

Previous studies have shown that agitated-bed extraction (ABE) is one of the methods to
extract dyes due to its effortless and inexpensive protocol. The ABE is a type of mechanical
agitation which is a simple and low-cost method that uses agitation or mixing action to extract
certain phytochemical content from plant samples in a shake-flask which is placed onto a rotary
shaker, or with a magnetic stirrer submerged into the flask directly (Lau et al., 2010). The
ABE was also used in a study on the extraction of anthocyanins from skins of jabuticaba. In
this study, ABE was compared with pressurised liquid extraction (PLE). However, the results
showed PLE resulted in higher extraction efficiency compared with ABE method (Veggi,
Santos, & Meireles, 2011).

The ABE method was also used in the super-critical fluid extraction (SFE) process for the
recovery of phenolics using grape bagasse from Pisco residues. An agitated bed extraction was
performed by placing the grape bagasse into a 250 ml of Erlenmeyer flask containing ethanol
(96%). The extractions were performed in a shaker with agitation (168 rpm) for 6 hours. The
findings indicated higher extraction yields were achieved by agitated bed extraction than those
obtained with the supercritical fluid methods (Farias-campomanes, Rostagno, & Meireles,
2013). In another study, ABE method was compared with microwave assisted extraction (MAE)
of flavonoids from cultivated E. sagittatum and the result showed microwave technique resulted
a significant increase in extraction yield of flavonoids (Zhang et al., 2013).

Sivakumar et al. (2011) reported another improved method called ultrasound-assisted
extraction (UAE) which could extract higher yield of dyes. The UAE has the capacity to
improve extraction efficiency by promoting mass transfer and possible rupture of cell wall due
to its effect in acoustic cavitation (Shirsath et al., 2012). Apart from that, UAE can produce
cavitations in the investigated sample, and the collapse of these cavitations bubbles induces a
mechanical stress on the cells. These resulted in cell disruption and penetration of the solvent
into the cells (Leonelli & Mason, 2010). The UAE technology can possibly improve extraction
of components, such as anthocyanins, polyphenolics, polysaccharides, aromatic compounds,
and oils (Shirsath et al., 2012).
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The utilisation of ultrasonic has been investigated recently in the extraction of the bioactive
compound from plant materials. Examples are the extraction of total phenolics from coconut
shell powder (Rodrigues & Pinto, 2007), rice bran (Tabaraki & Nateghi, 2011), the extraction
of anthocyanins from Garcinia indica Choisy (Nayak & Rastogi, 2011), Delonix regia tree
flowers (Adjé et al., 2010), carotenoids (Sun et al., 2011) and betalains (Sivakumar et al.,
2009). The efficacy of ultrasound-assisted extraction is also proven to be more predominant in
getting higher yield with shorter extraction time when contrasted with other extraction methods,
such as the conventional reflux in the extraction of phenolic acid from Citrus unshiu Marc
peels (Ma et al., 2009) and the extraction of salvianolic acid B from Salvia miltiorrhiza root
(Dong et al., 2010). The use of ultrasound was found to have a significant enhancement in the
extraction efficiency of colourant obtained from beet root. Around 80% improvement in the
yield of the colourant was accomplished with ultrasound compared with the magnetic stirring
process using 1:1 ethanol-water (Sivakumar et al., 2009). Zou et al. (2010) demonstrated that
natural melanin from dried fruit bodies of Auricularia auricula was successfully extracted
using ultrasound with significant yields of the melanin.

The nature of the bioactive compound present in a plant is varied and depends on the plant
materials. Hence, in general, it is extremely difficult to suggest an appropriate extracting solvent
for individual plant materials. The main objective of the present study is to evaluate the effect
of various solvents (methanol, ethanol and acetone) and different types of extraction methods
(agitated bed extraction and ultrasound assisted extraction) on the extractability of natural dye.

MATERIALS AND METHODS

Preparation of Sample

The exocarp (outer layer) and mesocarp (fibrous husk) of Cocus nucifera (coconut) were
obtained from Tanjung Karang, Selangor (Malaysia). In this study, only mature (brown colored)
husks were used. Exocarp was separated from the mesocarp before both parts were cut and
dried in an oven at 50°C for 2 days. The samples were finely ground using a grinder, sieved
with a 0.5 mm sieve and kept in a clean plastic container, away from heat and moisture prior
to conducting the experiments.

Methods of Extraction

Ultrasound-assisted extraction (UAE) and Agitated-bed extraction (ABE). Approximately
3g of ground coconut exocarp and mesocarp were weighed separately before each of the
samples was mixed with 60 mL of ethanol. In this study, the concentration of solvents varied
ranging from 20% to 70%. The samples were sonicated at a frequency of 37 kHz and power
of 150 W in a sonicator bath (Elmasonic, Germany) at 30°C for an hour based on the previous
method adopted by Asma et al. (2015). The extraction process could not be prolonged beyond
one hour as the temperature of water in the sonicator bath was increased to 65 to 70°C. The
increased temperature caused dryness to the sample due to solvent evaporation. After ultrasound
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extraction, the samples were filtered using filter paper (CHM, Germany) in order to remove plant
materials before the solvent was evaporated using a rotary evaporator at room temperature for
5 minutes. The samples were then centrifuged at 10,000 rpm for 10 minutes. The supernatant
was stored at 4°C in the dark prior to analysis. The same procedures were employed using
different solvents (methanol and acetone).

The ABE was performed using an incubator shaker (Stuart, United Kingdom) at 30°C for
24 hours at an agitated speed of 150 rpm. The parameters for ABE extraction were examined
in previous studies which indicated that maximum yield was obtained at 24 hours. A shorter
period of extraction resulted in non-significant yield (unpublish data). Similar procedures of
sample preparation, filtration, and removal of solvent and collection of the sample were the
same as those used in the UAE technique.

Analytical Methods

Gravimetric Analysis. The yield of the natural colourant of each sample was determined by
a gravimetric method which was performed according to the method described by Sivakumar
etal. (2011). Sample extracts were dried in a hot air oven at 80°C, overnight until all the water
evaporated. The samples were then cooled in a desiccator and weighed until a constant weight
was achieved. The yield for total extract was calculated using the following formula:

% yield of natural colourant = Natural dye extract obtained (g) x 100

Weight of sample used (g)

% improvement of UAE compared to ABE =
% yield of (UAE process—ABE process) x 100
% yield of ABE process

Colour Measurement Analysis. The colour was evaluated using a colorimeter (Konika,
Minolta, Japan). The colour of the sample was quantified in terms of L*, a*, b*, c¢* and h*
values which are the variables in the CIELAB color space and described as follows: A negative
value of L* denotes darker shade while a e positive value of L* indicates a a lighter shade.
Negative value of a* is indicated by greener color and positive value of a* is indicated by
red. Negative value of b* is indicated by blue color whie positive value of b* is indicated by
yellow color. c* signifies chroma or purity of colour while h* represents hue (shade) of color.

Statistical Analysis. All the experiments were carried out in triplicate, and the results were
expressed as means = SD (standard deviation). Statistical analysis was done using SPSS
software version 16 using the Tukey test. A value of p<0.05 was considered statistically
significant. Meanwhile, the statistical significance for comparison between UAE and ABE
was evaluated using Student’s t-test and set at <0.05.
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RESULTS AND DISCUSSION
Colourant yield between UAE and ABE

Mesocarp Extract. The percentage yield of natural dye of mesocarp extracted using agitated
bed and ultrasound are shown in Table 1. In order to identify the most effective solvent which
contributes the highest yield of colourant, varying the types and compositions of solvent were
done. This is crucial as Shirsath et al. (2012) also mentioned that the amount of solvent utilised
in the operation is essential and in some cases, it is beneficial to add some amount of water to
the solvents. In this study, the concentration of solvent was chosen from 20% to 70% because
the preliminary study showed that solvent at the concentration less than 20% did not give much
effect on dye extraction within 24 hours. The concentration of the solvent that is more than
70% will evaporate very quickly within 30 to 60 minutes when employed, causing dryness
to the sample. Based on the results, the highest yields were obtained when mesocarp was
extracted with acetone at the concentration range between 50% and 60% using UAE method.
This indicated that extending the concentration of solvent beyond 60% was unnecessary and
also could result in reducing the amount of colourant extracted, which is supported previous
findings. Shirsath et al. (2012) reported that to enhance the extraction of isoflavones from
soybeans it was important to include a specific amount of water (40-60%) to the extracting
solvent. This was probably due to the relative polarity of the compounds, and the increased
propagation of ultrasonic waves in aqueous solvents. When large volumes of water (higher than
60%) were added, the effectiveness of extraction was reduced possibly attributed to increased
production of radicals from the ultrasound induced dissociation of water (Shirsath et al., 2012).

Table 1
Percentage yield of natural dye from coconut husk (Mesocarp) extracts in different concentration of solvent

Extraction methods ~ Concentration (%) Type of Solvent
Ethanol (%) Methanol (%) Acetone (%)
Ultrasound- 20 7.2°+£1.13 5.2°+1.69 7.6°+ 1.69
assisted 30 720+ 1.13 6.8+ 0.56 8.4+ 0.56
extraction 40 7.6+ 0.56 7.20+2.26 8.0°+2.26
50 6.8°+1.69 6.8+ 0.56 9.2+ 0.56
60 6.0+ 0.56 6.8+ 0.56 9.2+ 0.56
70 528+ 0.56 6.0+ 0.56 6.8+ 0.56
Agitated-bed 20 4.0+ 1.13 5.2 +£0.56 6.0°+2.82
extraction 30 5.6+ 1.13 440+ 1.69 5.6" + 0.00
Agitated-bed 40 6.0+ 1.69 8.0°+ 1.13 5004282
50 6.0+ 0.56 8.0+ 2.26 7.2+ 0.00
60 6.4*+1.13 6.8+ 0.56 6.8°+£2.82
70 3.6°+1.34 5.62+1.13 3.1*+0.35

Results as means from triplicates. *® Different superscript letters between the concentration of solvent
for each extraction method denote significant differences (p < 0.05)
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On the other hand, in ABE method, methanol extract at the concentration of 40%-50%
revealed the highest percentage of colourant yield (8.0%) compared with other solvents.
Apparently, for both methods, the yield of colourant increased markedly with the increase of
the concentration of each type of solvent and reached a peak value with 50% of concentration.
However, there was no significant difference (p > 0.05) among the concentration of each solvent
used (20%-70%). Therefore, the solvent concentration of 20% was selected as the optimum
concentration for each type of solvent used for both ABE and UAE methods.

Exocarp Extract. The percentage yield of the natural dye of exocarp for extraction using
agitated bed and ultrasound is shown in Table 2. Similarly, an effective solvent for extracting
natural dye from exocarp of Cocos nucifera was identified by varying the types and composition
of the solvent. Based on the results, the highest yield (11.6%) was obtained when exocarp
was extracted with acetone at the concentration of 50% using UAE method. Whereas, in
ABE method, methanol extract at the concentration of 50%-60% gave the highest percentage
of colourant (7.6%). However, there was no significant difference (p > 0.05) among the
concentration of each solvent used (20%-70%). Therefore, the solvent concentration of 20%
was selected as the optimum concentration for each type of solvent used in the exocarp sample.

Table 2
Percentage yield of natural dye from outer layer (Exocarp) extracts in different concentration of solvent

Extraction methods ~ Concentration (%) Type of Solvent
Ethanol (%) Methanol (%) Acetone (%)
Ultrasound- 20 6.0+ 0.56 6.4+ 1.13 6.4+ 1.13
assisted 30 5204 0.56 5.6+ 1.13 7.2042.26
extraction 40 9.2¢+ 1.69 6.0+ 1.69 10.4° £ 1.13
50 6.8+ 0.56 7.6°+ 0.56 11.6 +2.28
60 8.4°+2.82 6.8+ 1.69 8.8°% 1.13
70 5.2¢+0.56 6.8+ 1.69 7.204+1.13
Agitated-bed 20 5.2¢+0.56 2.8°+0.56 2.1°+0.14
extraction 30 6.8%+ 0.56 5.6%+1.13 5.6*+ 0.00
40 6.4*+1.13 3.6°+ 0.56 6.0° + 1.69
50 7204226 7.+ 1.69 6.0° + 1.69
60 6.8+ 0.56 7.6+ 0.56 4.4°£0.56
70 5.2¢+ .69 5.2% £ 1.69 4.0°+1.13

Results as means from triplicates. Different superscript letters between the concentration of solvent
for each extraction method denote significant differences (p < 0.05).

Based on the observation, the increase of solvent concentration (ethanol, methanol and acetone)
up to 70% resulted in decreasing pattern of the extraction yields for both UAE and ABE.
The alcohol vaporised easily during the extraction process and resulted in slight dryness to
the medium of extraction. The finding is in agreement with Cacace and Mazza (2003) who
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reported that the increase in ethanol concentration reduces the dielectric constant of the solution
and consequently reduces the interaction energy between the solute and solvent (Cacace &
Mazza, 2003).

Comparison between UAE and ABE based on Selected Optimum Condition. In order to
validate the efficiency of extraction method, a comparison was made between UAE and ABE
methods based on the optimum concentration (20%) for each type of solvent used (Table 3).
Under the optimised conditions, the greatest colourant yield was extracted by ethanol for the
mesocarp and there was 80% of improvement in the percentage yield of coloruing matter
extract obtained due to the use of ultrasound compared with ABE method. This may be due to
the intensity of ultrasonic cavitation in the ethanol mix with water increase as a result of the
increase in surface tension and the decrease in viscosity as stated by Boonkird et al. (2008).
Meanwhile, a three-fold increase in the percentage yield of the colourant was seen using the
UAE method when the exocarp was extracted using acetone. This enhancement could be
attributed to cavitation and thermal effects of the ultrasound technique, which cause disruption
of the cell wall and intensification of mass transfer (Esclapez et al., 2011; Vajic et al., 2015).

Table 3
The effect of ultrasound on the yields of colourant extracted from mesocarp and exocarp using ethanol,
methanol and acetone at 20% concentration

Plant sample  Type of solvent % yield of UAE % yield of ABE % improvement due to

(A) (B) ultrasound = ((A-B)/B) x 100
Mesocarp Ethanol 7.2+ 1.13 4.0+ 1.13 80.0
Methanol 5204+ 1.69 5.204+0.56 0.0
Acetone 7.6*+1.69 6.0°+2.82 26.6
Exocarp Ethanol 6.0°+ 0.56 5.2°+0.56 15.4
Methanol 6.4°+1.13 2.8°+0.56 128.6
Acetone 6.4°+1.13 2.1°+0.14 204.8

Results as means from triplicates. ** Different superscript letters between the percentage of yield
between UAE and ABE for each solvent denote significant differences (independent t-test, p<0.05)

In this study, the mesocarp and exocarp samples were sonicated at a frequency of 37 kHz and
power of 150 W in a sonicator bath at 30°C for an hour. In a similar manner, Khan et al (2010)
discovered that the UAE method was faster and more efficient than industrial hot maceration
process. The results revealed that UAE at ultrasonic bath operating at 35 kHz for 3 h gave
87.4% yield compared with 79.4% of the maceration process for 15 h. Rouhani et al. (2009)
studied the effect of UAE on the extraction of curcuminoids from turmeric plant rhizomes
using ultrasonic bath at 35 kHz for 15 min and discovered that the yield of UAE was three
times higher than the traditional method (solvent extraction, soxhlet extraction and maceration).

The efficacy of ultrasonic-assisted extraction not only improved natural colourant yield
recovery but also reduced extraction time. Despite the long period of extraction up to 24 h, the
low yield of colourant values was observed for both mesocarp and exocarp produced using the
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agitated-bed. In this study, the extraction time is shortened to 1 h from 24 h if the ultrasound is
chosen as the preferable method. Thus, the UAE process with 20% ethanol and 20% acetone
as extracting solvent seems to be the best combination for the extraction method of natural
dye recovery for both mesocarp and exocarp.

However, it is crucial that the sonication time is carefully optimised, since exposure to
ultrasonic irradiations may damage the quality of the solute in certain heat sensitive materials.
(Romdhane & Gourdon, 2002). Indeed the findings are in agreement with Rouhani et al. (2009)
who reported that extraction of curcuminoids from turmeric plant rhizomes using ultrasonic
bath increased but if the extraction time was longer than 15 min, the extraction yield declined.
The finding showed that the induced cavitation can degrade compounds when exposed for a
longer time.

Generally, agitated bed extraction mainly depended upon continuous permeation and
solubilisation processes to leach target constituents. Extraction of colouring matter is a solid-
liquid leaching process involving mass transfer problem (Sivakumar et al., 2011). Since the
colouring matter is tightly bound to plant cell membranes, extraction could be improved by
methods such as ultrasound which use shorter time (less than an hour). This finding is supported
by Sivakumar et al. (2011) who concluded that the improvement of yield of extraction was
due to better leaching of natural dye material from plant cell membranes and mass transfer to
solvent assisted by acoustic cavitation from the ultrasound.

The percentage of recovery of natural colourant using ultrasound was found to be highly
dependent on the type of solvents (acetone > methanol > ethanol) for both mesocarp and
exocarp. The determination of the best solvent for ultrasound assisted extraction typically
relies on the physical properties (surface tension, vapor pressure and viscosity) of the solvent
because these properties influence the cavitational intensity in a liquid phase. Solvents vary in
their extraction abilities depending on their own and the solute’s chemical structure. Once the
functional group of the solute is identified, possible solvents can be chosen. Common solvents
used are acetone, alcohols, and ether to extract bio-active substances from natural products
due to their broad solubility propensity (Shirsath et al., 2012).

In the present study, acetone exhibited the highest yield which may be attributed to its
semi-polar characteristic which might attract both polar and nonpolar compounds. In fact,
it was verified that most natural antioxidants from plants, similar to phenolic compounds,
flavonoids and anthocyanins, are easily dissolved by low-polar organic solvents, such as
ethanol, methanol, and acetone, with different levels of water (Xu et al., 2017). Indeed, these
findings indicated that organic solvents diffuse into solid material during extraction procedure
and then solubilise the compound with similar polarity. The nature of the solvent used decides
the sort of chemicals likely extracted from plant materials (Tiwari et al., 2011). Polarity is the
capacity of a molecule to engage in strong interactions with other polar molecules (Barwick,
1997). Most of the bioactive components of plant matrices are medium-sized molecules. The
presence of aromatic delocalised pi-electrons may cause the molecules to be highly polarisable
(Kolar et al., 2002).

Jadhav et al., (2009) reported that various solvents for extraction of vanillin demonstrated
that the utilisation of polar solvents resulted in a maximum degree of extraction. The use of
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polar and non-polar solvents combined with ultrasonic energy has been reported to result
in quick and effective extraction of total lipids from solid matrices (Metherel et al., 2009).
Furthermore, Shirsath et al. (2012) described that solvents, such as methanol, ethanol and
hexane are frequently used for UAE instead of water.

Colour Strength

The results of different types and solvent proportions on the color of the natural dye of mesocarp
and exocarp using ultrasound-assisted extraction (UAE) and agitated bed extraction (ABE)
are shown in Table 4 and Table 5. The color values of the samples were measured in terms
of L*, a*, b*, ¢* and h. This indicated that the method employed for the extraction slightly
affected the colour values. All mesocarp and exocarp extracted from UAE and ABE had almost
similar color, with lightness (L*) values ranging from 23.2 to 27.7 (mesocarp) and 23.3 to
31.8 (exocarp). However, the colour was lighter using UAE method (compared with ABE
method). L* represents lightness value, the lower the lightness value, the higher the colour
yield. In addition, the results obtained were correlated with the result from the percentage yield
of colourant extracted using both methods of UAE and ABE (Table 1).

Table 4
Color coordinate of mesocarp extracts using ultrasound-assisted extraction (UAE) and agitated-bed
extraction (ABE) technique

Method of Solvent Concentration Color Coordinates
extraction (%) L* a* b o* h*
UAE Ethanol 20 24.4+0.8 1.4+0.4 3.94+0.7 4.1+£0.8 70.6+2.9
30 25.8+0.2  0.3%0.1 1.9+1.3 2.0+1.4 73.2+7.5
40 24.0+£0.1  1.3+0.2 1.2+0.2 1.8+0.1 47.4+0.5
50 24.5+£0.5 0.7+0.4 2.2+0.8 2.3+0.5 68.0+18.1
60 23.5+0.5  0.4+0.1 0.9+0.3 0.9+0.2 68.2+8.1
70 24.1+1.8 44424 3.5+1.2 5.7+2.3 40.1£12.9
Methanol 20 25.0+£0.1  1.4+0.0 3.5+0.6 3.8+0.5 67.9+3.1
30 24.9+0.3  0.3%0.0 5.2+0.5 5.2+0.5 87.1+£0.4
40 25.1£0.0  1.6+0.3 3.6+0.4 4.0+0.6 66.242.9
50 25.24+0.7  2.0+0.9 3.6+0.1 4.2+0.4 61.5+£11.2
60 24.9+0.2  0.5+0.2 3.7£0.8 3.8+0.7 81.5+4.4
70 249+1.5 2.2+14 5.3+1.3 5.8+1.6 69.3£10.2
Acetone 20 25.1+£0.1  0.4+0.2 4.1£0.1 4.1£0.1 84.842.2
30 25.1£0.4  0.7+0.1 3.0+0.2 3.1+0.2 74.14£2.7
40 247404  1.2+0.4 3.7£0.2 3.8+0.2 72.6+4.7
50 24.0+£0.4  1.5+1.3 3.7£1.0 4.2+0.4 66.9+21.7
60 23.3+0.6  2.9+0.8 2.8+0.1 4.0+0.7 45.0+6.9
70 24.5+40.3 3.1+0.4 3.6+0.4 4.8+0.5 49.3+0.3
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Table 4 (continue)

Method of Solvent Concentration Color Coordinates

extraction (%) L* 2% b* ok h*

ABE Ethanol 20 24.5¢1.1  1.7+0.2 10.6£1.3  10.7+1.3  80.9+0.1
30 253413  0.5£0.3 5.1+£2.8 5.2+2.8 84.5+1.5
40 25.840.6  1.7+0.2 5.8+£2.5 5.9+£2.3 79.8+15.6
50 27.4£1.0 0.6+0.3 4.4+1.3 4.5+£1.2 80.2+8.7
60 26.3€1.2  1.7+0.9 6.2+3.1 6.5+£2.7 71.2+18.4
70 27.540.6  0.1+0.2 4.9£0.2 4.9£0.2 88.3+2.7

Methanol 20 31.840.1  0.6+0.2 1.3£0.1 1.5+0.0 67.2+7.8
30 31.3¢1.0 0.7+0.4 1.5+£0.9 1.7£1.0 64.2+4.2
40 29.540.0 0.5+0.4 2.2+0.4 2.3+0.3 75.7£11.8
50 30.240.4  0.1+0.3 0.4+0.5 0.5+0.5 74.3+2.2
60 31.4£0.6  0.9£0.5 3.4+0.4 3.5+0.1 75.2+9.5
70 30.3+0.0  0.6+0.5 3.0+0.2 3.1+0.1 78.6+9.8
Acetone 20 30.9+0.1 0.3+0.2 2.4+0.2 2.5+0.2 81.4+5.0
30 31.5¢0.1 0.4+0.3 1.6£0.1 1.7+0.0 77.8+£9.0
40 31.540.1  0.5+0.1 1.6£0.1 1.7+0.1 73.5+3.0
50 31.840.1  0.6+0.2 1.320.1 1.5+0.0 67.2+7.8
60 31.240.1  5.5+0.2 11.4£0.1  12.6+0.0 64.4+7.8
70 30.4£0.4  1.5+0.1 3.4+0.5 3.8+0.5 67.6+2.5
Table 5

Color coordinate of exocarp extracts using ultrasound-assisted extraction (UAE) and agitated-bed

extraction (ABE) technique

Method of Solvent Concentration Color Coordinates
extraction (%) L* 2% b* ok h*
UAE Ethanol 20 24.1+0.2  1.8+0.2 1.7+0.2 2.4+0.1 43.8+£7.9
30 23.3+0.6  2.9£0.8 2.8+0.1 4.0+0.7 45.0£6.9
40 23.9+0.1 1.9+£0.3 2.9+0.3 3.5+0.4 56.7£1.8
50 23.7£0.6  1.9£1.1 2.5+0.6 3.240.8 53.5¢17.1
60 23.2+¢1.5  3.2+29 2.0+£0.5 4.0+£2.3 40.8+28.5
70 23.4+1.6 3.3£2.8 2.5+0.9 4.6x1.8 45.1£29.2
Methanol 20 23.3+0.6  2.9+0.8 2.8+0.1 4.0+0.7 45.0£6.9
30 242+0.5  3.7+0.9 3.2+1.0 5.2+0.7 48.1£1.9
40 25.8%0.5 2.7+0.6 3.7+0.8 4.6+0.8 53.5+£5.8
50 23.4+1.6 3.3£2.8 2.5+0.9 4.6+1.8 45.1£29.2
60 242+1.1 1.9+0.6 2.6+0.4 3.240.5 54.4+9.5
70 24.1+03  2.4+0.9 2.4+0.3 3.4+0.8 45.9+11.1
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Table 5 (continue)

Method of Solvent Concentration Color Coordinates
extraction (%) L* 2% b* o* h*
Acetone 20 244403 24404 4.3£0.3 4.9+0.4 61.2+2.2
30 24.5¢1.2  2.8+0.2 5.3+£0.2 6.0+£0.2 62.3+1.1
40 23.940.1 1.9+0.3 2.9+0.3 3.5+0.4 56.7+1.8
50 24.5¢1.0  3.0+0.6 3.6:£0.9 4.6+0.7 49.7+£9.9
60 23.6£0.3  2.0+0.3 2.0+£0.3 2.8+£0.2 45.8+7.9
70 23.4+0.7 2.7+0.7 1.8+£0.9 3.4+0.2 33.8+19.1
ABE Ethanol 20 26.2£1.0 0.7£1.2 3.1+£0.5 3.3+0.8 80.4+15.5
30 27.4£1.0 0.6+0.3 4.4+1.3 4.5+£1.2 80.2+8.70
40 272403  0.5£0.5 5.8t1.3 5.8£1.2 84.7+6.40
50 27.241.5  0.6£0.3 4.84£3.3 5.5+4.4 72.8+15.3
60 26.1£1.2  0.8+0.0 5.8t1.4 12.1+4.0  85.8+1.80
70 26.8£0.6  0.6+0.2 5.5+2.5 7.8£2.3 81.1£15.6
Methanol 20 27.0£0.0 0.2+0.0 3.1+0.1 3.1+0.1 85.7+0.2
30 27.040.1  0.3£0.1 3.4+0.5 3.4+0.6 85.1+0.8
40 27.4£1.0 0.6+0.3 4.4+1.3 4.5+£1.2 80.2+8.7
50 27.241.5  0.6+0.3 4.8+£3.3 5.5+4.4 72.8+15.3
60 27.4£1.0 0.6+0.3 4.4+1.3 4.5+£1.2 80.2+8.7
70 27.740.4  1.5+0.2 4.2+1.3 4.4+1.2 69.3+7.3
20 26.0£2.1  1.2+0.6 3.0£1.3 3.3+1.4 69.5+3.6
Acetone 30 26.8t1.1  1.0+0.6 5.0£4.0 5.1+4.0 77.4+6.0
40 26.4£1.7  0.7£1.0 3.9+1.9 4.0£2.0 82.8+9.2
50 27.140.8  0.3+0.2 6.3+1.7 6.3£1.7 86.7+2.0
60 27.6£1.2  1.8+0.5 15.3£3.6  15.44+3.6  83.4+0.3
70 271404  1.0+1.3 3.9+0.6 4.1£1.0 77.1£13.2

Based on Table 4 and Table 5, all samples (mesocarp and exocarp) indicated that natural
colourant extracted had lighter hue (yellow and red) due to low a* and b* values. In comparison,
natural colourant extracted from UAE and ABE did not have a remarkable increase in a* and b*
value throughout the experiment. The emergence of plant pigments and phenolic compounds
(colourants) was closely related to colorful substances consisting of biochromes, which absorb
or reflect light of varying wavelengths (Boonsong et al., 2012).

For all mesocarp samples extracted from ABE, hue angle (h*) was slightly lower (33.8 till
62.8) than UAE (69.3 till 86.7) which indicated that the longer the extraction time, the darker
the color of extract. As previously reported, ABE method took about 24 hours to complete
the extraction process compared with UAE which required only one hour. Overall, the color
difference (mesocarp and exocarp) using UAE method was smaller than ABE method. The
color of the mesocarp and exocarp from both UAE and ABE methods was dark (low L* value)
but with low intensity (less vivid).
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CONCLUSION

Two methods were performed and compared known as UAE and ABE method in maximising
the extraction of natural dyes from the husk of Cocos nucifera. The result indicated that UAE
performed better in 20% of ethanol and 20% of acetone (80% and 204.8%, respectively; in
the improvement of percentage yield of colorant due to ultrasound) in mesocarp and exocarp
respectively. In addition, UAE proved to be better technique due to acoustic cavitations provided
by ultrasound. Moreover, UAE is a more promising method as the time taken to complete the
process was only one hour compared with the ABE method which required 24 hours. Finally,
the positive results on color analysis highlighted the potential of utilising Cocos nucifera husk
as a source of natural colourant.
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ABSTRACT

Many colorimetric biosensors utilise citrate-capped gold nanoparticles (AuNP,;) in combination with
functional macromolecules. Proper function of the utilised macromolecules is strongly dependent
on the buffer systems. However, it is well known that solvents and buffers might cause aggregation
of nanoparticles. A comprehensive and systematic investigation on the effect of buffer composition,
concentration and pH on the aggregation of AuNP,; is reported in this study. Distinct aggregation
behaviours were observed in acidic and basic pH. In acidic pH, the increase in pH, caused stabilisation
of AuNP,;, while in basic pH, the stability was dependent on the ionisation degree of the applied buffer.
Theoretical analyses revealed that ionic buffer species act as citrate competitors and control aggregation of
AuNP,;.. Understanding the fundamental principles of competition between citrate and buffer components
allows scientists to choose orthogonal conditions for development of gold nanoparticle-based biosensors
which guarantee stability of gold nanoparticles and proper folding of macromolecules simultaneously.
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usually composed of peptides (Tang et al., 2012), enzymes, antibodies (Lazcka et al., 2007)
and single stranded DNAs such aptamers and (deoxy)ribozymes (Endo et al., 2005; Zhao et
al., 2008). Each of these macromolecules requires specific and distinct buffer with defined pH,
concentration and composition for proper fold and function.

Biosensors benefit from several methods of data acquisition including colorimetric readouts
(Chen et al., 2015). Most colorimetric methods depend on special characteristics of gold
nanoparticles (AuNPs, colloidal gold). Gold nanoparticles have an intensive and distinctive
colour which is due to the localised surface plasmon resonance (LSPR) effect (Liu et al., 2006;
Petryayeva et al., 2011). The position of the LSPR peak in the visible spectrum depends on
the shape, size and dispersity of the gold nanoparticles in the colloid. A well-dispersed AuNP
colloid bears an LSPR peak around 510-530 nm and is red (Petryayeva et al., 2011). The peak
intensities are reduced and are shifted to 620-670 nm upon aggregation. As a result of such
red-shift, the colour of the colloid turns blue (Niu et al., 2014).

Since many colorimetric AuNP-based biosensors harness the colour of the colloid as
the readout of the sensor, the aggregation of gold nanoparticles and thus the LSPR red-shift
must be monitored strictly. There are two strategies to implement the colour-change of the
AuNP-based biosensors. In one strategy, the gold nanoparticles are designed to aggregate upon
presence of the target molecules. In the others, the target stabilises the gold nanoparticles and
inhibits the aggregation (Lonne et al., 2014). In either of the strategies, it must be guaranteed
that aggregation of gold nanoparticles does not occur spontaneously.

The gold nanoparticles used in many of reported biosensors are synthesised by a well-
known method of reduction of hydrogen tetrachlorocuprate (I1I) with citrate. The colloids of
citrate-capped gold nanoparticles (AuNP,;) are prone to aggregate when subjected to extra
additives. It is well known that AuNP,; aggregates in presence of solutions of chlorides and other
halides (Zhang et al., 2014). Aggregation of gold nanoparticles was also reported in presence of
organic molecules such as urea, thiourea, glutathione and ethanolamine (Chegel et al., 2012).

Susceptibility of AuNP,; to aggregation in the presence of additives complicates choosing
a proper buffer system. In one hand, it must be assured that undesired aggregation of gold
nanoparticles does not ensue with non-target species of the buffer. On the other hand, the
buffer system must accommodate functional folding of the macromolecules of the biosensor.
Hence, applying orthogonal conditions with defined buffer component, concentration and pH
is crucial for development of colorimetric biosensors. The orthogonal condition must support
proper folding and activity of the macromolecule and simultaneously, must not induce gold
nanoparticle aggregation.

In this respect, there is a demand for comprehensive and systematic investigations of
the effects of the common buffer systems on the aggregation of AuNP,;, which has not been
studied, to the best of our knowledge.

A handful of buffers over the range of pH 3.0-9.0 were selected to be analysed in this
study. The buffer components have been either citrate or members of Good’s buffer that are
of valuable interest in pharmacy (March, 2004), industry (Zhou et al., 2010) and biosensor
development (Jiang et al., 2008). Citric acid buffer systems are one of the common buffers
for development of biosensors (Ang et al., 2015). Citrate buffer is a carboxylic acid buffer
with three acidic protons that compose a continues range of buffering system from ca. 2.0 to
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7.0. Good’s buffers (Good et al., 1972) are N-substituted taurine or glycine molecules and
have specific properties which prioritize them as biological buffers. Solubility, non-toxicity,
little absorption within UV and visible spectrum and less interaction with metal ions are some
advantageous properties of Good’s buffers. Moreover, the pKa values of Good’s buffers are
beneficially less dependent on the concentration of the buffer and temperature.

Here, the effect of citrate and several Good’s buffers with different pH is presented on the
aggregation of citrate-capped colloidal gold (Figure 1). An aggregation constant is reported
for each condition that help molecular biologists to decide most suitable buffer for individual
biosensors. It is demonstrated that the aggregation of citrate-capped gold nanoparticles follows
distinct mechanisms in acidic and basic pH. Theoretical explanations are included to understand
the particular response of the gold nanoparticles to various buffer systems.

B)
0% 0%
..\"'.\\. ®  protected by ) ..\‘V"'\. ®
: gp red) : w' :éep red)': Aggregation upon
4 4 competing
../I‘k\‘.. o OH o ../I“\‘.. buffer components
'Yy w "y

(A)

) o-
o o
©
o OoH O o 0 O P
N” o._ O
® s” I U N
w o o D
o OH OQ HO/\/N ™
Citric Acid MES HEPES CHES
pKa, 3.13 pKa 6.27 pKa 7.56 pKa 9.39
pKa, 4.76
pKa, 639

Figure 1. (A) Schematic illustrations of the coordination of the positive charges at the surface of gold
nanoparticles with citrate species. (B) Shcematic representation of the aggregated form of gold nanoparticles.
(C) Ilustration of the buffers used in this study in their fully protonated form. The protons for which the pKa
values are marked with bold letters. MES: 2-(N-Morpholino)ethanesulfonic acid, CEHS: 2-(Cyclohexylamino)
ethanesulfonic acid, HEPES: 4-(2-Hydroxyethyl)piperazine- 1-ethanesulfonic acid

MATERIALS AND METHODS

Chemicals

Good’s buffers i.e. 2-(N-Morpholino)ethanesulfonic acid hydrate (MES), 4-(2-Hydroxyethyl)
piperazine-1-ethanesulfonic acid (HEPES) and 2-(Cyclohexylamino)ethanesulfonic acid
(CHES), citric acid monohydrate, trisodium citrate dehydrate, sodium hydroxide and hydrogen
tetrachlorocuprate (II1) (HAuCl4) were purchased from Sigma-Aldrich.

Synthesis of Gold Nanoparticles

All glassware were washed with aqua regia (3:1 concentrated HC;:HNO;) for 30 min and
subsequently rinsed with generous amount of deionised water and then ultrapure water (18.2
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MQ-cm™). Synthesis of gold nanoparticles was based on earlier studies (Liu et al., 2006). To
begin the synthesis, 100 ml of 1 mM HAuCl, was brought to reflux on a heater with a magnetic
stirrer, consequently 10 ml 38.8 mM sodium citrate was added. The change from pale yellow
to deep red was observed within one minute. The system refluxed for further 20 minutes before
it cooled down to room temperature while still stirring.

Dynamic Light Scattering (DLS) Measurement

DLS was measured on a DynaPro (Wyatt Technology) with diluted synthesised gold
nanoparticles. The dilution factor was 1:100. The laser intensity of the instrument was set to
80% and measurements were performed in 2 ml cuvettes.

Buffer Preparation

Citrate buffer pH 3.0 and 5.0, MES buffer pH 6.0, HEPES buffers pH7.0, 7.5 and 8.0 were
prepared by dissolving appropriate amount of buffer in 100 ml of ultrapure water. After pH
adjustment with 2 N NaOH, the volume adjusted to 200 ml to achieve 1 M buffer solutions.
CHES buffers pH 9.0, 9.5 and 10.0 were prepared in 0.5 M stock concentration based on the
same procedure.

Titration Procedure

Measurements were performed in a total volume of 1 ml. To 250 microlitre of citrate-capped
AuNP, appropriate amount of ultrapure water and appropriate amount of the concentrated
buffer were added with the stated order. Final concentrations of buffers were 250, 200, 150,
100, 80, 50, 20, 10 and 5 mM. The mixtures gently pipetted up and down and incubated for
30 minutes at room temperature. The spectra of AuNPs incubated with buffers were measured
in the visible range of 450 nm to 750 nm in a quartz cuvette. Titration series for each buffer
composition and pH were repeated three times with three stock buffer solutions which were
prepared independently.

Data Analysis

The ratio of absorbance at the peak of aggregated forms (620 nm) to the absorbance of the
peak of non-aggregated form (520 nm) is usually considered as a measurement for aggregation
(Mei et al., 2013; Song et al., 2012; Song et al., 2011). For each individual spectrum, the
absorbance at 620 nm was divided to the absorbance at 520 nm to reach the Ag, nm/As,, nm
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ratio (Absorbance ratio, AR) as a measure of aggregation. The outcome was plotted as bar
graphs. To eliminate the background, progress of aggregation (PAG) was defined as equation 1:

PAG = [A620 nm/A520 nm] - [A620 nm, no buf./ASZO nm, no buf.] (1)

The PAG Values were plotted against the concentration of the buffer system as scatter. The
Hill equation was fitted to the data (equation 2).

_ PAGmax[bur]®

PAG =
G Kagg +HbufIn (2)

In equation 2, PAG is a measure of an increase in the absorbance ratio (AR) and shows progress
of aggregation. KA4,,. is aggregation constant. The concentration of buffer is denoted as [buf.]
and the letter n, indicates the Hill constant which is a measure of cooperativity.

RESULTS

Dynamic light scattering (DLS) or photon correlation spectroscopy (PCS) is a physical
method that is usually utilised for measuring the size distribution of nano-scale particles in a
suspention or macrocmolecules in solutions (Stetefeld et al., 2016). The size distribution of
the synthesised gold nanoparticle was characterised by DLS. The population mode of particles
in the synthesised gold colloid was 11 nm and 90% of the particles had the size distribution
between 6-14 nm.(Figure 2A). The spectrum of the citrate-capped synthesised AuNP had a
localised surface plasmon resonance peack at 520 nm (Figure 2B). The conditions at which
buffers cause aggregation were observed. Such aggregations are non-target and must be avoided
in development of biosensors. As an example, presence of 250 mM citrate buffer pH 5.0 caused
a red-shift in LSPR peak (Figure 2C). The LSPR band shift is usually due to a reflection of
aggregaion of the gold nanoparticles (Mei et al., 2013). The-red shift in the absorption spectra
was also visible with the change in the colloidal gold from red to blue/purple. Such buffer-
induced red-shifts that is independent of the presence of specific targets must be avoided during
development of biosensors. In this study, comprehensive studies were performed by titration
experiments. Titration of the citrate-capped gold nanoparticles with individual buffers resulted
in a different degree of aggregation. The aggregation level depended on the composition and
final concentration of buffers. The LSPR band shifted from 520 nm to 620 nm when high
concentrations of buffers were present.

Pertanika J. Sci. & Technol. 26 (3): 1053 - 1066 (2018) 1057



Fatemeh Javadi-Zarnaghi, Fahimeh Hosseini and Dorsa Mohammadrezaei

(A) 35% ( B)
30%- 0.30
—_
L
5 o \
< 20% Q 0.204
S~ =4 h |
5 E
& 15% = 0.154
8
i=1 172]
(5] =]
92 10%- < 0.10
L
~
0r
3% 0054 1 SPR peack: 520 nm
0% . 0.00 ARno b\le. ‘A 620' nm/A 52‘0 nm: 0.2' . .
0.1 1 10 100 1000 10000 10000 450  S00 550 600 650 700 750
Size, nm wavelength, nm
© (D)
0.40-, LSPR peack change to 620 nm d . d d
3 - - - -
035 apon agegaton 1spersed —>aggregate
0.30]
3 0254
=]
< L
= 020
2 HEPES
ﬁ 0.154 pH 8.0 (mM)
0.10] .
S
005 80 @
250 @ .
0.00 : . . . : )
450 500 550 600 650 700 750 bu H er

Wavelength, nm

Figure 2. (A) Dynamic Light Scattering (DLS) data for the synthesized citrate-capped gold nanoparticles
in this study. (B) The visible spectrum of the synthesised nanoparticle (4 times diluted sample). (C and D)
Representative spectra and colloid color change upon presence of the buffers. The LSPR peak shifts toward
longer wavelength upon aggregation and the colour of the colloid changes to blue

Increase in the ratio of the spectral absorption at 620 nm to the spectral absorption at 520 nm
(Ag2 nm/As,, nm, absorbance ratio, AR) is a measure of aggregation (Mei et al., 2013; Song
et al., 2012; Song et al., 2011). The AR had a background amount which was the AR for the
monodisperesed citrate-capped gold nanoparticles in the absence of any additive (AR, pus.)-
The synthesised gold nanoparticles in this study had an AR .,z of 0.20 (Figure 2B). Figure
3 illustrates the AR for each condition as a measure of aggregation level. As AR increases,
species that are transformed from monodispersed to aggregate form get higher percentage of
the population. At AR above 1.0 the population of aggregated forms are predominated. Thus,
conditions at which AR is above 1.0, should be avoided in the development of biosensors.
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Figure 3. The A<sub>620 nm</sub>/A<sub>520 nm</sub> (AR) as a measure of aggregation level of citrate-
capped gold nanoparticles in different pH from 3.0 to 10.0. Concentration of the applied buffer is increased
from 5 mM to 250 mM from pannels a to i. The background AR is shown with the dashed orange lines

Addition of the citrate buffer pH 3.0 to the AuNP colloid caused a severe aggregation even at low
concentrations. At 5 mM pH 3.0 citrate buffer, the AR was 0.98 which was ca. 5 times higher
than synthesised gold nanoparticle in the absence of any additive. Increasing the concentration
of citrate buffer pH 3.0 to 250 mM increased AR ratio to 1.31. Citrate buffer pH 5.0 showed less
harsh effects. Presence of 5 mM pH 5.0 citrate buffer had almost no effect on AR. Increasing
the concentration of citrate buffer pH 5.0 to 20 mM resulted in AR of 0.52 which was ca. 2.5
times higher than synthesised gold nanoparticle. At 250 mM this ratio reached 1.31.
2-(N-Morpholino)ethanesulfonic acid (MES) buffer provided the pH 6.0 for this study. In
the presence of MES buffer pH 6.0, the colloidal gold resisted for aggregation up to 80 mM.
Increasing the concentration of MES buffer pH 6.0 to 250 mM resulted in AR ratio of 1.22
which was slightly less severe change compared with what was observed with citrate buffers

pH 3.0 and 5.0.
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Presence of 4-(2-Hydroxyethyl)piperazine-1-ethanesulfonic acid (HEPES) buffer pH 7.0
was best tolerated even at relatively high concentrations. The AR reached only 0.54 when the
concentration of HEPES buffer pH 7.0 was raised to 250 mM. Increasing the pH of HEPES
buffer to 7.5 and 8.0 returned sensitivity of the gold nanoparticles. The AR reached 1.16 and
1.26 at 250 mM buffer for pH 7.5 and 8.0 respectively. However, the effect was only visible
in concentrations higher than 80 mM. Notably, although at 250 mM the HEPES pH 7.5 and
8.0 almost showed the same effect as citrate pH 3.0 and 5.0 and MES pH 6.0, the instability
of gold nanoparticle colloids was less noticeable for lower concentrations of HEPES buffers.

Changing the buffer composition to 2-(Cyclohexylamino)ethanesulfonic acid (CHES) had
a stabilising effect. CHES buffer pH 9.0 showed very similar effect as HEPES buftfer pH 7.0.
The AR at 250 mM CHES buffer was 0.58. In other words, pH 9.0 was better tolerated than
pH 8.0, keeping in mind that the buffer composition was changed from HEPES to CHES. In
presence of CHES buffer pH 9.5 and 10 the sensitivity returned and the AR reached 1.03 and
1.08 at 250 mM respectively (Figure 4).

Acidic pH HEPES CHES
( ) B HEPES pH 7.0 ( ) m CHES pH 9.0
12 12 {@® HEPESpH7.5 12 CHES pH 9.5
& HEPES pH 8.0 & CHES pH 10.0
10 l 10 pH 10 pH
pH 1
08 038 08
2 g 9
2 06 A& 06 & 06
04 044 04
® CitpH 3.0
02 @ CitpH50 02 02
@ MESpH 6.0
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Figure 4. Progress of aggregation (PAG) of citrate-capped gold nanoparticle colloids in the presence of
increasing concentrations of buffers. The aggregation phenomena was distinct in acidic and basic pH.
Additionally, changing the buffer component from HEPES to CHES has a stabilising effect

In the next step, progress of aggregation (PAG) was defined as an increase in the AR.
Aggregation constant (K,,, ) as the concentration of buffer at which PAG reaches half of its
maximum value. Figure 4 illustrates the titration curves. The K,,,. and Hill coefficient for each
buffer composition and pH were achieved by fitting the Hill equation and are shown in Table 1.

Table 1
Fit values of the Hill curve for the PAG

Buffer Citrate MES HEPES CHES

pH 3.0 5.0 6.0 7.0 7.5 8.0 9.0* 9.5 10.0
PAG . 1.15 1.11 1.04 0.51 1.13 1.06 n.d. 1.05 1.10
K rge, mM 2.24 25.88  79.33  142.18 147.92 9426 n.d. 73.77  75.92

Hill constant 0.84 2.54 3.99 3.05 3.28 5.31 n.d. 5.49 5.68
* Fit values of CHES pH 9.0 are not defined since the data did not reach to a plateau of aggregation

level within the concentration range
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Distinct observations were achieved with acidic and basic pH (Figure 4A vs. B and C). In
addition, exchanging the buffer system from HEPES to CHES caused a clear difference (Figure
4B and C). From pH 3.0 to 6.0, stability of gold nanoparticles was increased with an increase
in pH. From pH 7.0 to 8.0, with HEPES bufter stability was decreased with an increase in pH.
Changing the buffer from HEPES 8.0 to CHES pH 9.0, had a stabilising effect. From pH 9.0
to 10.0, again the stability was decreased with an increase in the pH.

In the acidic buffers, increasing pH (from pH 3.0 to 6.0, Figure 4A), had almost no
effect on PAG,,,, while K,,, was increased from ca. 2 mM to 80 mM. Constant P4AG,,,, with
increased K., was attributed as increased stability of the gold nanoparticles. The cooperativity
of aggregation phenomenon (n) was also increased. Aggregation at near-neutral pH was more
dependent on the concentration of the buffer.

Despite acidic buffers, increasing pH with HEPES buffer (from pH 7.0 to 8.0, Figure 4B),
was destabilising. PAG,,,, was increased from ca. 0.5 to ca. 1.1, while K,,, was decreased from
ca. 140 mM to ca. 94 mM. The cooperativity of aggregation was increased upon increase in
the pH. Hence, aggregation at higher pH was shown to be dependent on the concentration of
the buffer.

Changing HEPES to CHES buffer caused stability of the colloidal gold. However, increase
in pH with the CHES buffer had the same effects as with the HEPES buffer i.e. stability
decreased upon increase in pH (Figure 4C).

In summary, distinct effects on the stability of colloidal gold upon increase in pH was
observed. In acidic pH, the citrate-capped gold nanoparticles were stabilised when the pH
increased. The effect was independent of the used buffer. In contrast, in basic pH, increased
pH with a unique buffer resulted in increased instability. Finally, the stability of the colloidal
gold was strongly dependent on the buffer type and concentration.

DISCUSSION

In this study, citrate-capped gold nanoparticles were subjected to increasing concentrations
of various buffers. Citrate buffers were chosen for highly acidic pH (3.0-5.0). Good buffers
were chosen for pH 6.0 and above. A different pattern of aggregation was observed for acidic
and basic pH. It can be hypothesised that “accumulation of Cit3~ and its competitors” control
such distinctive observations. Citrate-capped gold nanoparticles are best stabilised when the
concentration of fully deprotonated form of citrate (Cit>~) is at maximum. At very acidic
pH, protonated forms of citrate are present which cannot coordinate at the surface of the gold
nanoparticle. Hence, the colloid is sensitive to buffer moieties, even at very low concentrations.
In pH above the pKa; of citrate (basic pH), all citrates are in the fully deprotonated form (Cit3~)
which supports maximum stability for gold nanoparticles. However, within this pH range, the
deprotonated forms of the applied buffers compete with the Cit3~. At pH above pKa of the
applied buffer, the competition is in favour of buffer competitors since more deprotonated
species of buffer are available to compete with Cit3~.

Such competitions are explained below. Citric acid has three acidic functional groups.
Calculating exact percentage of citric acid ionised species with Henderson-Hasselbach equation
(H-H) supports the hypothesis of this study. H-H equation defines the relationship between pH,
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pKa and the logarithmic ratio of deprotonated form of an acid to its protonated form. Based
on H-H equation, three constant values (Q,-Q;) are defined as the ratios of deprotonated to
protonated forms of citrate. In addition, Q, is defined as total concentration (100%) of citrate
species (equations 3-6).

Q, = CitH; /CitH; = 10wH-PKa.) (3)
Q, = CitH?*~ /CitH,; = 10®PH-PKaz) 4)
Qs = Cit3~ /CitH?~ = 10PH-PKaz) (5)
Q4 = CitH; + CitH, + CitH?*™ + Cit3~ = 100% (6)

The four equations above are solved with a linear algebraic method to achieve exact percentage
of each of the deprotonated form of citrate at any desired pH (equations 7-10). The theoretical
percentage of each citrate species at given pH in this study is calculated using these equations
(Table 2).

Table 2
Calculated percentage of each citrate species at pH used in this study

pH CitHyo, CitHjo, CitH* % Cit3 %
o 3.0 57.006 42.259 0.734 0.0003
% 5.0 0.478 35.434 61.578 2.508
= 6.0 0.005 3.927 68.259 27.807
neutral 7.0 1.53E-05 0.113 19.686 80.199
7.5 5.59E-07 0.013 7.202 92.784
8.0 1.86E-08 0.001 2.395 97.602
% 9.0 1.90E-11 1.41E-05 0.244 99.755
s 9.5 6.02E-13 1.41E-06 0.077 99.922
10.0 1.90E-14 1.41E-07 0.024 99.975
CitHs = Q4/(1+ Q1 + Q1Qz + @102Q3) (7)
CitHy; = Q:Q4/(1 + Q1 + Q1Q; + Q10,0Q3) (8)
CitH?™ = Q1Q,Q4/(1 + Q1 + Q102 + Q1 Q2Q3) ©)
Cit3™ = Q10,03Q,/(1 + Q1 + Q102 + Q:Q2Q53) (10)

As shown in Table 2, theoretically, at pH 3.0, 57% of citrate is in the fully protonated form
(CitHs), 42% is di-protonated (CitH5 ), 0.73% mono-protonated (CitH?~) and only 0.0003%
is in the fully deprotonated format (Cit3~). In contrast to pH 3.0, at pH 7.0, less than 0.00002
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% is fully protonated, 0.11 % is di-protonated, 19.7% is mono-protonated and 80% of the
citrate is fully deprotonated. As it is clear, the species of Cit3~ accumulates upon increase in
pH as the concentration of deprotonated forms increases from pH 3.0 to 7.0. Notably, at basic
pH, the concentrations of protonated species of citrate turn to be negligible.

The fully protonated form of citric acid cannot serve as the stabilising agent for colloidal
gold. In contrast the citrate species with more negative charges better stabilises the colloidal
gold. Therefore, accumulation of Cit3~ species proportionally, increases the stability of the
colloidal gold and decreases aggregation level (Figure SA and Figure 5B). For instance, at pH
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Figure 5. (A) Calculated percentage of cit3- species at given pH values. (B) Observed absorption ratio (AR obs.)
of the citrate-capped gold nanoparticles in presence of 20 mM buffer of the indicated buffers. (C) Calculated
percentage of the deprotonated forms of the MES, HEPES and CHES which act as competitors of the cit3-.
(D) Observed absorption ratio (AR obs.) of citrate-capped gold nanoparticles in presence of 150 mM buffer
of the indicated buffers. (E) The zwitterion and deprotonated forms of HEPES buffer. (F) A summary of the
accumulation of cit3- and its competitors and their effects on the aggregation level of the citrate-capped gold
nanoparticles. Acidic pH: solid fill; basic pH, HEPES: dashed fill; basic pH, CHES: dotted fill
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3.0, most citric acid molecules are in the fully protonated form (57%) and cannot protect gold
nanoparticles from aggregation and cause severe instability within the titration range (figure
3, first column in all panels).

At pH above 7.0, the concentration of Cit3~ is theoretically at its maximum and thus,
a good stability is expected. However, new players come into play. As the pH increases the
deprotonated form of the present buffer (HEPES or CHES) accumulates and competes with
the Cit3~ (Figure SE). Henderson-Hasselbach equation is used to calculate exact percentage
of Good’s buffers component at all pH that have been studied here (Table 3).

Table 3
Calculated percentage of deprotonated forms of the Good buffer that are used in this study

Used buffer pKa pH HA A-
MES 6.27 6 65.1 34.9
HEPES 7.56 7 78.4 21.6
7.5 53.4 46.6
8 26.6 73.4
CHES 9.39 9 71.1 28.9
9.5 43.7 56.3
10 19.7 80.3

Interestingly, the observed trend in the percentage of A~ (competitor form of the buffer) is
proportional to the observed trend in aggregation of gold nanoparticles (Figure SC and Figure
5D). As the pH increases from 7.0 to 8.0, the percentage of competitor form of HEPES (Figure
5E) is increased from 22% to 73%, which was accompanied by increase in aggregation (AR).
Changing the buffer system to CHES, caused a drop in the percentage of the present competitor
(since the pKa value of CHES is higher than HEPES), which was interestingly in concert
with a stabilising effect on the gold nanoparticle, even though the pH is increased. As the pH
increased from 9.0 to 10.0 the percentage of the competitor form of CHES increased from
28% to 80% and again, and this increase is reflected in the instability of gold nanoparticles.
Competitor dependent displacement of citrate with halide ions was proposed to be the reason
of aggregation by Zhang et al. (2014).

As expected, the effect of the competitors depends on the concentration of the used buffer.
The higher concentration would increase competitor species to compete with the 3.9 mM Cit3~
which was present in the synthesised gold nanoparticles. The dependence of the competitor
effect on the concentration of the used buffer was also well reflected in the Hill constants of
the fit curves in titration experiments.

Altogether, titration of gold nanoparticles with different buffer composition, pH and
concentration, revealed that the stability of the citrate-capped gold nanoparticles is dependent
on all three items. Buffer type, the pH of the buffer and its concentration all can affect
aggregation. In acidic pH, the accumulation of Cit3~ is the major player, since no competitor
is present. Therefore, stability is increased upon increases in pH. In basic pH, stability us a
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dependent on the competitor concentration. Accumulation of competitors causes aggregation
of gold nanoparticles.

CONCLUSION

This is a comprehensive and systematic study on the aggregation of the sensitive citrate-capped
gold nanoparticles in presence of generally used buffers in molecular biology and biochemistry.
It is shown the stabilisation of gold nanoparticles that are capped with citrate is dependent on
both the pH and the component of the buffer. In acidic conditions, the higher pH, forms higher
ratio of Cit3~ in comparison to other citrate ionisation states. Hence, as the pH approaches to
7.0, the gold nanoparticles are better stabilised. In basic buffers, however, pH is not the sole
ruler of the system for aggregation and at pH above 7.0, the ionisation degree of the applied
buffer has a major impact on the spontaneous aggregation of the gold nanoparticles. This study
promotes development of colorimetric biosensors that are based on gold-nanoparticles and
allows scientists to better decide for the concentration and pH of the buffer, which prevents
non-desired aggregation of the gold-nanoparticle and simultaneously, is compatible for the
folding of their biomolecules.
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ABSTRACT

Simultaneous reduction of soot and oxides of nitrogen (NO,) is a prime requirement for modern day
diesel engine to meet the increasingly stringent emission standards. Exhaust gas recirculation (EGR)
is one of the most effective techniques for reducing oxides of nitrogen emissions in diesel engine. This
study is an attempt to analyse experimentally the performance and emission characteristics of methyl
esters of jatropha oil methyl ester (JOME) and fish oil methyl ester (FOME) blends with diesel with
and without exhaust gas recirculation on a stationary single cylinder diesel engine. Compared with the
diesel fuel, the performance of 20% methyl ester blends and 20% EGR shows a considerable reduction
of oxides of nitrogen 6.1 g/kWh for JOME blends and 6.3 g/lkWh for FOME blends compared with 7.3
g/kWh for Diesel. Adverse effects are a reduction of brake thermal efficiency 25.6% for FOME blends
and 26% for JOME blends compared with 28.4% for diesel, an increase of unburnt hydrocarbons 0.8
g/kWh for JOME and 0.9 g/kWh for FOME compared to 0.7 g/kWh for diesel and carbon monoxide
23.0 g/kWh for JOME and 25.5 g/kWh for FOME compared to 16.8 g/kWh for diesel. Considering both
NO, and soot emissions, 20% EGR is observed to be optimum for both 20% JOME and 20% FOME.
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INTRODUCTION

Reducing air pollutants and increasing fuel
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efficiency of Internal Combustion engines are
a primary concern for all developing nations.
Fast depleting fossil fuel and its impact on the
environmental add to the concern. Bio-diesel
taken from edible, non-edible oils and animal
fats can be used as a fuel in a compression
ignition engine with little or no modifications
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(El-Kasaby & Nemit-Allah, 2013; Raj et al., 2010). Hydrocarbons are present in the exhaust
gas runs with alternate biofuel blends with diesel (Payri et al., 2009). Researchers conclude
oxygenated fuels reduce emissions. Studies also report that nearly 20% of the blends show
favourable performance and combustion characteristics when using diesel engine. Higher
fatty acid content helps to reduce hydrocarbon emissions. Demirbas analysed the sources of
biodiesel and their global projections (Demirbas, 2008).

Bio-fuels are easily available and benefit the environment, economy and consumers.
Even though biodiesel offers a reduction in smoke, unburnt hydrocarbon (UBHC) and carbon
monoxide (CO) emissions, it produces more nitrogen oxides (NO,) than the diesel fuel, but
it can be reduced by using recirculated exhaust gas (Agarwal et al., 2006). The factors that
help in reducing the NO, emissions are engines which recirculate exhaust gas along with the
incoming fuel vapour which decreases oxygen available during combustion which slows down
the reaction of the combustion product, so that temperature of the product decreases, which in
turn reduces the NO, (Abd-Alla, 2002) and also the peak combustion temperature is reduced
as the heat capacity of vapour and carbon dioxide is higher (Pradhan el al., 2014).

The premixed combustion in an optical diesel engine helps to reduce emissions and
improves engine performance (Fang et al., 2009). The results show heat release rate is
dominated by this combustion pattern and the injection timing is retarded. There is a delay
in the peak heat with increased biodiesel percentage. The fuel particles stick on the engine
cylinder walls which is found during the all the test conditions. Recirculated exhaust gas
reduces the NO, emission considerably with biodiesel blends with diesel in a direct injection
diesel engine (Ruijun et al., 2009). The percentage increase in recirculated exhaust gas results
in longer ignition delay and the combustion is delayed e while the duration of the combustion
is reduced. The NO, emissions are reduced with recirculated exhaust gas but increases with
other omissions. The soot emissions increase sharply while using recirculated exhaust gas but
NO, emission decreases considerably (Bhaskar et al., 2013) .

The air-fuel ratio affects exhaust emission due to oxygen availability which affects the
exhaust emissions (Murali Manohar et al., 2012; Heffel, 2003). The recirculated exhaust
gases increase specific heat and decrease the flame temperature thus, reducing rate of NO,
formation (Abd-Alla, 2002). The recirculated exhaust engines emit a lower quantity of exhaust
gases compared with non-EGR engines (Hountalas et al., 2008). At low loads, EGR reduces
hydrocarbon emission and at the same time improves brake thermal efficiency (Talibi et
al., 2017). The EGR is also used to increase fuel efficiency (Bai et al., 2010; Galloni et al.,
2014). However, the use of EGR leads to an increase in soot emissions and emits unburned
hydrocarbons (20-30%) compared with conventional engines (Ladommatos, et al., 2000).
Therefore, in this work 20% EGR 1is used to study the performance with jatropha oil methyl
ester (JOME) blend with diesel.
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MATERIALS AND METHODS
Jatropha Oil Methyl Ester (JOME)

Jatropha oil methyl esters are well-proven alternatives to petroleum diesel. The main reasons
for choosing jatropha oil in this work are its environmental friendly nature, cost-effective, the
plants are easy to cultivate and need very little water, grow in all climatic conditions and soils,
has high yields, and they have 50-year lifespan (Axelsson et al., 2012). Additionally, Jatropha
oil can be used as a substitute for petroleum diesel to reduce the cost of importing petroleum
products. The jatropha oil is extracted and refined through transesterification process.

The transesterification process is based on the chemical reaction of a triglyceride with
alcohol in the presence of a catalyst potassium hydroxide, producing biodiesel and glycerine.
Castor, palm, sunflower, pea nut and soybean oils can be used as biodiesel sources, but all
these are used for cooking purposes. Hence, instead of using edible oils to produce biodiesel,
non-edible oils can be used for the same. Low cost renewable raw material is a very important
requirement for economical production of biodiesel.

Among the vegetable oils, jatropha oil has very good properties. It is non-edible oil and
has comparatively higher calorific value and cetane rate. Based on literature review, it is the
best substitute for fossil fuel.

Fish Oil Methyl Ester (FOME)

Biodiesel produced from fish oil is very effective and a cheaper alternative to diesel. Fish
oil is produced from large quantities of tissue waste, such as the viscera, fins, eyes, and tails.
These discarded tissue wastes, and by-products can be converted to bio-diesel at a low cost.
India has a long coastline with excellent potential for marine fishing. Biodiesel-based fish oil is
easy to produce and provides cleaner-burning fuel. Biodiesel and blended diesel, (Petroleum-
based diesel mixed with biodiesel), could potentially replace or reduce petroleum-based
diesel fuel requirement of the country. Even though biodiesel produces less smoke, UBHC
and CO emission and NO, emissions are higher which can be reduced by using exhaust gas
recirculation (EGR).

Fish oil methyl ester has long carbon chain fatty acids to optimise the combustion process
and reduces emissions efficiently. The by-product obtained from this transesterification process
is glycerine which is used for pharmaceutical and cosmetic purposes. Biodiesel obtained from
the trans-esterification of fats and oils is a possible fuel for diesel engines. Transesterification
is a chemical process of transforming large triglyceride molecules into smaller, straight chain
molecules which are similar to the molecules present in diesel fuel (Leung et al., 2010). The
process takes place by reacting to the vegetable oil with an alcohol in the presence of a catalyst.
Most modern diesel engines have direct injection fuel systems which are more sensitive to
fuel spray quality than indirect injection engines and they require a fuel with properties that
are closer to diesel fuel. The fuel properties of biodiesel from FOME, JOME and Diesel fuel
are shown in Table 1. The composition of fatty acids in JOME and FOME is given in Table 2.
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Fuel properties of biodiesel from FOME, JOME and diesel fuel

Fuel Property Unit Source Diesel  Limits as per JOME FOME
IS 15607-2005
ASTM D6751
Density at 15°C kg/m?>  Measured 830 860-900 882 890
Kinematic Viscosity at cSt Measured 3.52 1.9-6.0 4.5 5.2
40°C
Flash Point °C Measured 54 120 min 160 157
Calculated Cetane Index - Measured 50 - 54 52.5
Calorific Value MJ/kg Measured 435 - 39.64 38.65
Element O wt. %  Given by Supplier - - 10.8 8.1
Table 2

Comparison of fatty acid composition (wt %) of fish oil methyl esters and jatropha oil methyl esters

Types of Fatty Acids Chemical Structure Type JOME* FOME*
Myristic Acid C14:0 S 0.70 4.98
Palmitic Acid C16:0 S 15.30 19.42
Palmitoleic Acid Cle:1 Us - 6.43
Heptadecanoic Acid C17:0 S - 1.74
Stearic Acid C18:0 S 9.60 3.80
Oleic Acid C18:1 Us 40.60 20.22
Linoleic Acid C18:2 uUsS 33.40 3.20
Linolenic Acid Cl18:3 Us 0.30 1.20
Arachidic Acid C20:0 S - 3.56
Eicosadienoic Acid C20:2 [ON) - 0.45
Eicosatetraenoic Acid C20:4 us - 2.20
Eicosapentaenoic Acid C20:5 Us - 7.80
Behenic Acid C22:0 S - 1.25
Docosapentaenoic Acid C22:5 us - 3.25
Docosahexa-Enoic Acid C22:6 Us - 18.25
Saturated Fatty Acids (S) C14-C18 25.60 33.37
Unsaturated Fatty Acids (US) C18:1,2,3 74.30 24.62
Long Carbon-chain Fatty Acid C20-C22 - 36.76

* provided by the supplier
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Fatty acid composition of FOME used in the present work is comparable with that of FOME
used by other researchers Wisniewski et al., 2010; (Lin and Li, 2009; Preto et al., 2008). Table
2 shows that fatty acids in FOME are composed of long-chain hydrocarbons ranging from
C:20 to C:22. Such long-chain hydrocarbons are generally not found (or found only in traces)
in biodiesel derived from edible and non-edible oils. There are no long-chain hydrocarbons
ranging from C:20 to C:22 in JOME.

It is also observed that 25.6% of JOME and 33.37% of FOME comprises saturated fatty
acid methyl esters. Another key point is the presence of high content of poly-unsaturated
fatty acid in FOME with more than three double bonds which are not present in JOME. The
presence of high amount of unsaturated fatty acid in FOME leads to low oxidation stability.
Therefore, after preparation, FOME must be utilised as quickly as possible to avoid precipitation
in fuel injector and fuel injection pump. Present experimental work is confined to analysing
performance, emission, and combustion characteristics with Jatropha Oil Methyl Esters blend
with diesel in a compression ignition direct injection (CIDI) engine. The effects on performance,
emission and combustion are analysed in depth. The tests are conducted on a single cylinder
diesel engine coupled with an electrical dynamometer. Standard smoke meter and the gas
analyser is used to measure HC, CO, and NO, values.

RESULTS AND DISCUSSION

An optimum percentage of methyl esters in the blend is necessary as simultaneous reduction
of soot and NO, is desirable. The variation of soot and NO, values normalised with respect to
baseline diesel operation at rated power output for various percentages of JOME and FOME
in the blends shows that 20% blends are observed to be optimum considering both NO, and
soot emissions (Reitz et al., 2015; Bhaskar et al., 2017). The brake thermal efficiency of 20%
JOME and 20% FOME is marginally lower than that of diesel (Elsanusi et al., 2017). It can
be observed that CO, HC and soot emissions are lower while NO, emissions are higher for
20% methyl ester blends compared with diesel (Sassykova et al., 2017). From the previous
experimental results and from literature survey, it is concluded that 20% JOME and 20%
FOME can be successfully used in existing diesel engines without any modifications (Dias et
al., 2013). 20% JOME and 20% FOME are observed to be optimum for CI engines from the
results of investigations carried out but they exhibit higher NO, emissions compared with diesel
fuel. Simultaneous reduction of soot and NO, is a prime requirement for modern day diesel
engines to meet the increasingly stringent emission standards. Three important factors which
lead to the formation of NO; in diesel engines are high temperature, availability of oxygen
and residence time for the reaction to complete. As observed from the literature, recirculated
exhaust gas is the most effective method to reduce the NO, emissions (Labecki & Ganippa,
2012), as it reduces the in-cylinder temperatures and availability of oxygen. The recirculated
exhaust gas reduces the oxygen concentration of the intake mixture (Verhelst et al., 2009). It
also lowers the peak combustion temperature and reduces the NO, emission. In the present
work, part of the exhaust gases from the engine exhaust is cooled down to 30°C and admitted
along with the intake air in the manifold. Cooled EGR was used throughout the experimental
investigation. At high percentages of EGR, high levels of UBHC, CO and soot emissions are
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observed in the exhaust. The EGR rate is calculated based on carbon dioxide (CO,) in the
intake charge and exhaust gas and the ratio is limited to 0.3. The results are compared with
those of diesel without EGR.

Experiments are conducted with 10%, 20% and 30% EGR for 20% blends of JOME and
FOME. The optimum EGR rate is decided considering the variation of NO, and soot emissions
at various EGR rates for both the methyl ester blends. Figure 1 and 2 show the trade-off between
NO; and soot emissions with various percentages of EGR for 20% JOME and 20% FOME at
rated power output. Since the units of NO, and soot density are different, normalised values
of NO, and smoke are indicated. It can be observed that approximately 20% EGR gives the
optimum NO, and soot emission for both 20% JOME and 20% FOME. Hence, further results

K. Bhaskar and S. Sendilvelan

are presented only for 20% EGR for both the blends of JOME and FOME.

Figure 1. Trade-off between oxides of nitrogen and soot emissions for 20% JOME for various EGR percentages

Figure 2. Trade-off between oxides of nitrogen and soot emissions for 20% FOME for various EGR percentages

1072

Oxides of Nitrogen (Normalised)

1 — 1
B i ) ) \
— b
0.8 % + 0.8
—e— NOx
—=—Soot
0.6 T T 0.6
0 10 20 30

Percentage of EGR for 20% JOME

Soot (Normalised)

=)

[ —
2 ©
S . @
E 5
[ £
< 5
5 - s
g’ 0.8 % + 0.8 g
= ‘0
=z @
S £
® —e—NOx L
o ]
2 —=—Soot <)
3 0
o

0.6 T T 0.6
0 10 20 30

Percentage of EGR for 20 % FOME

Pertanika J. Sci. & Technol. 26 (3): 1067 - 1080 (2018)



Heat Release Rate

Evaluation of JOME and FOME with Exhaust Gas Recirculation

Figure 3 and Figure 4 show the variation of heat release rate with crank angle at rated power
for 20% methyl esters with and without EGR. With EGR, the oxygen available for combustion
is reduced which retards the start of combustion and decreases the peak heat release rate. This
may lower the peak combustion temperature and decrease NO, emission with EGR. The figure
shows that at rated power output, the peak heat release rate decreases from 66.5 J/°CA for
20% JOME without EGR to 58.7 J/°CA with 20% EGR while it is 77.5 J/°CA in diesel. It is
observed that the heat release rate after TDC is higher when the exhaust gas is re-circulated.
In the case of 20% FOME, the peak heat release decreases from 70.5 J/°CA for 20% FOME
without EGR to 65.8 J/°CA with 20% EGR at rated power output.

Heat Release Rate (J/ °CA)
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Figure 3. Variation of heat release rate with crank angle at rated power output for JOME with and without
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Figure 4. Variation of heat release rate with crank angle at rated power output for FOME with and without

20% EGR

Pertanika J. Sci. & Technol. 26 (3): 1067 - 1080 (2018)

1073



K. Bhaskar and S. Sendilvelan

Pressure-Crank Angle Diagram

Figure 5 and Figure 6 show the variation of in-cylinder pressure with crank angle at rated
power output for 20% methyl esters respectively with 20% EGR and without EGR. With EGR,
the oxygen availability is reduced, and the start of combustion is delayed. It is observed that
with EGR, the in-cylinder pressure is marginally low before the occurrence of peak pressure
compared to that without EGR for both the methyl esters. The exhaust gas reused increases
the heat capacity of the charge in the cylinder and reduces pressure and temperature. It is also
observed that in-cylinder pressure with EGR is higher over the entire range of operation.
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Figure 5. Variation of In-cylinder pressure with crank angle at rated power output for JOME and diesel blend
with and without 20% EGR
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Figure 6. Variation of In-cylinder pressure with crank angle at rated power output for FOME and diesel blend
with and without 20% EGR
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The variation of performance and combustion characteristics of 20% methyl esters
compared with diesel without EGR and with 10, 20 and 30% EGR at rated power output is
shown in Figures 7 and Figure 8. As EGR increases, the brake thermal efficiency and exhaust
gas temperature decrease. The effect is more pronounced at higher EGR rates. It is observed
that ignition delay increases, and peak pressure decrease with increase in EGR for 20% methyl
esters. The figure shows the variation of emission of 20% methyl esters with and without EGR
compared with diesel at rated power output. NO, emissions are higher for 20% JOME and 20%
FOME blend without EGR. As methyl esters are oxygenated fuels, they have higher combustion
temperature and NO, emission. Experiments were conducted with 10, 20 and 30% EGR and
the investigations show that with EGR, NO, emission is reduced but UBHC, CO and soot
emissions increase. For both the methyl esters up to 20% EGR, UBHC and CO emissions are
lower compared with diesel. Further increase in EGR increases the UBHC and CO emissions
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Figure 7. Variation of performance and combustion characteristics of 20% JOME compared to diesel without
EGR and with 10,20 and 30% EGR at rated power output
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significantly. Thus, it can be concluded that 20% EGR is optimum considering the emissions
from both the methyl esters. The following are the summary of investigations carried out to
study the effect of EGR with 20% JOME and 20% FOME blends in CIDI combustion mode:
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Figure 8. Variation of performance and combustion characteristics of 20% FOME compared to diesel without
EGR and with 10,20 and 30% EGR at rated power output

Brake Thermal Efficiency

Atrated power output, brake thermal efficiency decreased from 28.0% to 26.0% for 20% JOME
when EGR flow rate varied between 0 and 30% while the variation was from 27.7% to 25.6%
for 20% FOME compared with 28.4% for diesel.
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Exhaust Gas Temperature

At rated power output, the exhaust gas temperature without EGR is 460°C for 20% JOME
and 470°C for 20% FOME. With 20% EGR, the exhaust gas temperature is 445°C for 20%
JOME and 450°C for 20% FOME whereas in the case of diesel, exhaust gas temperature is
445°C. The exhaust gas temperature in the case of 20% JOME with 20% EGR is almost equal
to that of diesel. The percentage variation in exhaust gas temperature is zero hence, it is not
shown in the figure.

Unburnt Hydrocarbon Emissions

At rated power output, the UBHC emission varied between 0.7 and 0.8 g/kWh for 20% JOME
when EGR is varied between 0 and 30% while the variation is from 0.7 to 0.9 g/kWh for 20%
FOME compared with 0.7 g/kWh for diesel. 20% FOME with EGR shows higher UBHC
emissions at all the power outputs compared with 20% JOME with EGR due to its lower
percentage of oxygen and higher percentage of longer chain fatty acid components present in it.

Carbon Monoxide Emissions

CO emissions at rated power output for various EGR flow rates varied from 10.3 to 23.0 g/
kWh for 20% JOME while they vary from 13.2 to 25.5 g/kWh for 20% FOME compared to
16.8 g/kWh for diesel. Higher CO in the case of FOME may be due to lower intrinsic oxygen
available for combustion compared with JOME.

Oxides of Nitrogen Emissions

At rated power output, the NO, emissions without EGR and with 10,20 and 30% EGR vary
from 7.5 to 6.1 g/kWh for JOME while it varied between 7.6 and 6.4 g/kWh for 20 FOME
compared with 7.3 g/lkWh for diesel. Higher heat capacity of the mixture requires more energy,
and lowers the flame temperature which reduces the NO, emissions at rated power output.

Soot Emissions

At rated power output, the soot emissions with no EGR, 10, 20 and 30% EGR varied between
120 and 150 mg/m? for 20% JOME while the soot emissions varied between 125 and 156 mg/
m? for 20% FOME compared with 166 mg/m? for diesel.

Ignition Delay and Peak Pressure

At rated power output, the ignition delay period increases as the percentage of EGR increases.
Peak pressure is marginally lower with EGR for both the methyl esters at rated power output
compared to without EGR.

The UBHC, CO and soot emissions increase as the percentage of EGR increases. With
EGR, NO, emissions are significantly lowered for both the methyl esters, Increasing the
percentage of EGR decreases NO, emissions significantly. Considering both NO, and soot
emissions, 20% EGR is observed to be optimum for both 20% JOME and 20% FOME.
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CONCLUSION

Based on the results obtained from the above, the following conclusion may be drawn.

The brake thermal efficiency decreases marginally with 20% methyl esters with EGR. As
the percentage of EGR increases, the brake thermal efficiency decreases further. The exhaust
gas temperature decreases marginally with 20% methyl esters with EGR. The exhaust gas
temperature with 20% JOME and 20% EGR equals to that of Diesel. The ignition delay
increases as the percentage of EGR increases compared to that without EGR in diesel. Peak
pressure is marginally lower with EGR for both the methyl esters at rated power output
compared with without EGR. The UBHC, CO and Soot emissions increase as the percentage
of EGR increases. With EGR, NO, emissions are significantly lowered for both the methyl
ester. Increasing the percentage of EGR decreases NO, emissions significantly. Considering
both NO, and soot emissions, 20% EGR is observed to be optimum for both 20% JOME and
20% FOME.

RECOMMENDATIONS

The cost per hour of operation at rated power output for Diesel, 20% JOME with 20% EGR and
20% FOME with 20% EGR are US$1.30, US$1.60 and US$1.50 respectively. For 20% FOME,
the cost is marginally lower than that of 20% JOME. Use of 20% FOME is recommended
for use in coastal areas where it is easily available and 20% JOME is recommended for rural
areas where it can be cultivated.
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ABSTRACT

This paper proposes the Benders Decomposition approach for modelling distribution networks with

cross-docking centres. The cross-docking centre eliminates the requirement for inventory stores. The

mathematical formulation of the proposed model is also presented, and the latter consists of plants,

cross-docking centres and distribution centres. The Bender Decomposition approach is utilised to solve

the proposed model which is tested on 15 different characteristics of test instances. The effect of plants,

and cross-docking centres are also investigated. The experimental results reveal the proposed formulation

provides promising solutions with reasonable computation time.
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INTRODUCTION

There is an increasing need to develop an
effective supply chain that provides better
service to customers’ demand and minimise
the investment cost. Therefore, the selection
of facility location is an important factor
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in the supply chain. The cost of opening
and setting a new facility can greatly affect
profits. Therefore, an efficient warehousing
strategy is required to reduce the distribution
cost. Hence, the cross-docking concept is
introduced in the distribution network. The
main concept behind cross-docking is the
delivery of goods from suppliers to customers
through intermediate cross-docking centres
where the materials are not stored for long
time, generally less than 24 hours.
Cross-docking system facilitates the rapid
movement of materials by eliminating storage.
It improves organisations’ response time
and reduces transportation cost. Therefore,
cross-docking has become a great distribution
strategy as it can speed up the flow of goods
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which would eventually lower the transportation cost. If locations of cross-dock centres are
chosen carefully, then the transportation cost can be reduced to a great extent. The Cross-Dock
technique can eventually reduce the distribution costs while satisfying customer demand (Kellar
etal., 2015; Mousavi et al., 2014).

The main contribution of this paper is to incorporate the cross-docking concept in the supply
chain. A novel model is proposed that utilise the concept of cross-docking. The mathematical
formulation of proposed model has been introduced. The Bender Decomposition approach has
been used to optimise transportation and fixed costs. The performance of proposed model has
been tested on 15 different test instances. The results have been compared with IBM CPLEX.

The reminder of this paper is organised as follows. Section 2 presents the related work
done in the field of facility location problem while Section 3 describes the proposed model.
The proposed solution methodology is described in Section 4 and Section 5 presents the
experimental setup, results and discussions. Finally, the paper is concluded in Section 6.

RELATED WORK

Over the last few decades, the issue of facility location had gained attention of researchers
(Melo et al., 2009; Erengiic et al., 1999). The main focus of these researches are on determining
which site location should be selected for establishing new facilities from the available set of
potential sites while satisfying the constraints. Hindi and Basta (1994) proposed a structure
of problem inspired by Geoffrion and Graves (1974) which is a branch and bound approach
as solution. Uster et al. (2007) studied a distribution system design problem that has a fixed
number of capacitated facilities and suggested various metaheuristics to solve this problem.
Cintron et al. (2010) proposed a multi-criterion problem. They solved the problem using Mixed
Integer Programming (MIP). Sun and Wang (2015) proposed strategic distribution network
design problem of bulk materials considering different distribution modes before and after an
intermediate unloading in the distribution centres. They solved mixed- integer model by using
the Benders Decomposition (BD).

Cross-docking (CD) is a relatively new strategy in logistics (Van Belle et al., 2012). The
various well-known companies, such as Toyota, UPS, Wal-Mart, Kodack Co, Good Year, etc.
have successfully implemented Cross-docking in their distribution system. Ross and Jayaraman
(2008) suggested a solution approach with the combination of Simulated Annealing and Tabu
Search to solve linear programming model of supply chain. The supply chain includes potential
retailers, cross-docking centres, and regional warehouses. Dondo and Cerda (2012) considered
pickup and delivery problem in a cross-docking system known as Vehicle Routing Problem
with Cross-docking (VRPCD). They worked on a monolithic formulation which determined the
truck scheduling at the cross-docking centre and routes. It involved a solution strategy based
on sweep heuristic which can solve big problems within reasonable CPU time.

Arabani et al. (2010) suggested a cross-docking scheduling problem in which product
delivery should have a pre-determined time schedule. Moreover, penalties are considered for
any late delivery. Three solution approaches namely Differential Evolution (DE), Genetic
Algorithm (GA), and Particle Swarm Optimisation (PSO) were developed to solve this
problem. Lee et al. (2006) considered a cross docking system in supply chain. They developed

1082 Pertanika J. Sci. & Technol. 26 (3): 1081 - 1094 (2018)



Benders Decomposition for Distribution Network

a mathematical model for vehicles. Tabu search algorithm was used to optimise the developed
mathematical model.

The above-mentioned researchers missed BD approach for modelling the distribution
network with cross-docking centres tracking flow of materials. The concept of cross-docking
centres is utilised in this paper and a model is proposed that involves single-sourcing constraints
which ensures that each distribution centre is exclusively served by a single cross-docking or
merge-in-transit centre. Here, single-period, single-product, and multi-echelon are considered
in a deterministic situation to understand the fundamental concepts of cross-dock planning
problem. This approach increases the utilisation of warechouse and prevents the construction
of links and location of the warehouse with low utilisation.

Moreover, when the problem is considered with large instances, it does not provide optimal
solutions. Hence, the BD approach is used to solve mathematical formulation of the given
problem. The problem is decomposed into two sub-problems. Figure 1 shows the two-stage
classical distribution network where supply is made between the distribution centres and facility
location, and customer locations and distribution centre. Figure 2 describes the distribution
network with intermediate Cross-dock.

Figure 1. Two-stage distribution network Figure 2. Cross-dock distribution network

MATHEMATICAL FORMULATION

Figure 3 shows the three-stage graph network that considers facility location problem with
cross-docking centres. It consists of plants, warchouses and distribution centres which are
represented by nodes and relationship between these nodes are represented by links. The model
considers two binary variables for opening the cross-docking and allocating to distribution
centres. The flow of products from manufacturing plants to operating cross-docks centres are
considered in this model.

The following notations, parameters and decisions variables have been used in mathematical
formulation of mixed-integer programming model.
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Figure 3. Distribution network incorporate Cross-docking centres

Notations
1. I : setofmanufacturing Plants, indexed by i, V; =]
2. J : setof Cross-docking warehouses, indexed by j, Vj €.J

3. K : setof Distribution Centres, indexed by k, Vk €EK

Constants

C; : Capacity of Plant .
W, . Capacity of Cross-docking warehouse ;.

F

+ : Fixed opening cost of cross-docking warehouse in location w.

1

2

3

4. T, : Transportation cost per unit product from plant i to cross-docking warehouse ;.
5. Si : Shipping cost of product from Cross-dock Warehouse j to distribution centre .
6

R; : Request for distribution centre £.
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Binary Decision variables

1, if warehouse j fulfill demand of distribution center k
Jk 0, otherwise

Y =

{ 1, if cross-dock warehouse is opend at location j
J

0, otherwise

Q; : Amount of product sent from plant i to the cross-dock j

The mathematical formulation of the problem is as follows:

minz:EETij* ”+2Fj*Yj+E;ka*Rk*Xjk
S S =y & ek

subject to

EQ” <C,Viel
=

ERk *Xjk = EQi/,VjEJ
keK =

Y X, =LVkEK

jes

J

/;Krk*XAk =W, *Y, NjEJ
P *Y, s’zxjk,VJEJ

=4
P =min{R },VkEK
0,20YjEJ ViEI
Y €0} vies

X P viervies

(1)

2

€)

“4)

®)

(6)

%

®)

)

(10)

The objective function mentioned in Eq. (1) consists of three terms. The first term is the cost
of transportation from manufacturing plant i to Cross-dock Warehouse j. The second term

describes the fixed cost to open cross-dock warehouse j. The third term includes the amount
for achieving demand raised by distribution centre k. The constraint (2) implies that the output
of plant i does not violate the capacity of plant i. The constraint (3) confirms the quantity
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of arrival products to be same as sent from plant i. The constraint (4) ensures the demand
satisfaction of each distribution centre & by a single Cross-docking warehouse j. The number
of products that can be sent to a distribution centre £ from an open cross-docking warehouse j
is confirmed by constraint (5). The constraint (6) guarantees that at least the minimum amount
of demand is received by cross-dock warehouse. The constraint (7) ensures that the minimum
demand of each distribution centre & is considered. The constraints (8), (9), and (10) ensure
the non-negative and integrity conditions.

PROPOSED SOLUTION APPROACH

The BD approach is used to solve the mathematical model mentioned above. Figure 4 shows
the flowchart of BD which consists of following steps:

*  Compute the Sub-Problem (SP) from given problem by fixing integer variables.

*  Compute Dual Sub-Problem (DSP) which provides lower-bound (LB) of the problem.
*  Compute Master Problem (MP) which provides upper bound (UB) of the problem.

*  Compute LB and UB repeatedly until UB - LB < ¢. Here, ¢ is a very small constant.

Steps of Algorithm

1. Initialise the parameters of BD approach. The lower bound (LB) and upper bound (UB)
are set to -oo oo respectively. The values for X;; and Y are initialised.

2. Compute DSP which gives LB.
Max {5+ Q-b5)u|a'u<C u>0)
3. IfLB is unbounded
Get unbounded Ray u .
Add cut (Q - by) u <0to MP
Else
Get extreme point &
Add cut Z >8"y + (Q - by)"w to MP
Set UB to Min {UB, f'5 + (Q-b5) i}
End If
4. Solve MP which gives upper bound.
Repeat Steps 2-6 untilUB - LB < ¢
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>
A4

Solve DSP which is LB

Y
Solve MP which is UB

l

UB-LB<e¢

Figure 4. Flow chart of Benders Decomposition

Solving the BD Problem

The given SP is decomposed into two sub-problems such as DSP and MP. The mathematical
representation of the sub-problem is given below:

mi“Z=ZETty*QU+EFf*?f+E;ka*Rk*)?jk (11)
e = = =

subject to
_]Z]Qij =-C,Viel (12)
Z’QU =2(Rk X, Ve (13)
EQU. =P *Y Vi€l (14)
=
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For DSP, three new variables, namely U1, U2, U3 are introduced. The value of these variables is
taken as positive. The value of these variables is fixed for MP. The mathematical representation
of DSP is given below:

maxZ=-;CiU1i +‘;éRkakU2jk +JZ/PY].U3J. (15)
subject to
~UL,+U2, +U3, =T, YieLNYjEJ (16)

The mathematical representation of MP is given below:

Zz YFAT+ Y NS *R* Xy += Y CHUL+ Y YR * X U2y + Y P AT *U3, (17)
JEJ JETKEK i€l JETKEK JEJ
subject to
—ECi*U1i+22Rk*)?ij2jk+EP*}7j *U3, <0 (18)
(S| JES =y
X, €{0,1} (19)
Y, €{0,1} (20)

Computation of Dual Sub-Problem (DSP)

DSP gives lower bound for fixed values of Xj; and Y,. It is computed using the following
procedure:

Step 1. Initialise the values of decision variables X and Y.
Step 2. Ifproblem is feasible

Add new optimality cut

Else

Add new feasibility cut

End If

Step 3. Repeat Step 2 until termination condition is not satisfied.

Computation of Master Problem (MP)

MP is used to obtain feasible and optimal solutions. It depends on the results generated by DSP.
After solving DSP, the feasible values for X, and Y; are obtained which may not be optimal
solution for the original problem. It is used to generate feasible and optimal solution which
provides an upper bound of given problem. If the new value of UB is better than the previous
one, then the value of UB is updated. This procedure is repeated until the bound gap is reached.
If both MP and DSP are not feasible, then the algorithm is terminated.
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Termination Conditions
The algorithm will terminate if any of the following conditions are satisfied:

1. Bound Gap: It is reached when difference of UB and LB gets close to zero; i.e., (UB—LB)
< g, ¢ 1s very small constant value. Typically, pre-specified value of ¢ is 0.00001.

2. Iteration limit: When the iteration limit has reached a pre-determined value max/trLimt;
i.e., If n>maxItrLimt, then processing will terminate. MaxItrLimt is typically set to 1000.

3. Step size Limit: When the step size a becomes Negligible (approximately zero); i.e., If
a<minStepSize, then processing will terminate. MinStepSize is typically set to 0.0001.

4. Infeasible Solution: If both DSP and MP give infeasible solution, then no results will be
generated for this problem.

PERFORMANCE ANALYSIS

This section validates the performance of the proposed model over 15 test instances and
compares it with IBM CPLEX solver.

IBM CPLEX Solver

The IBM CPLEX is one of the tools widely used to solve combinatorial optimisation problems.
It has a concert technology that provides interfaces to C++, C# and Java languages. It is
accessible through independent modelling systems, such as AMPL, and TOMLAB. It is also
recognised as a constraint solving toolkit suitable for solving optimisation models. It uses inbuilt
procedures to solve the mixed integer programming in short time. It can be used to solve a
variety of different optimisation problems in a variety of computing environments. The IBM
CPLEX is an exact solver that uses mixed integer programming to search the desired solutions.

Test Dataset

The three types of datasets are randomly generated in Table 1. Dataset X has large opening
cost of cross-dock warehouse, while dataset ¥ has moderate opening cost of cross-dock
warehouse with large transportation cost from plant to warechouse and from warehouse to
distribution centres. Therefore, the shipping is costlier than opening a new warchouse in ¥
dataset. The instances generated in dataset Z are based on small to medium sized organisations.
It has moderate transportation and opening cost of cross-dock warehouse. The datasets for
problem are randomly generated by keeping realistic characteristics for small and medium
sized organisation. Table 1 represents the range of possible values for cost, demand, supply and
capacity in each dataset. Here, U indicates uniform distribution of numbers over the specified
range. The average value of 10 independent simulation runs are reported. Table 2 shows the
size and characteristics of test instances.
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Table 1

Detail of dataset used
Datasets X (Type 1) Y (Type 2) Z (Type 3)
Cross-Dock Warehouse Opening Cost (F)) U [1500, 4000] U [500,1250] U [400,2000]
Transportation cost from Plant to i U [50, 110] U [80, 130] U [75,130]
warehouse j (7})
Shipping Cost from Cross-Dock warechouse U [50, 110] U [80, 120] U [50, 120]
to Distribution centres (Sj)

Demand (R)) U [10,25] U [10, 25] U [20, 45]
Plant’s Capacity (M) U [15, 45] U [25, 40] U [20, 50]
Warehouse Capacity (V) U [10,30] U [25, 60] U [25,75]

Table 2

Characteristics of test instances

Instance Plants Warehouse Distribution  Constraints Continuous Binary Iterations
D (W) Centre (D) Variables Variables

1 11 17 25 106 385 910 2755

2 15 25 30 115 525 1085 16448

3 28 43 71 185 1204 3096 2253815

4 26 41 53 161 1066 2214 511439

5 17 27 35 138 731 1548 17283

6 22 37 45 141 814 1702 3374

7 37 42 65 186 1554 2772 92978

8 19 63 91 236 1197 5796 2593380

9 22 36 45 139 792 1656 924374

10 21 34 39 128 714 1360 6231

11 32 61 95 249 1952 5856 2753898

12 47 79 127 332 3713 10112 1179933

13 23 61 91 236 1403 5612 1497516

14 21 35 47 138 735 1680 1773725

15 29 43 49 164 1247 2150 51670

Experimental Results

The test instances are checked by decomposing the problem into DSP and MP which give the
lower bound and upper bound to the optimal solution respectively.
The optimality gap is calculated to measure performance and is defined as follows:

Optimality Gap = % %100 21)

Table 3 depicts optimality gap, computation time and mean objective for the various test

instances. It is observed from table that the proposed model provides better computational time
than CPLEX Solver which solves the problem by computing mixed integer programming. The
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problem instances are solved in lesser time than CPLEX Solver. The optimality gap obtained
from the proposed model is smaller than 0.25. This means that the solution produced by the
proposed model is close to an optimal one. The computational test on the random instances
with size up to 50 has maximum gap of 0.2%. This shows that the proposed approach is quite

promising.

Table 3

Performance evaluation on test instances

CPLEX Solver

Instance  Plants (I) Warehouse Distribution ~ Gap% CPU Time Mean

(W) Centre (D) (in sec) Objective
1 11 17 25 0.00 1.89 6.849E+3
2 15 25 30 0.00 2.14 8.999E+3
3 28 43 71 0.20 34.13 2.110E+4
4 26 41 53 0.11 24.09 1.510E+4
5 17 27 35 0.12 1.84 8.199E+3
6 22 37 45 0.21 2.05 2.128E+4
7 37 42 65 0.28 10.30 2.153E+4
8 19 63 91 0.32 173.12 2.908E+4
9 22 36 45 0.09 44.71 1.899E+4
10 21 34 39 0.10 1.09 1.265E+4
11 32 61 95 0.20 171.85 3.600E+5
12 47 79 127 0.21 165.20 4.848E+5
13 23 61 91 0.23 126.47 2.935E+4
14 21 35 47 0.02 78.81 2.975E+5
15 29 43 49 0.04 4.11 1.954E+5

Benders Decomposition (Proposed Model)

Instance  Plants (I) Warehouse Distribution ~ Gap% CPU Time Mean

(W) Centre (D) (in sec) Objective
1 11 17 25 0.00 1.11 7.438E+03
2 15 25 30 0.00 1.53 1.012E+03
3 28 43 71 0.12 31.34 2.101E+04
4 26 41 53 0.08 20.87 1.635E+04
5 17 27 35 0.00 1.25 1.039E+03
6 22 37 45 0.07 1.34 1.502E+04
7 37 42 65 0.13 7.50 1.963E+04
8 19 63 91 0.15 138.39 2.649E+04
9 22 36 45 0.05 37.57 1.241E+04
10 21 34 39 0.07 0.87 1.182E+04
11 32 61 95 0.15 151.32 2.756E+04
12 47 79 127 0.20 153.87 3.688E+05
13 23 61 91 0.19 122.59 2.641E+04
14 21 35 47 0.00 61.54 1.415E+05
15 29 43 49 0.00 3.21 1.588E+05
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Analysis of Parameters Involved

Figure 5 shows the impact of number of plants, cross-docking and distribution centres on the
objective function. The horizontal axis gives the approximate objective value when multiplied
by 10°. The bigger the number of plants, warehouses and distribution centres, the greater the
objective function. This figure also shows the value of plants, warehouses and distribution
centres affect the value of objective function.

140

120

100

Parameters

=4—Plants

== Cross-Docks

== Distribution Center

7 10 21 16 15 19 26 12 11 27 37 26 14 15

Objective value

Figure 5. Impact of number of parameters involved in proposed model

CONCLUSION

In this paper, the concept of cross-docking in distribution network was proposed. The model
utilised the concept of cross-docking. The mathematical formulation of proposed model
was established. The Benders Decomposition was utilised to optimise the proposed model.
The proposed model was tested on 15 test instances. The experimental result reveal that the
proposed model is found to be superior to the CPLEX solver in terms of computational time,
objective function and optimal gap. For future studies, the proposed model can be used in a
parallel environment.
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ABSTRACT

The hash function is used as a one-way cryptography method for digital signature and message
authentication. Hash values are provided using a mathematical and logical process, so they are different
from the generators of random numbers. The position analysis of bits in plaintext and its hash is very
suitable to show their relationship. The focus of this paper is to point to the best relations between the
plaintext and hash bits, in which the difference between hash methods will be proven. In this work, we
use distance correlation (dCorr) as a measurement function of precision statistical dependency between
two vectors. The genetic algorithm (GA) is used to find a set of optimal positions between plaintext and
its hash data with maximum dCorr. The results of the experiment regarding dCorr indicate that MDS as
a message digest method is different from the random function. Also, the proposed method compared
with Tabu search (TS) and Simulated Annealing (SA) algorithms has a lower average execution time
for 1000 pairs of plaintext and hash data.

Keywords: Distance correlation, genetic algorithm, hash, message digest
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Choi et al, 2017; Choi et al 2016). In these systems, user assertion is recognised by comparing
two hash files. The file format can be text, audio, and video. If an attacker can find two different
files with the same hash, then the security of hashing method is compromised.

The dCorr is a recent method for finding the correlation between data with any size of
dimension (Kwok, 2005). The Pearson correlation coefficient (PCC) generally cannot detect
nonlinear relations and its value often is zero for dependent variables, thus a new measure
is introduced called dCorr coefficient to address the shortcomings of the Pearson coefficient
(Kwok, 2005). Moreover, unlike the Pearson coefficient, dCorr coefficient value is zero if and
only if the variables are independent (Székely & Rizzo, 2009).

In this paper, we show best relationships between plaintext and its hash data with maximum
dCorr by GA; the latter is a metaheuristic method with the natural selection process that is
used to find optimal solutions (Mitchell, 1998). Based on dCorr, the correlation between
plaintext and its hash data is calculated in certain positions, also GA finds best positions with
maximum dCorr. The key contributions of this paper are as follows: 1) Prove the existence
of a logical process for calculating MD5-based hash unlike the random function; 2) Find the
maximum dCorr value and best relationship positions between plaintext and its hash data;
and 3) Comparison of our proposed algorithm with TS and SA algorithms is based on average
execution time.

The rest of the paper is organised as follows. The dCorr function calculates the relationship
between plaintext and its hash by MDS5 and random methods. The details of the GA are
presented for a quick and optimal calculation of dCorr. Findings are discussed in the results
and discussion section especially comparing the proposed algorithm with TS and SA. The final
section concludes the paper.

LITERATURE REVIEW OF RELATED WORK

In Lipowski and Lipowska (2012), the authors proposed a cyber black box system for analysis
of MD5 (Rivest, 1992) and SHA256 hashing methods on the network packets. They recognised
transmission packets in real time and optimised their method by logging and storing of network
traffic and related information generation. Traffic analysis in mobile networks as an excellent
source of knowledge is a popular research field (Naboulsi et al., 2016; Martinez-Gomez et al.,
2014). Detecting the relationship between data and breaking the hash is one of the important
steps to find encrypted information. The related works are categorised as Maximal Information
Coefficient (MIC), Distance correlation (dCorr), and other correlation measures.

Maximal Information Coefficient (MIC)

Reshef et al. (2011) used MIC to compare two random variables which is based on the mutual
information with an easy implementation and strong against noise (Székely & Rizzo, 2013).
Linge et al. (2014) showed how MIC applies in the particular case of the side channel attacks.
They offered ways to compute the MIC with low complexity. The results show high performance
of this approach when the leakage is noisy and poorly modelled (Linge, 2014).

In Gorgens et al. (2017), the airborne laser scanning was introduced for computation of
height and density metrics. The MIC will be used in this study to find a relationship between
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forests attributes. In Wang et al. (2018), an intelligent MIC (iMIC) is offered for quadratic
optimisation to create a finer normal matrix. The authors used 169 data set indices from 202
member countries of World Health Organization (WHO) to discover the local optimal value
by iMIC with lower iterations and fine performance. Since the material on the y-axis is a
branch of quadratic optimisation with the same partition on the x-axis, iMIC method is a
better alternative than the proposed searching method by Reshef et al. (2011) In (Shao & Li.,
2016), authors created the graph model with railway nodes that shows influencing factors of
accidents by edges between each pairs of nodes. They proposed MIC method to discover the
relationship among railway nodes to prevent accidents.

An MIC-based approach was proposed in Sun et al. (2017) where entropy epistasis was
used to measure the level of factor interactions in a constant optimisation. Shuliang et al. offered
an improved estimate algorithm for MIC, named the IAMIC. Their method has the ability to
search for extreme values using few iterations. Reshef et al. (2014) provided a comparison
between the improved algorithm and the original MIC algorithm. The MIC has lower power
than dCorr-based methods (Wang et al., 2017; Székely & Rizzo, 2009) in many relationships,
and it is claimed that this fault could cause MIC to lose its advantage for general use.

Distance Correlation (dCorr)

In Wang and Zhonghua (2017), dCorr is used for outlier recognition in high-dimensional
regression problems and leave-one-out method. The researchers used the bootstrap method and
a threshold rule to determine whether an individual is an outlier. The Monte Carlo simulations
with a real data show the offered outlier recognition method can detect outlier survey and
enhance the filtering accuracy in attribute hide problem.

In Gorecki et al. (2017), the dCorr and canonical correlation coefficient with Fourier series
are used to determine the relationship between daily temperatures for each day of the year and
average daily rainfall data in Canada. The results show the values of dCorr coefficients are
independent of size but the value of canonical correlation coefficient increases a little with
the size of the regularisation. As a result, these methods are not suitable for univariate data.
As a second experiment, they used multivariate data obtained from Professor R. Nadulski of
Department of Food Machinery and Engineering. They used permutation tests that included
p-values equal to zero for both methods of infrigidation (the process of cooling or freezing
for preservative purposes) and all basis sizes. The authors suggested dCorr to find correlation
relations.

Wang et al. (2016) studied the intrusion detection and variable screening in large-scale
regression. The dCorr was used to discover and analysis correlation of actual data with high
dimensional. They found the correlation between responses and predicted data with dCorr and
pointed that the proposed method can reduce unfavourable effects after removing powerful data
tips. The filtering accuracy can be refined in variable screening problem. In (Pan et al., 2017),
the authors established conditional local dCorr coefficient to determine a nonlinear relationship
between multivariate data. In Wang et al. (2017), the dCorr method and G2 statistic are used
for Bayesian modelling approach, so the authors analysed and compared the dependence and
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independence of nonparametric data. In Heller et al. (2016), the data space is divided into 2 *
2 tables to compare the dependencies and independence of the parts. Their strategy is similar
to Fisher’s exact scanning (FES) method based on the dCorr approach for 2 * 2 spaces.

The dCorr coefficient which has more information compared with Pearson coefficient
(Martinez-Gomez, 2014) is used to show nonlinear associations by variables with any
dimension, and it’s possible to determine mini sets of variables that give same astrophysical
information. For experiments, all values are given for Pearson’s correlation coefficient. As
a result, dCorr method is stronger than the MIC (De Siqueira Santos et al., 2013) to detect
astrophysical information into most concentrated horseshoe or V-shaped, and also to increase
the power of classification and pattern recognition (Linge, 2014).

Other Correlation Measures

In Budhathoki and Vreeken (2017), the Minimum Description Length (MDL) method
programmed in the Python environment is used to discover related variables in data analysis.
In this work, the Kolmogorov complexity is applied to compact and find a correlation. The
MDL model shows data correlation with high significant power, especially for binary data but
this method can’t easily be extended to other data types. In another work, Exceptional Model
Mining (EMM) was used to find a linear relation between subgroups of the dataset whose
attributes have an unusual relationship. In Downar and Duivesteijn (2017), experiments were
conducted on several datasets as Windsor Housing, the South African Heart Disease Study,
the Ozone, Iris, and the Higgs Boson ML challenge. The results of correlation quality methods
show that the Filler—Spearman and the Filler—Kendall rank overlap with Pearson’s correlation.
The authors proposed the dCorr and MIC approach to find a strong relationship between data
and subgroups of data.

PROPOSED METHOD

Distance Correlation

The dCorr takes values in [0, 1] and is equals to zero if and only if independence holds. It
is more general than the classical Pearson product moment correlation. It provides a scalar
measure of multivariate independence that typifies independence of two random vectors. It is
well defined in both the population and in the sample and it is easy to compute (Geerligs &
Henson, 2016; Székely & Rizzo, 2009). Given random variables X, Y € R let X’Y and X”,
Y’ be independent pairs of random variables taken from the same joint distribution as that of
X and Y. The distance covariance of X and Y is defined as the square root of Eq. (1).

dCov?(X,Y) = E[|X —x'|lY = Y'[] + E[|IX = X'|]E[lY = Y'[| - E[IX = X"||Y = Y"'|] - 1)
E[IX = X"[lY = Y'|]= E[IX = X"|IY = Y'[]I+ E[IX — X"[JE[IY — Y'|] = 2E[IX - X"[|[Y = Y"'|]
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The distance variance and dCorr are defined as Egs. (2) and (3).

dVar?(X) = dCov?(X,X) ()
2 _ dCov?(X,Y)
dCor?(X,Y) = Tt (@ ®) 3)

Algorithm Structure

The calculation of dCorr between two vectors is simple when their positions are given. The
purpose of this research is to find the best positions of the plaintext and its hash data with
maximum dCorr value, which requires a lot of computing.

v

__{ Generate Plaintext |7

\2 N
| MDS5 Hash (Data) | Random Hash (Data) |
%l Initialize population
‘1, Read Individual |
Crossover | \l'
N | Extract Plaintext and Hash positions |
| Mutation | \b
N | Euclidian distance of positions |
| Fitness calculation v
| Squared distance covariance and variances |
| Sort fitness values H Calculate dCorr |
Final

Best positions with max fitness

generation

Figure 1. Flowchart of proposed algorithm

The GA is based on the idea of evolution and it can find best solutions after running several
generations. GA searches the answer space with a directed random method. Flowchart of our
proposed algorithm is shown in Figure 1. We generate a plaintext (P) then calculate its hash
value (H) by MD5 and random methods. The pair of (P, H) sends to GA and maximum dCorr
value and best bit positions of P and H are calculated. Details of the proposed method are as
Algorithm 1.
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Algorithm 1. Proposed Algorithm
For dc =2 to 32 do
For t=1 to 1000 do

1

2

3 Generate plaintext as P.

4: H1 =MDS5 (P).

S: H2 = RandomHash (P).

6 [dCorrl, BestPositions1] = GA (P, H1, dc).

7 [dCorr2, BestPositions2] = GA (P, H2, dc).

8 Print best positions of P, H1, and H2 with Maximum dCorr value.
9: End For

10:  End For

Our proposed method as Algorithm 1 is executed by different numbers of dCorr positions
as dc in line 1. We also use this parameter for analysis of outputs. For example, to calculate
the dCorr value between 2 positions of plaintext and its hash data, dc is equal to 2, also for 8
positions, dc is equal to 8. The algorithm is run by 1000 pairs of plaintext and their hash in line
2. In Line 3, a random plaintext as P with 32 characters is generated. The MDS5 and random
hash values of P are calculated as H1 and H2 in lines 4 and 5. The GA is called twice to find
the maximum dCorr value and best positions of bits between P and H1 (MDS5) in line 6, also
between P and H2 (Random) in line 7. The best answers are printed in line 8. The steps of the
GA as Algorithm 2 include population initialisation, crossover, mutation, selection, fitness
evaluation in a certain number of iterations. These steps are explained below:

Population

The structure of a chromosome or an individual is based on a binary string, so that it has fast
speed in GA operations and converts to the decimal bit positions. The string length is based
on the number of dCorr positions. For example, 2 positions in plaintext and 2 positions in its
hash require 32 bits in the chromosome. Because each position is a decimal value or a binary
string of § bits. Thus, by multiplying the number 4 by 8§, the string length is 32 bits, so an
individual has 32 bits or genes. Additionally, for 3 positions of plaintext and its hash data, an
individual has 48 bits, and so on. In the model, the first half of each individual is considered
for the plaintext and the second half belongs to its hash data.

Decimal positions > 5 8 17 57
Individual - 00000101 00001000 00010001 00111001

Figure 2. One chromosome or an individual of population
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We compute the main position of bits in the plaintext or hash by dCorr-based fitness
function. As shown in Figure 2, by separating every 8 bits in the chromosome and converting
them to a decimal value, positions 5 and 8 in the plaintext, as well as 17 and 57 in its hash
data are obtained.

Crossover

In GA, the crossover operator is important for convergence towards the solutions. In Figure
3, a single-point crossover is used so that the second half of the two parent chromosomes are
exchanged. The high rate of crossover operator increases the convergence speed. The parent
selection stage of crossover operator is performed using roulette wheel method (Lipowski &
Lipowska, 2012).

Before Parent 1 | 0000010100001000 0001000100111001
Parent 2 | 1001000010010001 1101010011111010
After Ch%ldl 0000010100001000 1101010011111010
Child2 | 1001000010010001 0001000100111001

Figure 3. The parents and childs before and after crossover

In roulette wheel, all individuals have a fitness value titled as p;, which is divided by the sum
of the fitness values of population, then a random value as r is generated for each individual.
If p; value is greater than r, then the chromosome is selected as the parent for the crossover
operation. If the fitness value of two child chromosomes is better than rest individuals in the
population, they will be selected to produce the next generation.

Mutation

As Figure 4, the mutation operator changes a bit of population to include plaintext and its
hash positions from 0 to 1 or vice versa. The diversity rate of the population is proportional to
the probability of the mutation operator rate. In fact, if we assume that the population size is
10, with a mutation rate of 30%, then the number of selected chromosomes for the mutation
operation is equal to 3. After mutation operations, the plaintext or its hash positions are changed
and then added to the population. If the fitness of the mutated chromosome is better than rest
individuals, then it can be selected for the next generation of the GA.

Before | 00000101000010000001000100111001
After 00000101000010000001001100111001

Figure 4. A chromosome before and after the mutation operator
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Fitness Function

The fitness function is based on dCorr as Eq. (3). First, the plaintext and its hash data are read
as an individual. Second, the plaintext and its hash positions are extracted as X and Y vectors.
Third, dCorr (X, Y) is calculated. Since the purpose of the GA is to find the maximum dCorr
value, thus the fitness values are in descending order. The GA is presented as Algorithm 2.

Algorithm?2. GA

Input: (P = plaintext, H = Hash, dc = dCorr positions).

Output: dCorr value and best positions.

1: Initialise Population_size, Max_Iterations, Crossover, and Mutation probability.
2: L=dc*8*2.

3: For t =1 to Population_size do

4: Generate L bits for each individual.

S: End For

6: For i =1 to Max_Iterations do

7: Popc = Crossover two chromosomes with roulette wheel selection.
8: Popm = Mutation population.

9: Replace Popc and Popm by worst individuals.

10: Fitness calculation (dCorr):

11: Read an individual.

12: [Plaintext pos, Hash pos] = Extract positions of P and H.

13: Calculate X = P(Plainttex_pos) and Y = H(Hash_pos).

14: Calculate the Euclidian distance for P and H.

15: Calculate squared distance covariance and variances.

16: Calculate dCorr as Eq. (3).

17: Sort Fitness values.

18: End For

19: Return dCorr and best positions.

In Algorithm 2, the initial values of the parameters are presented in line 1 by the number of
population individuals, the rate of mutation, and crossover operators. In line 2, the length of
each individual is calculated as L. In the calculation of L, de¢ is the number of positions, 8 is the
number of bits for a character, and 2 is for two inputs as plaintext and its hash. For example,
we want to calculate the dCorr value for 4 positions of P and 4 positions of H, thus dc is equal
4. As Algorithm 1 (line2), the plaintext is 32 characters and each character is 8 bits then 32 *
8 =256 bits or positions, thus, we need to 8 bits for addressing to 256 positions. Also, because
of the two different sets of positions for P and H, we multiply (d¢*8) to 2. The main circle of
GA is executed from line 6 to line 18. The crossover and mutation operators are presented in
lines 7 and 8. After these operations, the worst individuals in the population are replaced by
new child individuals in line 9. The fitness function as dCorr is calculated by lines 10 to 16.
An individual include P and its H positions is read in line 11 and is extracted in line 12.
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Based on the above example, we proof the decimal values of an individual are (5, 8, 12,
23,2,9, 16, and 28). Thus, values (5, 8, 12, and 23) are for P positions and values (2, 9, 16,
and 28) are for H positions. Algorithm 2 in Line 12, gain the corresponding bit values in P
and H. In line 13, two vectors are gained for dCorr calculation. The lines 14 to 16 calculate
dCorr using the Euclidian distance, squared distance covariance, and variances as Eq. (3). In
line 17, the fitness values of all individuals are descending. The GA is finished in line 18. In
line 19, the maximum fitness value (dCorr) and best relation positions between P and H are
returned to Algorithm 1.

RESULTS AND DISCUSSION

The proposed algorithm is implemented by Matlab software on a PC with CPU of Intel Core
15 2.67 GHz, 3.0 GB of RAM in Windows 10 operating system 32 bits. The selected hash
functions for result evaluation are MD5 and random methods. At the start of the GA, some
parameters are initialised, so that the number of genes of each chromosome is equal dc*16 as
proposed algorithm description, the maximum number of iterations is equal 50, the population
size is equal 10, the crossover operator probability is equal 0.8, the mutation operator probability
is equal 0.3. The dc is a number of positions that is used to compute dCorr value between
plaintext and its hash data.

Table 1
A sample input and output of the GA

Plaintext Hash P positions  H positions de
"Password123*()' MD5:35acc07d9d81171d94afff007b2a69fa 4,8, 12, 14  15,23,26,27,32 6
Random:/N&M mi ] {a0id)é; T2 i0AZa@ii* 1,5,7,8,9 4,7,12,13, 18,27

The number of dCorr position is equals to 4, so that the GA ultimately achieves 4 best positions.
As Figure 5 (A), GA reaches to optimised answer in the fourth generation, thus the proposed
method is very suitable for calculating of dCorr. Figure 5 (B) shows the values of dCorr between
the plaintext and its hash in different generations of the GA, so that these values are calculated
after 14 generations of the GA.

Plaintext and MD5 hash Plaintext and random value

1 1 T r T
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g H H H H g
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=~ i i i ] T
o 07 -4 s B TR T S S B e 1
c o
= c
. T

06} R i s b 0.8} g

05 o075 ; 1 a ;

0 10 20 30 40 50 0 10 20 30 40 50
Iteration Iteration
(A) (B)

Figure 5. GA output for one plaintext with MDS5 Hash in (A) and Random Hash in (B)
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According to the results, the convergence rate and dCorr values of MDS5 is less than the
random function and the proposed algorithm finds the best MD5 dCorr values at the primitive
generations. The diagrams in Figure 5 are based on the plaintext (P) and its hash (H) of Table
1. The proposed method is tested by 1000 pairs of plaintext (Each plaintext generates by 32
random characters) and their hash data by MD5 and random methods. This test is based on
the different number of dCorr positions, so that their average values are given in Figure 6.

The average dCorr values for 1000 plaintexts and hash data are different in MDS5 and
random hash methods as seen in Figure 6. The values in horizontal axis represent dCorr value
for certain position count of plaintext and its hash data. The MD5 hash function has a known
process and it isn’t based on random process. As per Figure 3, for positions greater than 3,
dCorr values for MDS5 are more than the random values. As the first result of this diagram, MD5
hash, unlike the random function, is based on a mathematical and logical process. In second,
there are correlations between the plaintext and its MDS5 hash data in different positions, thus,
attack to MDS5 hash function is feasible. If a relationship is found between the plaintext and
its hash, then other relationships will be found, which will result in the hash method longer
having security.

Comparison between MD5 and random method

T
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Number of dCorr positions
Figure 6. Comparison of dCorr for MD5 and Random Hash

The hash operation should be a one-way function but the MD5 has shown that it does not have
enough security and it is not suitable for use. The main purpose of this paper is to calculate dCorr
between plaintext and its hash data as well as the proof of difference with the random method.
Table 2 shows different plaintext (P) and its hash (H) data as well as their best relationship
positions in both MD5 and random methods, which are obtained from the GA.
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In some rows of Table 2, the GA obtained less number of positions than dc value, due
to dCorr values being optimal. The dc is maximum position counts in each iteration of the
algorithm. For example, in Table 2, the row with plaintext equal ‘Password123*()’ whose dc
is 8, in the result of the simulation, the number of positions in plaintext is 6, in hash positions
by MDS is 8, and in the random hash is 7. The difference in the number of positions is due
to the maximum dCorr value between plaintext and its hash data that is calculated using the
proposed algorithm.

25

—*— Random-SA
—=+— MD5-SA
—+— Random-TS
—e— MD5-TS
—&— Random-GA
—4— MD5-GA
0.5 1 1 1 1 1 1

0 5 10 15 20 25 30 35

dCorr positions

Execution time (Second)

Figure 7. Comparison of Execution Times

Another parameter for the analysis of the proposed method is the execution time. To compare
of the proposed algorithm with other methods, TS (Glover & Laguna, 2013) and SA are
programmed (Siarry, 2016). The proposed method is first run by GA and the best value of
dCorr is calculated before it is run using TS and SA to reach best dCorr value. The plaintexts
and their hashes are considered equal for each of three algorithms. Figure 7 shows 32 columns
include the execution time (Second) of the proposed algorithm as GA, TS, and SA. In this chart,
the horizontal axis as dc is the number of dCorr positions and the vertical axis is execution
time of all methods. The executed random hash function has a less time than MD5. In fact,
the MD5 method has a longer process than random function. The average of execution time in
two methods (MDS5, Random) in GA is (1.3596, 1.3647), in TS is (1.7358, 1.72.86), and in SA
is (1.5225, 1.5430). As our experiments for three algorithms (GA, TS, and SA), the execution
time parameter for GA is minimum and TS has maximum value.

CONCLUSION

In this paper, we prove the existence of a mathematical and logical process for calculating
MD5 hash method, which is different with the random function. To do this work, it is very
important to find the correlation between the plaintext and its hash in breaking the hash method.

The study has shown different methods are used for correlation measuring between two
data vectors. These methods include MIC, dCorr and other correlation measures. The dCorr is
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the best. We calculate the maximum dCorr value of the best relationship positions in plaintext
and its hash by two hash functions as MDS5 and random methods. The GA is used for optimal
positions. The proposed method is executed for 1000 pairs of plaintexts and their hashes. The
results of dCorr values show that MD5 method is better than the random method for many
different positions. The execution time of MD5 is also longer than random function due to
its long process. This method is proposed with TS and SA algorithms. As results, the average
execution time by GA is 22% less than TS and 11% less than SA.

The results of this paper prove a strong relationship between the plaintext and its hash that
is computed by dCorr for MD5 and random method. The hash functions with a high dCorr
value between plaintext and its hash are not suitable for the message digest and it is simply
broken by the attacker. Future research will focus on discovering the relationship in big data
by dCorr measurement.
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ABSTRACT

This study focuses on the simulation of ethylene glycol (C,H0,) — glycerol (C;HzO5) and ethylene glycol
(C,H40,) — calcium chloride (CaCl,) as separating agents in bioethanol production from fermentation
effluent. The entire process was simulated using Aspen HYSYS V7.3 software, but the main focus is
the extractive distillation where the mixture compounds were utilised. Response Surface Methodology
(RSM) was used to optimise the process variables in extractive distillation column with the separating
agent ethylene glycol, temperature, solvent to feed molar ratio and reflux ratio. Non-random two-liquid
(NRTL) model was used for activity coefficients of mixture from Aspen properties databank. Results
show that both mixture compounds values on solvent to feed molar ratio, reflux ratio and reboiler
energy consumption were slightly different as separating agent temperature maintained at 80 oC and
ethanol composition in distillate was 99.89 mole%. The separating agents show that better ethanol-
water separation with lower energy consumption compared with a well-known single compound such
as ethylene glycol. Thus, this study is important to improve extractive distillation column operating
conditions by studying the effect of mixture compounds as separating agents in bioethanol production.

Keywords: Calcium chloride, extractive distillation, ethylene glycol, glycerol, simulation
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2012; Balat, 2011; Goh et al., 2010; Hii et al., 2010; Fenning et al., 2008; Basiron, 2005).
Bioethanol is generated from biomass by hydrolysis process, followed by sugar fermentation
process. Biomass contains a complex combination of carbohydrate polymers from plant cell
walls known as cellulose, hemi cellulose and lignin. Sugar is extracted from biomass by pre-
treating it with acids or enzymes to reduce the particle sizes and to opening up the fibrous
structure (Nitayavardhana et al., 2010). The cellulose and hemi cellulose are broken down by
enzymes or acids into glucose, and then into bioethanol by anaerobic fermentation (Ajibola
etal., 2012).

However, in alcoholic fermentation process, a large quantity of polluted water is generated
due to presence of oxygen (Nikzad et al., 2012; Lin et al., 2012). Thus, purification process
for final fermented product of bioethanol is required to recover remaining ethanol with the
aid of third component, in this case extractive compounds are useful in order to produce dry
bioethanol production (Anwar & Neni, 2012; Gil et al., 2008).

There are many alternatives to distillation for recovering ethanol from aqueous solutions,
such as membrane permeation, vacuum stripping, gas stripping, solvent extraction, adsorption
and various hybrid processes (Offeman et al., 2008). For ethanol dehydration, extractive
distillation is commonly used to recover ethanol. Extractive distillation is used to separate
azeotropic mixture by applying third solvent, known as entrainer or separating agent to alter the
relative volatility of the compounds of the mixture (Gil et al., 2008). However, many studies
have been done using a pure component as entrainer to improve the value of bioethanol (Gil et
al., 2014; Gil et al., 2012; Llano-Restrepo & Aguilar-Arias, 2003). Hence, the purpose of this
work was to investigate the effect of entrainer as solvent in extractive distillation process of
bioethanol from fermentation effluent in order to produce high purity bioethanol. Optimisation
of ethanol dehydration is also important due to high energy consumption and capital investment
cost (Bastidas et al., 2010).

There are three main objectives for this study. First, to develop a simulation process of
bioethanol production from fermentation effluent using Aspen HYSYS V7.3 software and
the main focus for the simulation is the extractive distillation. Second, to study the effect of
process variables in extractive distillation which are separating agents concentration glycerol
(C;H;0;) and calcium chloride (CaCl,) in ethylene-glycol (C,H40,), feed temperature, solvent
to feed molar ratio and reflux ratio (Gil et al., 2008; Gil et al., 2014). The responses are ethanol
composition in distillate and energy consumption by reboiler. Third, to design an experiment
using response surface methodology (RSM) for analysing the contribution of process variables
in order to optimise the extractive distillation column.

METHODS

Process Flow

There are two main steps to obtain dry ethanol: removal of solid and liquid substance from
effluent and bioethanol refining. The bioethanol dehydration process is shown in Figure 1.
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Fermentation effluent

(10% ethanol, 83% water, 4% sucrose and 3% yeast)
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Figure 1. Process flow diagram of bioethanol production from fermentation effluent

Materials

The fermented feed proposed in this process contains yeast, sucrose, ethanol and water. By
taking composition of dissolved carbohydrate from molasses and carbohydrate conversion into
ethanol entering distillation column, the proportion of water and ethanol are be 83% and 10%
respectively (75% sugar converted) respectively. The rest of the unconverted sugar consists
of sucrose (4%), glucose and fructose. The remaining is assumed as the equivalent amount of
yeast. To conclude, the compositions are 10% ethanol, 83% water, 4% sucrose and 3% yeast
(Amin et al., 2013; Arvinius et al., 2010). The components are set according to their name in
HYSYS except for yeast which is named carbon. Carbon serves the same function as yeast
that can settle in the rotary drum vacuum filter.

Process Description

Starting from rotary drum vacuum filter, the temperature of the unit is 25°C and yeast is removed
from the effluent that leaves ethanol, water and sucrose as the by-product. The stream is feed
to flash distillation where the feed temperature is adjusted to 170°C and sucrose is eliminated.
Then, ethanol and water are fed to fractional distillation and the feed temperature is lowered to
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78.1°C. The column parameters such as number of stages, distillate flow and reflux ratio are 10,
100 kmol/hr and 0.3 respectively and adjusted until 88% ethanol is achieved in the top stream.
Lastly, ethanol-water or azeotrope mixture enters the extractive distillation and it is mixed with
the separating agent. The feed temperature is maintained at 78.1°C. Other parameters such, as
distillate rate, azeotrope molar flow, number of theoretical stages, separating agent stage and
azeotrope stage are 86.8 kmol/hr, 100 kmol/hr, 18, 3 and 12 respectively. Table 1 shows the
initial process variables for extractive column (Gil et al., 2014; Gil et al., 2008).

Table 1
Initial value of process variables for extractive column

Parameter Initial value

Separating agent concentration in ethylene glycol, mole% C;H50; = 0.4; CaCl, = 0.05
Separating agent temperature, °C 80

Solvent-feed ratio 0.8

Reflux ratio 0.5

Simulation Process

Aspen HYSYS V7.3 software is used to develop simulation for bioethanol production from
fermentation effluent, while non-random two-liquid (NRTL) thermodynamic model is used
to calculate the activity coefficients for the mixture (Llano-Restrepo and Aguilar-Arias, 2003;
Gil et al., 2012; Gil et al., 2014; Lars, 2012). Initial data as discussed previously, is used and
adjusted in the simulation to satisfy the end result.

Statistical Analysis

In order to study the interaction between e process variables - third component feed temperature,
solvent concentration in ethylene glycol (C,H4O,) — glycerol (C;H;05) and ethylene glycol
(C,H0,) — calcium chloride (CaCl,), solvent to feed molar ratio and reflux ratio, a statistical
analysis is required, and to study the interaction between variables, considering the composition
of ethanol in distillate and energy consumption by reboiler in order to optimise the process and
to obtain anhydrous ethanol. RSM in Design Expert 7 software is used to perform the process
variables relation (Myers & Montgomery, 1995).

RESULTS AND DISCUSSION

Simulation

The simulation is done by parts based on HYSYS and Aspen Properties databank at steady
state (Julio, n.d.; Smejkal & Soos, 2002; Seider et al., 1999). The first part is the rotary drum
vacuum filter until fractional distillation, the thermodynamic model general NRTL is used
in HYSYS. The second part is extractive and recovery distillation column where NRTL is
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used to estimate the activity coefficients of mixture from Aspen properties. The reason is that
carbon may not be pure component as solid form in Aspen properties. Hence, separation of
carbon cannot be done. General NRTL is performed because it analyses the system according
to molecular interaction. However, carbon atom is considered as solid. Additionally, the NRTL
model is the best fit for ethanol-water system or exhibits phase splitting (Ngema, 2010).
Figure 2 shows the simulation process of bioethanol production from fermentation effluent.
In Figure 2, the blue line indicates the simulation is working. The red dash line region shows
an extractive distillation where ethanol-water separation occurs - the focus of this study. The
bottom distillate for recovery column is not recycled into the extractive column in order to
maintain the composition and temperature of initial separating agent entering the column as
it is studied in a particular range.

——
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AZEOTROPE
FERMEN
EFFLUE =
VACUUM
FILTER -
FRACTIONAL
YEAST SUCROSE DISTILLATION
——>
ENTRAINER Q104 eTiye
— DRY e
ETHANOL WATER
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DISTILLATION ENTRAINER RECOVE

Figure 2. Simulation process of bioethanol production from fermentation effluent

In order to study the effect of process variables related to separating agent in extractive
distillation process, these variables are set in a range, solvent concentration in C,H¢O, for
C;H;50; 15 0.3 to 0.7; meanwhile CaCl, is 0.05 to 0.1. The separating agent temperature, solvent
to feed molar ratio and reflux ratio are 60 to 110°C, 0.3 to 1 and 0.3 to 0.8 respectively. As for
responding variables, molar fraction of ethanol in distillate and reboiler energy consumption,
kJ/kg of ethanol is chosen. The four ranges of process variables are important which are used
in Design Expert 7.0 to help in interpretation of the multi-factor to produce comprehensive
data (Buxton, 2007; Myers and Montgomery, 1995). The responses values are keyed in based
on Aspen HYSYS V7.3 result according to values of factors as shown in Table 2 and 3.
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Table 2
Design process variables data for C,HO, and C;H;0;

Factor 1 Factor 2 Factor 3 Factor 4 Response 1 Response 2
C;H;0, Separating Solvent-feed Reflux ratio Molar fraction Reboiler
concentration  agent molar ratio of ethanol in energy
in C,H,O,, temperature, distillate consumption,
mole fraction  °C (kJ/kg of
ethanol)
0.50 110.00 0.65 0.55 0.999 1473.22
0.50 85.00 0.65 0.55 0.9992 1552.91
0.70 60.00 0.30 0.30 0.9807 1218.12
0.30 60.00 0.30 0.30 0.9711 1203.87
0.70 60.00 1.00 0.30 0.9999 1723.93
0.30 110.00 1.00 0.30 0.9956 1361.24
0.30 60.00 0.30 0.80 0.9804 1629.71
0.70 60.00 1.00 0.80 1.0000 2146.29
0.50 85.00 0.65 0.55 0.9992 1551.91
0.50 85.00 0.65 0.55 0.9992 1551.91
0.50 85.00 0.65 0.30 0.9975 1336.84
0.70 110.00 0.30 0.80 0.9864 1571.86
0.50 85.00 0.65 0.55 0.9992 1552.41
0.30 110.00 0.30 0.60 0.9803 1568.10
0.70 110.00 1.00 0.80 0.9999 1898.47
0.30 60.00 1.00 0.30 0.9994 1595.05
0.50 85.00 0.30 0.55 0.9821 1393.68
0.50 85.00 1.00 0.55 0.9999 1752.19
0.50 85.00 0.65 0.80 0.9993 1765.57
0.50 60.00 0.65 0.55 0.9992 1625.97
0.50 85.00 0.65 0.55 0.9992 1552.66
0.70 85.00 0.65 0.55 0.9996 1583.79
0.30 60.00 1.00 0.80 0.9998 2018.76
0.70 60.00 0.30 0.80 0.9863 1648.01
0.30 85.00 0.65 0.55 0.9983 1516.40
0.70 110.00 0.30 0.30 0.9749 1142.97
0.70 110.00 1.00 0.30 0.9994 1473.24
0.50 85.00 0.65 0.55 0.9992 1553.16
0.30 110.00 1.00 0.80 0.9998 1799.40
0.30 110.00 0.30 0.30 0.9658 1135.09

The tables show that reboiler energy consumption increases as molar fraction of ethanol in
distillate increases. The result is analysed to verify the factors of significant effect toward the
responses. The analysis is called ANOVA (analysis of variance) used as alternative method to
highlight the active factor (Myers & Montgomery, 1995).
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Table 3
Design process variables data for C,HO, and CaCl,

Factor 1 Factor 2 Factor 3 Factor 4 Response 1 Response 2
CaCl, Separating Solvent-feed Reflux ratio Molar fraction Reboiler
concentration  agent molar ratio of ethanol in energy
in C,H,O,, temperature, distillate consumption,
mole fraction  °C (kJ/kg of
ethanol)
0.08 60.0 0.65 0.55 0.9951 1535.74
0.05 110.00 1.00 0.30 0.9870 1284.96
0.08 85.00 0.30 0.55 0.9689 1372.16
0.10 85.00 0.65 0.55 0.9937 1472.14
0.05 60.00 1.00 0.30 0.9976 1493.49
0.08 85.00 0.65 0.80 0.9962 1687.72
0.05 110.00 1.00 0.80 0.9992 1724.04
0.10 60.00 1.00 0.30 0.9967 1484.72
0.08 85.00 0.65 0.55 0.9943 1474.28
0.08 85.00 0.65 0.55 0.9943 1474.28
0.10 110.00 1.00 0.30 0.9850 1282.54
0.08 85.00 1.00 0.55 0.9985 1610.51
0.05 60.00 0.30 0.30 0.9622 1190.68
0.08 85.00 0.65 0.55 0.9943 1474.28
0.10 60.00 0.30 0.30 0.9594 1192.05
0.10 60.00 1.00 0.80 0.9992 1911.43
0.08 85.00 0.65 0.55 0.9942 1473.29
0.05 60.00 0.30 0.80 0.9742 1620.43
0.10 60.00 0.30 0.80 0.9716 1612.98
0.10 110.00 0.30 0.30 0.9553 1136.25
0.05 110.00 0.30 0.80 0.9737 1561.26
0.05 85.00 0.65 0.55 0.9950 1474.54
0.08 85.00 0.65 0.55 0.9943 1471.77
0.08 85.00 0.65 0.30 0.9845 1255.43
0.05 110.00 0.30 0.30 0.9577 1134.72
0.10 110.00 1.00 0.80 0.9989 1722.22
0.08 85.00 0.65 0.55 0.9942 1472.77
0.10 110.00 0.30 0.80 0.9711 1562.23
0.05 60.00 1.00 0.80 0.9994 1919.94
0.08 110.00 0.65 0.55 0.9928 1408.09

In ANOVA, if the p-value is less than 0.05, it means the model (or term) is statistically
significant. A value of more than 0.10 indicates the model is not significant and if it is in between
0.05 and 0.10, then the model may be significant (Ngema, 2010; Anderson & Whitcomb, 2005).
The analysed result is a quadratic model that allows for curvature in the effect of a control on
the response (Buxton, 2007; Myers & Montgomery, 1995). Tables 4 shows the ANOVA for
response surface quadratic model on both responses.
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Simulation of Mixture Compounds for Bioethanol Product

The ANOVA analysis for C,H¢O,- C;H3O; of responses with variation of factors is
represented by polynomial equations 1 and 2.

X=1+2033x10°A-8.722x10*B+0.010 C+2.661 x 10° D+ 1.813x 10*AB —1.631
x 107 AC-6.687x 10*AD+4.188x 10*BC+9.563 x 10*BD—2.231 x 10°* CD - 5.640
x 10*A?2-4.140x 10* B2 - 8.514 x 10° C*>— 1.114 x 10 D? (1)

X =1552+32.06A—-77.01 B+180.95C+21421D—-4.14AB+2646 AC-090AD —
41.87BC+147BD-051CD-0.41A*-191B2+21.43C*-0.30 D? 2)

Based on Table 4 for reboiler energy consumption, the four factors show significant p-value that
is less than 0.05. In other words, the effects are significant for the response (CAMO Software
AS, 2016). As for Table 4 for molar fraction of ethanol in distillate, only separating agent feed
temperature is not significant, and it can be concluded that the investigated factor does not
affect the response. In contrast, the concentration of calcium chloride in ethylene glycol is not
showing significant result for both responses as can be seen in Table 5.

The ANOVA analysis for C,HsO, - CaCl, of responses with variation of factors is
represented by polynomial equations 3 and 4.

X=0.99-8389x 10*A-1.928x 10°B+0.015C+545x10°D-5x 10°AB+4.375x
10*AC+1.5x10*AD-825x10*BC+1.838x 10°BD-1.6x 10°CD +3.535x 10"
A?—-4.649x 10°B2-0.01 C*-3.646 x 10° D? 3)

X=1473.19-1.53 A-63.62B +113.95C+ 21486 D+ 135AB-1.12AC-0.53AD -
3588BC+1.72BD +1.80 CD + 0.40 A>—1.03 B> +18.40 C*-1.37 D? 4)

Both solvents with the four factors studied has shown a model with significant effect on the
response molar fraction of ethanol in distillate and reboiler energy consumption. Then, model
graphs can illustrate the relationship between factors and responses in 3D surface. Two variables
and one response for three tests are selected to standardise the study on the effect for both
mixture compounds as separating agent.

Effect of Separating Agent Concentration in C,HO,

The effect of separating agent concentration is analysed by fixing two factors at constant such
as separating agent temperature, and solvent to feed ratio, 80°C and 0.65 respectively. Figure
3 shows the ethanol in distillate curvature purity increases moderately from the lowest value
of reflux ratio and glycerol to the highest. Figure 4 shows a linear behaviour of negative slope
when the reflux ratio value decreases at constant glycerol concentration in C,H¢O,. Meanwhile,
increasing the value of concentration of C;HgO; in C,H4O, consumes higher energy in reboiler
at constant reflux ratio.
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Simulation of Mixture Compounds for Bioethanol Product

Solvent temperature = 80 °C
Solvent to feed molar ratio = 0.65

Molar fraction of ethanol in distillate

D: Reflux ratio 0 ‘% Glycerol concentration in ethlyene glycol, mole fraction

Figure 3. Effect of C;HzO; concentration in C,H4O, and reflux ratio on response 1

Solvent temperature = 80 °C
Solvent to feed molar ratio = 0.65

Reboiler energy consumption (kJ/kg of ethanol)

D: Reflux ratio 040 p: Glycerol concentration in ethiyene glycol, mole fraction
030700

Figure 4. Effect of C;HzO; concentration in C,H¢O, and reflux ratio on response 2

For C,H4O, and C;H;0;, the ethanol in distillate purity increases moderately until it reaches
the maximum concentration from the lowest value of reflux ratio and C;H;O; concentration
until the highest. In terms of energy, it presents a linear behaviour of negative slope when
reflux ratio value decreases at constant C;HyO; concentration and increasing value of C;HzO;
concentration consumes higher energy at reboiler by constant reflux ratio. The most adequate
composition of C;HzO; in C,H40, is between 40 until 50 mol% of C;HzOs. Hence, 40 mol%
of C;H30,3 is chosen.

The reduction of energy consumption for reboiler is explained by lowering the reflux ratio
compared with C;HgO; concentration. Therefore, the most adequate composition of C;HgO; in
C,H40; is between 40 until 50 mol% of glycerol. Hence, 40 mol% of C;H;0; is chosen. This
concentration is within the range as reported by Gil et al. (2014) and by setting 60 mol% of
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C,H60, and 40 mol% of C;H;0;, a distillate in steam with 0.999 or higher, molar composition
of ethanol can be achieved.

Figures 5 and 6 show the CaCl, concentration increases at constant reflux ratio, ethanol in
distillate slightly decreases and energy consumption slope almost approaches zero. This pattern
of CaCl, concentration affecting the distillate purity is also reported by Gil et al., (2008) that
distillate purity is higher for the 0.05 and 0.075 g of CaCl,/mL of C,H60, compared with 0.075
and 0.1 g of CaCl,/mL of C,H60,. Energy consumption can be minimised as benefit of salt
in solvent that helps to reduce number of theoretical stages needed for the separation, which
is lower than only using C,H60, from previous study. Presence of CaCl, combined with low
reflux ratio diminishes the amount of energy consumption. Hence, the CaCl, concentration is
fixed at 0.075 mol% to achieve lower energy utilisation at reboiler.

Solvent temperature = 80 °C
Solvent to feed molar ratio = 0.65

Molar fraction of ethanol in distillate

D: Refiux ratio 9% A: CaCl concentration in ethiyene glycol, mole fraction

0307005

Figure 5. Effect of CaCl, concentration in C,HO, and reflux ratio on response 1

Solvent temperature = 80 °C
Solvent to feed molar ratio = 0.65
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Reboiler energy consumption (kJ/kg of ethanol)

D: Reflux ratio 008 A: CaCl concentration in ethlyene glycol, mole fraction
0307005

Figure 6. Effect of CaCl, concentration in C,HO, and reflux ratio on response 2
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Simulation of Mixture Compounds for Bioethanol Product

Effect of Separating Agent Feed Temperature

The initial feed temperature of separating agent has a significant effect on purity of ethanol
in distillate and energy utilisation compared with reflux ratio. Increasing the temperature
to separate the agent entering the column requires high reflux ratio to reach high ethanol
composition in distillate as shown in Figures 7, 8, 9, and 10. This is because as the temperature
of separating agent increases, water at the top stage vaporises and it condenses together with
ethanol that leads to reduction of ethanol purity (Gil et al., 2008). Thus, higher reflux ratio is
needed to balance this effect. For both cases, 80°C was used as the temperature of separating
agent.

Solvent to feed molar ratio = 0.65
Glveerol concentration in solvent = 0.4

Molar fraction of ethanol in distillate

B: Separating agent temperature,“C

D: Reflux ratio

Figure 7. Effect of C,H40,-C;H30; temperature and reflux ratio on response 1

Solvent to feed molar ratio = 0.65
Glveerol concentration in solvent = 0.4

1365

1220

Reboiler energy consumption (kJ/kg of ethanol)

B: Separating agent temperature,°C

11000 0.30

D: Reflux ratio

Figure 8. Effect of C,H40,-C;H30; temperature and reflux ratio on response 2
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Solvent to feed molar ratio = 0.65
CaCl» concentration in solvent = 0.075

0.997
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Molar fraction of ethanol in distillate

60.00

B: Separating agent temperature, °C

D: Reflux ratio
110007030

Figure 9. Effect of C,H40,- CaCl, temperature and reflux ratio on response 1

Solvent to feed molar ratio = 0.65
CaCl, concentration in solvent = 0.075

1750

1610

1470

1330

1190

Reboiler energy consumption (kJ/kg of ethanol)

7250

0.80
85.00
B: Separating agent temperature, °C
97.50

110.00 ~0.30

D: Reflux ratio

Figure 10. Effect of C,H40,- CaCl, temperature and reflux ratio on response 2

Effect of Solvent to Feed Molar Ratio

The concentration of C;H;O; and CaCl, in C,H,0, was chosen constant at 0.4 mol% and 0.075
mol% respectively and the separating agent temperature was set at 80°C. Based on Gil et al.,
(2008), solvent to feed ratio causes a direct effect on the distillate purity. In order to evaluate
this effect, the solvent to feed molar ratio with a of range 0.3 to 1.0 is analysed. Figures 11,
12, 13, and 14 represent the results of the assessment.
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Simulation of Mixture Compounds for Bioethanol Product

Solvent temperature = 80°C
Glvcerol concentration in solvent = 0.4

Molar fraction of ethanol in distillate

D: Reflux ratio C: Solvent-feed molar ratio

0307030

Figure 11. Effect of C,HO, -C;H;0; to feed ratio and reflux ratio on response 1

Solvent temperature = 80 °C
Glycerol concentration in solvent = 0.4

1970

17725

1575

13775

1180

Reboiler energy consumption (kJ/kg of ethanol)

D: Reflux ratio C: Solvent-feed molar ratio

0307030

Figure 12. Effect of C,H(O, -C;H;0; to feed ratio and reflux ratio on response 2

Different values of solvent to feed ratio at constant reflux ratio can either increase or reduce
energy consumption. In order to maintain the solvent to feed ratio with increasing reflux ratio
causes increase in energy consumption. However, by making solvent to feed ratio constant
and setting the reflux ratio until targeted distillate is achieved needs more energy in reboiler.
For this reason, the reflux ratio must be performed in the lowe