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Speaker recognition is popular and feasible for online applications such as the telephone or network. However, low recognition performance and various vulnerable slots in online speaker recognition systems are two main problems. Although some of these slots can be secured by digital speech watermarking, applying robust watermark can still seriously degrade the recognition performance of online speaker recognition systems. The main aim of this thesis was to improve the security of the communication channel, robustness, and recognition performance of online speaker recognition systems by applying digital speech watermarking. In this thesis, Multi-Factor Authentication (MFA) method was used by a combination of PIN and voice biometric through the watermarks. For this reason, a double digital speech watermarking was developed to embed semi-fragile and robust watermarks simultaneously in the speech signal to provide tamper detection and proof of ownership respectively. For the blind semi-fragile digital speech watermarking technique, Discrete Wavelet Packet Transform (DWPT) and Quantization Index Modulation (QIM) were performed to embed the watermark in an angle of the wavelet’s sub-bands where more speaker specific information was available. For watermarking the encrypted PIN in voice, a blind and robust digital speech watermarking was used by applying DWPT and multiplication. The PIN was embedded by manipulating the amplitude of the wavelet’s sub-bands where less speaker specific information was available. A frame selection technique was also applied to weigh the amount of speaker-specific information available inside the speech frames. In the developed frame selection technique, Linear Predictive Analysis (LPA) was applied to separate the system features (formants) and source features (residual errors) of the speech frames. Then, a frequency weighted function was used to quantify the formants. High order correlation and high order statistics were used for weighting the residual errors. The lower frames’ weight could be ignored for online speaker recognition systems but applied for digital speech watermarking.

TIMIT, MIT, and MOBIO speech corpuses were used for evaluating the developed systems. The experimental results showed that a combination of DWPT and multiplication for robust digital speech watermarking technique had higher robustness as compared to other robust
watermarking techniques, such as Discrete Wavelet Transform (DWT) with Singular Value Decomposition (SVD) and Lifting Wavelet Transform (LWT) with SVD, against different attacks such as filtering, additive noise, compression, re-quantization, resampling, and different signal processing attacks. Furthermore, this technique had less degradation on the performance of speaker recognition verification and identification which were 1.16% and 2.52% respectively. For semi-fragile watermark, the degradation for speaker verification and identification were 0.39 % and 0.97 % respectively which can be ignored. Twenty percent of the speech frames could be watermarked without serious degradation for the recognition performance of speaker recognition. The identification rate and Equal Error Rate (EER) were improved to 100% and 0% respectively by applying digital speech watermarking. As a conclusion, the digital speech watermarking can enhance the security of the online speaker recognition systems against spoofing and communication attacks while improving the recognition performance by solving problems and overcoming limitations.
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Korpus pertuturan TIMIT, MIT dan MOBIO telah digunakan untuk menilai sistem pengecaman suara dalam talian tersebut. Keputusan eksperimen menunjukkan bahawa teknik gabungan DWPT dan pendaraban untuk tera air pertuturan digital yang lasak bukan sahaja mempunyai kebolehtahanan yang tinggi berbanding dengan teknik tera air lasak yang lain, seperti Perubahan Gelombang Kecil Diskret (DWT) dengan SVD dan Perubahan Gelombang Kecil Angkatan (LWT) dengan SVD, malahan terhadap serangan-serangan yang lain seperti penapisan, hingga tambahan, pemampatan, pengkuantuman-semula, persampelan semula, dan serangan-serangan pemprosesan isyarat yang lain. Tambahan pula, teknik ini mempunyai penurunan yang lebih kecil ke atas prestasi pengenalpastian dan pengesahan pengecaman suara dimana masing-masing adalah 1.16% dan 2.52%. Bagi tera air separa-rapuh, penurunan pengesahan suara dan pengenalpastian masing-masing adalah 0.39% dan 0.97% dimana ianya boleh diabaikan. Dua puluh peratus daripada bingkai pertuturan boleh diterapkan tera air tanpa penurunan secara serius kepada prestasi pengecaman suara. Kadar pengenalpastian dan Kadar Ralat Sama (EER) telah diperbaiki masing-masing kepada 100% dan 0% dengan menggunakan tera air pertuturan digital. Sebagai kesimpulan, tera air pertuturan digital mampu meningkatkan keselamatan sistem pengecaman suara secara dalam talian terhadap penipuan dan serangan-serangan komunikasi, prestasi pengecaman dan menyelesaikan banyak masalah serta kelemahan.
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<td>EBU</td>
<td>European Broadcasting Union</td>
</tr>
<tr>
<td>EER</td>
<td>Equal Error Rate</td>
</tr>
<tr>
<td>EM</td>
<td>Expected Maximization</td>
</tr>
<tr>
<td>FAR</td>
<td>False Acceptance Rate</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FNR</td>
<td>False Negative Rate</td>
</tr>
<tr>
<td>FPR</td>
<td>False Positive Rate</td>
</tr>
<tr>
<td>FRR</td>
<td>False Rejection Rate</td>
</tr>
<tr>
<td>GGD</td>
<td>Generalized Gaussian Distribution</td>
</tr>
<tr>
<td>GLDS</td>
<td>Generalized Linear Discriminative Sequence</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td>HAS</td>
<td>Human Auditory System</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>HOCOR</td>
<td>Haar Octave Coefficient of Residual</td>
</tr>
<tr>
<td>HOS</td>
<td>Higher Order Spectral (Statistics)</td>
</tr>
<tr>
<td>HVS</td>
<td>Human Vision System</td>
</tr>
<tr>
<td>IUT-I</td>
<td>International Telecommunications Union</td>
</tr>
<tr>
<td>JFA</td>
<td>Joint Factor Analysis</td>
</tr>
<tr>
<td>LAR</td>
<td>Log Area Ratio</td>
</tr>
<tr>
<td>LBG</td>
<td>Linde Buzo Gray</td>
</tr>
<tr>
<td>LPA</td>
<td>Linear Predictive Analysis</td>
</tr>
<tr>
<td>LPC</td>
<td>Linear Predictive Coefficient</td>
</tr>
<tr>
<td>LPCC</td>
<td>Linear Predictive Cepsstral Coefficient</td>
</tr>
<tr>
<td>LPF</td>
<td>Low Pass Filter</td>
</tr>
<tr>
<td>LSP</td>
<td>Line Spectrum Pair</td>
</tr>
<tr>
<td>LPRC</td>
<td>LP-Residual Cepsrum Coefficient</td>
</tr>
<tr>
<td>LVQ</td>
<td>Learning Vector Quantization</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWT</td>
<td>Lifting Wavelet Transform</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori</td>
</tr>
<tr>
<td>MFCC</td>
<td>Mel Frequency Cepstrum Coefficient</td>
</tr>
<tr>
<td>MLLR</td>
<td>Maximum Likelihood Linear Regression</td>
</tr>
<tr>
<td>MNB</td>
<td>Measuring Normalized Blocks</td>
</tr>
<tr>
<td>MOS</td>
<td>Mean Opinion Score</td>
</tr>
<tr>
<td>MRT</td>
<td>Modified Rhyme Test</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>MSF</td>
<td>Magnitude Sum Function</td>
</tr>
<tr>
<td>NAP</td>
<td>Nuisance Attribute Project</td>
</tr>
<tr>
<td>PCA</td>
<td>Principle Component Analysis</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PESQ</td>
<td>Perceptual Evaluation of Speech Quality</td>
</tr>
<tr>
<td>PIN</td>
<td>Personal Identification Number</td>
</tr>
<tr>
<td>PMC</td>
<td>Parallel Model Combination</td>
</tr>
<tr>
<td>PQ</td>
<td>Pre-Quantization</td>
</tr>
<tr>
<td>PSK</td>
<td>Probabilistic Sequence Kernel</td>
</tr>
<tr>
<td>PSNR</td>
<td>Peak Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>PSQM</td>
<td>Perceptual Speech Quality Measure</td>
</tr>
<tr>
<td>PSTN</td>
<td>Public Switched Telephone Network</td>
</tr>
<tr>
<td>QIM</td>
<td>Quantization Index Modulation</td>
</tr>
<tr>
<td>RASTA</td>
<td>RelAtive SpecTrAl</td>
</tr>
<tr>
<td>RDM</td>
<td>Rational Dither Modulation</td>
</tr>
<tr>
<td>RLP</td>
<td>Regularized Linear Prediction</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>SAD</td>
<td>Speech Activity Detection</td>
</tr>
<tr>
<td>SD</td>
<td>Spectral Distortion</td>
</tr>
<tr>
<td>SDG</td>
<td>Subjective Difference Grade</td>
</tr>
<tr>
<td>SEGSNR</td>
<td>Segmental Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SMS</td>
<td>Speaker Model Synthesis</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SPL</td>
<td>Sound Pressure Level</td>
</tr>
<tr>
<td>SQAM</td>
<td>Sound Quality Assessment Material</td>
</tr>
<tr>
<td>STE</td>
<td>Short Time Energy</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>SWLP</td>
<td>Stabilized Weighted Linear Prediction</td>
</tr>
<tr>
<td>SWR</td>
<td>Signal-to-Watermark Ratio</td>
</tr>
<tr>
<td>UBM</td>
<td>Universal Background Model</td>
</tr>
<tr>
<td>VAD</td>
<td>Voice Activity Detection</td>
</tr>
<tr>
<td>VoIP</td>
<td>Voice over IP</td>
</tr>
<tr>
<td>VQ</td>
<td>Vector Quantization</td>
</tr>
<tr>
<td>WCCN</td>
<td>Within-Class Covariance Normalization</td>
</tr>
<tr>
<td>WLP</td>
<td>Weighted Linear Prediction</td>
</tr>
<tr>
<td>XOR</td>
<td>Exclusive OR</td>
</tr>
<tr>
<td>ZCC</td>
<td>Zero Crossing Count</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 Overview

Many biometric features such as face, iris, hand, fingerprint, and voice have been used for biometric systems. However, each biometric technique has its pros and cons which are summarized in Table 1.1. Although the amount of False Non-Match Rate (FNMR) and False Match Rate (FMR) for the speech biometric technique is not accurate as compared to other biometric techniques, speech biometric is still suitable technique due to cost-effectiveness, less signal processing complexity (one-dimensional nature), and ease of use with less restrictions for recording.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>FNMR (%)</th>
<th>FMR (%)</th>
<th>Ease of use</th>
<th>Template size</th>
<th>Sensor cost</th>
<th>Long term stability</th>
<th>User acceptance</th>
<th>Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>4</td>
<td>10</td>
<td>M</td>
<td>1 kB</td>
<td>≈ 100$</td>
<td>M</td>
<td>H</td>
<td>Head pose, lighting, background, glasses, hair, facial expression, age.</td>
</tr>
<tr>
<td>Speech</td>
<td>15</td>
<td>3</td>
<td>H</td>
<td>2-3 kB</td>
<td>≈ 25 $</td>
<td>M</td>
<td>H</td>
<td>Illness, age, stress, fatigue, environment.</td>
</tr>
<tr>
<td>Iris</td>
<td>6</td>
<td>0.001</td>
<td>L</td>
<td>256 Byte</td>
<td>≈ 400 $</td>
<td>H</td>
<td>L</td>
<td>Poor lighting, eye position.</td>
</tr>
<tr>
<td>Fingerprint</td>
<td>2</td>
<td>2</td>
<td>M</td>
<td>0.5 kB</td>
<td>≈ 200$</td>
<td>H</td>
<td>M</td>
<td>Dryness, sensor noise, dirt, bruises.</td>
</tr>
<tr>
<td>Hand</td>
<td>1.5</td>
<td>1.5</td>
<td>M</td>
<td>0.1 kB</td>
<td>≈ 1500$</td>
<td>M</td>
<td>M</td>
<td>Hand injury, age.</td>
</tr>
</tbody>
</table>

- H=High, M=Medium, L=Low

Speech is the most important form of human communication as it reveals valuable information about a speaker. Speaker recognition is a kind of speech recognition system with speaker identification which involves identifying an unknown speaker by using a population of known speakers. This system also has speaker verification, as the most popular type of general biometric verification method which aims to verify the identity of a given speaker from a population of known speakers. Figure 1.1 shows how the technology of speaker recognition is a branch of speech processing science (Reynolds, 2010).
Speaker recognition is designed as a system of pattern recognition. Firstly, a speech signal is sampled, quantized, and filtered. Then, it is used for the extraction of acoustic features. Secondly, this system uses acoustic features for training a speaker model. In the recognition (testing) phase, the extracted features from a test speech signal are matched with a speaker model for scoring. Figure 1.3 presents enrolment and recognition phases in an online recognition system which can be online speaker verification (with the result of acceptance or rejection) or online speaker identification (with the result of speaker ID).

Speaker recognition has applications for forensics, structuring audio information, games, access control and secured transition on telecommunication, and telephone banking as in Figure 1.2. The demand for speaker recognition applications comes from various fields, namely, tele-commerce, automobile industry, robotics, forensics, airports, smart homes, office environments, and law courts. The speaker recognition system may not be popular for on-site application (where the person needs to be in front of the system to be recognized) due to its inability to provide a certain level of reliability and security as compared to other biometric recognition techniques such as iris printing and fingerprinting. However, this system is still popular for online applications where the person can access the system through a remote terminal such as telephone or network (Bimbot et al., 2004). Online speaker recognition is also feasible for biometric system developers due to three main reasons (Fazel and Chakrabartty, 2011). Firstly, speech is easy to be produced, captured, and transmitted as it has a lower cost compared to other biometric recognition techniques. Secondly, speech is non-invasive and does not need direct contact with or to be perceived by an individual. Thirdly, speech can reveal information about an individual’s gender, age, and emotion which is hidden from other biometric recognition techniques such as iris printing and fingerprinting (Fazel and Chakrabartty, 2011). Traditionally, the main application for speaker recognition is to be useful wherever there is a need to recognize a speaker’s conversation over voice.
channel such as telephone, wireless phone, or Voice over IP (VoIP). Secure and robust recognition is the primary concern of an online speaker recognition system for commercial applications. In this thesis, the main interest is increasing the security of communication channel and recognition performance of speaker recognition systems.

Figure 1.2. Android apps of voicekey for smartphone (Khitrov, 2013)

Online speaker recognition systems must have enough security and robustness to operate in real-word environments. However, there are potential vulnerable cracks which threaten online speaker recognition systems. In (Fatinez-Zanuy, 2004), eight points of vulnerability in these types of online biometric systems are discussed. Figure 1.3 shows that: (a) In a speech recorder (a microphone or sensor), an impostor may try to trick the system by imitating the speech of an authorized user; (b) In the transmission channel, the impostor, by locating in a different origin, may influence the system’s security by using a stored tape of the authorize user, especially when online communication takes place on a wireless channel; (c) The feature extractor may be cracked by forcing it to produce the impostor’s desired features; (d) The originally extracted features can be attacked by transmitting them to a classifier especially for online recognition purposes. Some applications may try to extract the features and send them to an online host for recognition as less amount of information is needed for transmission; (e) Other attacks may happen by manipulating the scores which are produced by the classifier, regardless of the features’ sets; (f) The database can be altered and hence degrade the performance of an online speaker recognition system; (g) During transmission and storage a template which is used to extract the features, the impostor can replace these features easily; (h) Efforts to bypass the whole online speaker recognition
system can be done by manipulating the decision.

Figure 1.3. Eight vulnerable slots are presented in online speaker recognition systems (Fatindez-Zanuy, 2004; Wu et al., 2015)

All these attacks can be divided into two main classes (Fatindez-Zanuy, 2004). Firstly, communication attacks or “replay attacks” happen (b, d, g, and h) when the impostor tries to capture the speaker’s feature. These attacks are due to an unsecured transmission channel. These types of attacks can be protected and secured by time stamp and watermarking. Recently, speech watermarking is used to secure the communication channel against intentional and unintentional attacks for speaker verification and identification purpose (Faundez-Zanuy et al., 2006; Al-Nuaimy et al., 2011; Faundez-Zanuy et al., 2007). Secondly, “system module attacks” (a, c, e, and f) happen when the impostor tries to break the module by generating huge random data. For instance, in the case of online speaker recognition, the impostor may use tremendous efforts to synthesize the speech, the features or the template of an authorized user. Although these types of attack can be secured by prohibiting extra access for one account in a special time period, other accounts can still be faked.

As discussed, speaker recognition technology has many benefits; however, two main problems still exist. Firstly, the recognition performance of online speaker recognition is not high enough (as it cannot provide 100% correct recognition). The user is inconvenienced by having false nonmatching (Khitrov, 2013; O’Gorman, 2003). Secondly, online speaker recognition is widely used in unattended telephony applications which can be exposed to
malicious manipulation and interference compared to other biometrics. Therefore, speaker recognition has more potential for spoofing attacks. According to a recent study (Wu et al., 2015), spoofing attack is the most potentially possible attack for an online speaker recognition system. Such attack can be divided into four attack classes such as impersonation, replay, speech synthesis, and voice conversion. Table 1.2 presents the most recent studies on the performance of the online speaker recognition system under various spoofing attacks. Table 1.2 is based on a recent survey paper (Wu et al., 2015). In addition to this vulnerability risk, high False Acceptance Rate (FAR) also can threaten the security of online speaker recognition systems. For this reason, today’s technology has applied multimodal and Multi Factor Authentication (MFA) to solve the recognition performance and security problems by combining different authentication factors.

Table 1.2. Different studies on effect of various spoofing attack on speaker recognition performance.

<table>
<thead>
<tr>
<th>Spoofing Attack</th>
<th>Practicality</th>
<th>Vulnerability</th>
<th>Countermeasure</th>
<th>Study</th>
<th>EER/FAR (%) before spoofing attack</th>
<th>EER/FAR (%) after spoofing attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impersonation</td>
<td>Low</td>
<td>Low</td>
<td>Non-existent</td>
<td>(Hautamäki et al., 2013)</td>
<td>9.03</td>
<td>11.61</td>
</tr>
<tr>
<td>Replay</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>(Villalba and Lleda, 2011)</td>
<td>0.71</td>
<td>20</td>
</tr>
<tr>
<td>Speech synthesis</td>
<td>Medium to high</td>
<td>High</td>
<td>Medium</td>
<td>(De Leon, 2012)</td>
<td>0.28</td>
<td>86</td>
</tr>
<tr>
<td>Voice conversion</td>
<td>Medium to high</td>
<td>High</td>
<td>Medium</td>
<td>(Kinnunen et al., 2012)</td>
<td>3.24</td>
<td>7.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Wu, 2012)</td>
<td>2.99</td>
<td>11.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alegre et al., 2012)</td>
<td>4.80</td>
<td>64.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alegre et al., 2013)</td>
<td>5.60</td>
<td>24.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alegre et al., 2013)</td>
<td>3.03</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Kons and Aronowitz, 2013)</td>
<td>1.00</td>
<td>2.90</td>
</tr>
</tbody>
</table>

1.2 Problem Statements

Watermarking is applied as a possible means to enhance the security of speaker recognition systems against communication and spoofing attacks. (Faundez-Zanuy et al., 2006; Al-Nuaimy et al., 2011; Faundez-Zanuy et al., 2007). For this reason, the watermark is embedded to verify the authenticity of the transmitter (i.e. sensor and feature extractors), and the integrity of the entire authentication mechanism. Furthermore, multimodal systems use biometric watermarking to embed one modality into a second modality as a whole to improve recognition performance (Bartlow et al., 2007; Noore et al., 2007). However, multimodal systems only improve the recognition performance but it cannot improve the security due to using the same factor which is suffering from similar vulnerabilities. The majority of the
multimodal systems are unrealistic due to high cost and using different sensor devices (Huber et al., 2011). Therefore, a few MFA systems have proposed to apply another authentication factor (i.e. PIN or token) for embedding into the biometric signal for increased recognition performance and security of the overall system (Huber et al., 2011; Jain and Uludag, 2003; Rajibul Islam et al., 2008).

However, applying robust watermarking can seriously degrade the recognition performance. Since the main aim of multimodal and MFA technologies are to enhance recognition performance, applying watermark technology in this context is questionable due to its potential degradation on recognition performance. This impact is caused by three main problems:

First, degradation of recognition performance due to robust watermarking happens when white pseudo-noise signal is added to each frame of the speech signal uniformly. However, the amount of speaker-specific information is not uniformly distributed in the speech frames (Hyon, 2012; Lu and Dang, 2008). Watermarking all the speech frames can degrade the recognition performance of speaker recognition systems. Therefore, an investigation is needed to select the frames with less speaker-specific information for watermarking.

Second, available speech watermarking techniques (Faundez-Zanuy et al., 2010; Hofbauer et al., 2009) embed the watermark in the special frequency range or the speech formants. However, these techniques can seriously degrade the speaker recognition performance. Furthermore, the available digital watermarking techniques cannot satisfy the trade-off between different factors such as robustness, blindness, capacity, and imperceptibility. For example, blindness (Al-Nuaimy et al., 2011), robustness against various digital channel attacks such as compression, resampling, re-quantization, and filtering (Hagmüller et al., 2004; Hofbauer et al., 2005; Hofbauer et al., 2009), and high complexity in terms of time and memory (Bhat et al., 2011; Hu et al., 2014; Lei et al., 2012; Li and Kim, 2014; Yong-mei et al., 2013) are the main problems of the available digital watermarking techniques.

Third, watermarking and speaker recognition systems have opposite goals whenever the Signal-to-Watermark-Ratio (SWR) is decreased and the robustness of the watermark is increased. However, the speaker identification and verification performance can be decreased (Faundez-Zanuy et al., 2006; Al-Nuaimy et al., 2011; Baroughi and Craver, 2014; Faundez-Zanuy et al., 2007). Therefore, some researchers apply semi-fragile watermarking to reduce this impact on recognition performance (Hämmerle-Uhl et al., 2011). Although semi-fragile watermarking techniques can be used for tamper detection, a requirement is still needed for robust watermarking techniques to protect the ownership (Hämmerle-Uhl et al., 2011). Therefore, providing robustness and fragility at the same time for an online speaker recognition system by developing an MFA system is the main problem. Another factor such as blindness is also important for developing MFA based on digital speech watermarking.

1.3 Objectives

The main aim of this thesis is to improve the communication channel security and recognition performance of online speaker recognition systems through digital speech watermarking. For
this reason, three problems which are discussed in Section 0, need to be solved as following objectives:

1- To investigate and develop a frame selection technique to embed frames which can preserve the most discriminative speaker-specific features when watermarking to ensure that the recognition performance of the online speaker recognition system is not significantly compromised.

2- To design a blind double watermarking system to embed the semi-fragile and robust watermarks in more and less speaker specific frequency regions respectively.

3- To develop an MFA system based on a combination of PIN and voice biometric through digital speech watermarking to embed the speaker’s PIN for improving the recognition performance and communication channel security.

1.4 Thesis Scope

This thesis analyzes online speaker recognition systems based on digital speech watermarking to improve the recognition performance and communication channel security. Such a system must have minimum degradation on the performance of speaker recognition, maximum communication channel security, and robustness against channel attacks. To achieve this aim, a new frame selection technique was developed based on speaker specific discrimination ability to select the speech frames with less speaker specific information for watermarking. In frame selection, speaker specific discrimination ability of the system (vocal tract) and source (glottal excitation) features were investigated. Furthermore, a digital speech watermarking was presented to provide robustness, capacity, and imperceptivity for this aim.

Online speaker recognition based on digital speech watermarking has the following advantages over conventional speaker recognition systems:

1. Enhance the communication channel security and robustness of the online speaker recognition system against intentional and unintentional digital channel attacks.

2. Has the possibility of embedding biometric information, e.g., Eigen-face or PIN (Jain et al., 2006) as watermark data. The speech signal also always carries the watermark and any attempt to remove the watermark causes the signal to become worthless.

3. Use the watermark as a verification and authentication technique with efficient time and complexity for online speaker recognition systems (Blackledge and Farooq, 2008).

In this thesis, the feasibility of applying digital speech watermarking is investigated for two online speaker recognition systems: speaker verification and speaker identification. To investigate the feasibility of digital speech watermarking for online speaker recognition systems, two evaluation approaches were adopted. In the first approach, the effects of watermarking on the recognition performance of conventional speaker recognition systems was studied. In the second approach, a criterion based on bit error rate (BER) was established to evaluate the recognition performance of the online speaker recognition systems based on digital speech watermarking. This thesis only concentrated on wideband speech signals with 16 kHz sampling rate which were acquired from TIMIT (Garofolo and Consortium, 1993), MIT, and MOBIO speech corporuses. For baseline speaker recognition, Mel Frequency Cepstrum Coefficients (MFCC), two baseline speaker verification systems with GMM-UBM (Reynolds et al., 2000), i-vector PLDA (Dehak et al., 2011; Kenny, 2012), and GMM speaker identification (Pathak and Raj, 2013; Reynolds, 1995) systems were implemented to study the effects of digital speech watermarking on the performance of the speaker recognition systems.
In this thesis, the watermarked speech signal was assumed to be always synchronized. The size of the frames, quantization parameters, watermark intensity, and threshold value were known at the receiver. Figure 1.4 presents the focus of this thesis to narrow down the constraints in the field of data hiding:

![Diagram showing the focus of the thesis in the field of data hiding](Image)

**Figure 1.4. Thesis focus in the field of data hiding**

### 1.5 Thesis Structure

The remainder of this thesis is organized as follows:

Chapter 2 of this thesis provides an overview on speech production system, speaker recognition technique and digital speech watermarking techniques. Firstly, basic speech processing information such as speech production model and speech characteristics is discussed. Secondly, a brief exploration on online speaker recognition techniques, problems, and solutions are explained. Furthermore, this section discusses the main parts in online speaker recognition systems such as pre-processing, robust feature extraction, robust speaker modelling, decision making, and different metrics for evaluation. Lastly, a basic theory, related, and pervious works in digital speech watermarking techniques are explained.
Chapter 3 presents an MFA approach based on digital speech watermarking for online speaker recognition with more details in four subsections. The first subsection discusses the overall framework of the proposed MFA system based on online speaker recognition and digital speech watermarking. The second subsection describes the proposed frame selection technique and how it can be applied in online speaker recognition systems properly. The third subsection presents a blind double digital speech watermarking technique. The fourth subsection discusses several advantages of the developed MFA. Furthermore, threat model and attack analysis of the developed MFA are evaluated.

Chapter 4 provides the simulation results and discussion on the proposed techniques which are presented in Chapter 3. In Chapter 4, firstly, the developed digital speech watermarking is compared to state-of-the-art digital watermarking techniques in terms of robustness, imperceptibility, capacity time, and memory. Secondly, the effects of digital speech watermarking on speaker verification and identification performance are discussed in two subsections respectively. Thirdly, the results and discussion on the developed frame selection technique is presented. Fourthly, the results of the developed MFA systems are presented. Finally, an overall discussion on the results are included in this chapter.

Lastly, Chapter 5 summarizes the contributions of this thesis, provides conclusion for this thesis, and suggests future works. The appendices provide some discussion about GGD shape estimation based on statistical moment of signal. Furthermore, the density computation of a ratio for two independent and normal variables is calculated. In addition, some discussion on tradeoff among various watermark criteria are presented by using many triangles. Furthermore, additional MATLAB script files which were implemented for the simulation of the results are provided.
CHAPTER 3

METHODOLOGY

3.1 Introduction

This chapter discusses the methodology for online speaker recognition systems based on digital speech watermarking. This chapter is organized as follow: firstly, the overall framework is discussed. Secondly, the investigation on speaker specific information in source and system features are discussed. Then, a speaker frame selection technique is developed based on system and source features. Thirdly, a blind double digital speech watermarking technique is presented. Fourthly, online speaker verification and identification systems are evaluated by using digital speech watermarking and speaker frame selection techniques. The systems can be considered as MFA systems based on speaker recognition and speech watermarking. Fifthly, threat model and attack analysis of the proposed MFA system are studied. Finally, test-bed environment for validation and simulation is discussed.

Figure 3.1 shows the conventional layered architecture for applying cryptography and watermarking. As seen, cryptographic algorithm is used on data to improve the security of watermark during channel transmission. This architecture can provide multiple lines of defense against malicious attacks and always superior to what a single line can do.

![Figure 3.1. Different layers in designing a watermark system (Cox et al., 2006)](image)
3.2 Overall Framework of MFA System Based on Online Speaker Recognition and Digital Speech Watermarking

This section reveals the overall framework of an MFA method based on online speaker recognition and digital speech watermarking to improve the security (in terms of communication channel attack, replay attack, and spoofing attack) and recognition performance. Different steps of the overall framework are shown in Figure 3.2. In the first step on the transmitter’s side, it is important to make sure that the speech signal has not already been watermarked so that it can be analyzed by steganoanalysis techniques. Then in the second step, frame selection is used to select the less contributing frames for watermarking while the more suitable ones are kept for feature extraction in the speaker recognition system. The last step on the transmitter’s side is to embed a unique speaker signature as the watermark in the less contributing frames. Before embedding, this signature is encrypted by a hashing function to provide enough level of security.

After passing through the communication channel, many factors such as attacks, noise, and environmental disturbances may corrupt the speech signal. On the receiver’s side, after synchronization (which is beyond the scope of this thesis), the watermark is extracted from the speech signal. The speaker feature also is extracted for speaker recognition systems. The combination of speaker feature as a voice biometric and the decrypted watermark as a PIN can be considered as an MFA system. Applying this MFA method based on digital speech watermarking can improve the recognition performance and communication channel security of online speaker recognition systems. Each step in Figure 3.2 is discussed in detail in the following subsections.

![Figure 3.2. The developed framework based on speaker recognition and speech watermarking in parallel ways](image)
3.2.1 Watermark Checking

In this step, firstly, the speech signal is sampled, quantized, and filtered. Secondly, the speech signal is checked for the existing watermarks. As mentioned earlier, a useful property of the watermark is that it cannot be destroyed without any serious degradation of the signal quality. If the watermark exists, it means some attacks (replay attacks) have happened. If the speech signal is clear from any watermark which can be checked by steganoanalysis techniques, it goes to the next step.

3.2.2 Proposed Frame Selection Technique

The proposed frame selection technique applied speaker discrimination information in source and system features to weigh the frames of the speech signal. For this reason, LPA was done for each frame to extract formants, gain, and residual errors. As discussed in Section 2.2, LPA can separate the source and system features of the speech signal. Therefore, LPA models the parameters of the vocal tract system; hence, glottal excitation remains in LP residual.

The frames were weighed in such a way that a higher value for the frame’s weight could show better speaker discrimination. The frame’s selection technique must be fast to ensure feasibility. The first speech signal was segmented into frames. Then some windowing functions like Ham and Hann were used. Next, pre-emphasis filter was used for each frame to remove the effect of lip radiation. LPA was then computed into LPCs, gain and LP residual. As mentioned in Section 2.2, LPCs were converted to formant bandwidth, formant frequency, and formant amplitude. Based on Equation (3.1), each frequency formant is weighted:

\[
\text{Formant} = \frac{\text{Formant amplitude}}{\text{Formant bandwidth}}
\]

Equation (3.1) finds the most predominant formants. It means whenever the amplitude is increased and the bandwidth is decreased, the sharper formant with more ability to discriminant the speaker is achieved. As mentioned in Section 2.2, the amplitude for the predominant formats is big (nominator) because the nearest pole to unit circle in Z-domain is a good formant candidate, with a bandwidth that is small (denominator). The speaker’s discrimination weight is multiplied by these formants and the sum is computed. As a result, the weighted curve amplifies the formats which are located in the frequency area showing more speaker discrimination while suppressing the formats which are located in the lesser speaker discrimination. High order correlation, High Order Statistics (Spectral) (HOS) and energy of LP residual were also estimated. Although Gain (G) (which is the estimator of noise variance) is good in a clean environment, HOS of LP residual can still work appropriately in noisy conditions. All these weights were used to find the overall frames’ weights. The process is illustrated in Figure 3.3:
By applying the proposed frame selection technique to $N$ input frames, $N$ weights were produced. The more weight for $i_{th}$ shows more speaker discrimination ability of $i_{th}$ frame. Depending on the time, memory, performance, cost and accuracy, the lower frames’ weight can be ignored for speaker recognition or applied for digital speech watermarking. As a result, watermarking of the frames having lower weights can result in minimum degradation on the performance of the speaker recognition.

3.2.3 Proposed Double Digital Speech Watermarking Technique

In this part, the overall flow of double digital speech watermarking is discussed. Robust and semi-fragile watermarking have different security applications. Applying both of them simultaneously can improve the security of the proposed MFA system. Figure 3.4 shows the proposed double digital speech watermarking technique for online speaker recognition. As seen, OTP is embedded by using semi-fragile speech watermarking technique in sub-bands of wavelet where higher speaker specific information is available. The semi-fragile watermark is tied intrinsically to speaker biometric for tamper detection, and any attempt of adversary can destroy the semi-fragile watermark. Furthermore, the semi-fragile digital speech watermark technique has negligible degradation on recognition performance due to very small watermark intensity. At the same time, robust watermark is embedded into the rest of wavelet sub-bands, where less speaker specific information is available, to prevent interference between both robust and semi-fragile watermarking techniques. The robust watermark can protect the ownership and carries the PIN. Before the watermarks are embedded into the speech signal, Exclusive OR (XOR) is operated between key bits and watermark bits to improve the security of the watermark bits during channel transmission.
Figure 3.4. Block diagram of proposed double digital speech watermarking for online speaker recognition system
3.2.3.1 Robust Digital Speech Watermarking Algorithm

The manipulation of digital speech can make sounds undetectable by human hearing due to advances in speech synthesizing technology. Manipulating small parts of the speech signals can also change the meaning of the whole utterances. Therefore, robust digital watermarking can be applied to speech streams in the digital world. Although different digital robust audio watermarking techniques have been proposed, available robust audio watermarking techniques cannot be applied to speech signals efficiently. The main differences between them lie in the spectral structure, temporal structure, and syntactic/semantic structure. Available robust digital speech watermarking techniques cannot satisfy the requirements such as imperceptibility, robustness, blindness, and payload at the same time due to their mutually conflicted nature and competitive nature. Furthermore, poor accuracy performance for online speaker recognition after watermarking hinders true MFA to be implemented using available robust digital speech watermarking techniques. Providing a reasonable compromise for these requirements is necessary to rectify these problems for the online MFA system based on speaker recognition systems and digital speech watermarking.

Figure 3.5 shows the critical bands which are chosen to embed the watermark. As seen in Figure 3.5, the selected bands have less speaker-specific information which has caused less degradation on the recognition performance of online speaker recognition systems. For this reason, the speech signal has decomposed into 16 critical bands by applying Discrete Wavelet Packet Transform (DWPT). Then, 8 critical bands (with numbers 2, 3, 4, 5, 6, 7, 13, and 14), where the amount of F-ratio is not much, were chosen to have minimum degradation on speaker-specific information. F-ratio curve in Figure 3.5 is captured from previous work (Lu and Dang, 2008).

![Figure 3.5. The eight less speaker-specific critical bands for watermarking by applying DWPT decomposition](image)
In this Section a robust digital speech watermarking technique based on robust multiplicative is proposed. In this technique, the watermark is embedded by manipulating the amplitude of the speech signal (Akhaee et al., 2009). For this reason, the speech signal is segmented into none-overlapping frames with the length of $N$. Then, all the sampling of the frame is manipulated based on Equation (3.2) and Equation (3.3):

$$r_i = \alpha \times s_i \quad \text{if} \quad m_i = 1$$  
(3.2)

$$r_i = \frac{1}{\alpha} \times s_i \quad \text{if} \quad m_i = 0$$  
(3.3)

where $\alpha$ is the intensity of the watermark which must be slightly greater than 1, $m_i$ is watermark bit, $s_i$ is the original speech samples, and $r_i$ is watermarked speech samples. Whenever $\alpha$ is increased, the robustness of the watermark is increased but the imperceptibility is decreased. $s_i$ corresponds to $i$th samples of the frame. $r_i$ is the $i$th watermarked sample of the frame.

It is demonstrated (Akhaee et al., 2009) that by knowing the watermark’s strength $\alpha$, variance of the noise, and variance of the original signal, it is possible to extract the watermark bit from the energy of the signal by using a predefined threshold. The detection for watermark bit is based on Equation (3.4):

$$\sum_{i=1}^{N} r_i^2 \geq T$$  
(3.4)

where $T$ is the amount of threshold which is depends on the variance of the noise and signal. This detection function works well except for gaining attack. If all the samples are multiplied by a constant, the watermark bits cannot be detected at the receiver. In this thesis, a rational watermark detection technique has been applied to solve this problem. For this reason, the speech frame is divided into two sets $A$ and $B$ which should have equal length and energy. If their energy is not equal, then their energy can be equalized by using a distortion signal. Next, the watermark bit is embedded into $A$ set based on Equation (3.2) and Equation (3.3). For the extraction of the watermark bit from the watermarked frame, Equation (3.5) has been applied.

$$R = \frac{\sum_A r_i^{\text{Order}}}{\sum_B r_i^{\text{Order}}} > T$$  
(3.5)

Where $R$ is the extracted watermark bit, $\text{Order}$ is an even number and $\text{Order}=4$ is assumed to provide a tradeoff between robustness and imperceptibility.

Due to the application of DWPT, the distribution of the speech sub-bands is considered as a Generalized Gaussian Distribution (GGD) which can be assumed as Weibull distribution when DFT is applied (Akhaee et al., 2010). If GGD is assumed to be $\mu_s^2=0$ and $\sigma_s^2$, then it can be expressed as in Equation (3.6):

$$f_s(s; \mu, \sigma_s, v) = \frac{1}{2\Gamma(1+\frac{1}{v})A(\sigma_s,v)} \exp \left\{ -\frac{|s-\mu|^{v}}{A(\sigma_s,v)} \right\}$$  
(3.6)
where $\Gamma(.)$ is Gamma function which is represented by $\Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt \equiv \sqrt{2\pi x^{x-\frac{1}{2}}}e^{-x}$, $\nu$ is the shape of the distribution and can be estimated based on statistical moment of the signal which is discussed briefly in Appendix A.

The amount of threshold for the detection of the watermark bit is estimated for AWGN channel. Therefore, the received watermark signal can be expressed based on Equation (3.7) and Equation (3.8).

$$r_i = \alpha \times s_i + n_i \quad \text{if} \quad m_i = 1$$

(3.7)

$$r_i = \frac{1}{\alpha} \times s_i + n_i \quad \text{if} \quad m_i = 0$$

(3.8)

where $n_i$ is the noise which is added to the watermarked speech signal. Equation (3.9) estimates the probability of the watermark bit.

$$R\{1\} = \frac{\sum (\alpha \times s_i + n_i)^4}{\sum (s_i + n_i)^4} \implies R\{1\} = \frac{\alpha^4 \sum \alpha^4 s_i^4 + \alpha^2 \sum \alpha^2 s_i^4 n_i + 6 \alpha^2 \sum \alpha^2 s_i^4 n_i^2 + 4 \alpha \sum \alpha s_i^2 n_i^4 + \sum n_i^4}{\sum s_i^4 + 4 \sum s_i^2 n_i^2 + 6 \sum s_i^2 n_i^2 + 4 \sum s_i n_i^2 + \sum n_i^4}$$

(3.9)

As seen in Equation (3.9), the amount of the detection threshold depends on the summation of the different parameters. Therefore, different series (which are considered as Normal distribution) in the nominator and denominator can be computed based on Central Limit Theorem (CLT). Although some parameters, like $\sum \alpha n_i^4$, are always positive and cannot be modeled by Gaussian distribution which may be negative, the probability of a negative number which is generated by this Gaussian distribution is very low due to the long length of the speech frames and big amount for $\mu$. As a result, the mean and variance of each parameter of the nominator and denominator are estimated based on Equation (3.10) and Equation (3.10) respectively.

$$E\{\sum s_i^4\} = \sum E\{s_i^4\} = M\mu_4$$

(3.10)

$$var(\sum s_i^4) = E\{(\sum(s_i^4 - M\mu_4))^2\} = E\{(\sum s_i^4 - \mu_4^4)\}^2 = \sum E\{(s_i^4 - \mu_4)^2\} = \sum (E\{s_i^8 - \mu_4^8\}) = M\mu_8 - M\mu_4^2$$

(3.11)

where $M$ is the length of each set of $A$ and $B$. By assuming $r=4$, $r=8$ and based on the moment of GGD which is computed as in Appendix A, Equation (3.12) and Equation (3.13) are estimated.

$$\mu_4 = \frac{\sigma_4^2 \Gamma(\frac{5}{3}) \Gamma(\frac{2}{3})}{\Gamma^2(\frac{2}{3})}$$

(3.12)

$$\mu_8 = \frac{\sigma_8^2 \Gamma(\frac{7}{3}) \Gamma(\frac{4}{3})}{\Gamma^4(\frac{4}{3})}$$

(3.13)

Therefore, Equation (3.14) is estimated.

$$\sum s_i^4 \sim \mathcal{N}(M\mu_4, M\mu_8 - M\mu_4^2)$$

(3.14)

By assuming Gaussian signal with zero mean, Equation (3.15) can be formulated.
\[ n_i \sim \mathcal{N}(0, \sigma^2_n) \Rightarrow E\{n_i^m\} = \begin{cases} 0 & \text{for } m = 2k + 1 \\ (m-1)(m-3) \ldots \times 1 \times \sigma^m_n & \text{for } m = 2k \end{cases} \] (3.15)

The distribution of the noise component with the moment of 4 can be estimated based on Equation (3.16).

\[ \sum n_i^4 \sim \mathcal{N}(3M\sigma^4_n, 96M\sigma^8_n) \] (3.16)

The rest of the components of Equation (3.9) are simply expressed as from Equation (3.17) to Equation (3.19).

\[ \sum s_i^3 n_i \sim \mathcal{N}(0, M\mu_6\sigma^2_n) \quad \& \quad \mu_6 = \frac{\Gamma^2(\frac{1}{3}) \Gamma^2(\frac{2}{3})}{\Gamma^3(\frac{2}{3})} \] (3.17)

\[ \sum s_i^2 n_i^2 \sim \mathcal{N}(M\sigma^2_s, 3M\mu_4\sigma^4_n - M\sigma^4_s\sigma^4_n) \] (3.18)

\[ \sum s_i n_i^3 \sim \mathcal{N}(0, 15M\sigma^2_s\sigma^6_n) \] (3.19)

Therefore, by using two free auxiliary parameters \( p \) and \( q \) which are stated in Equation (3.20), \( R|1,p,q \) is expressed by Equation (3.21)

\[ p = \sum B s_i^4 \quad \& \quad q = \frac{\sum A s_i^3}{\sum B s_i^4} \] (3.20)

\[ R|1, p, q = \frac{a^4pq + 4a^2\sum s_i^2 n_i + 6a^2\sum s_i n_i^2 + 4a \sum s_i^2 n_i^2 + 4a \sum s_i n_i^2 + 4a^2 s_i^2 n_i^2}{p + 4 \sum s_i^2 n_i + 6 \sum s_i n_i^2 + 4 \sum s_i n_i^2 + 4 \sum s_i n_i^2} = \frac{u}{w} \] (3.21)

where \( u \) and \( w \) are estimated based on Equation (3.22) and Equation (3.23).

\[ f_U(u) \sim \mathcal{N}(\alpha^4 pq + 6\alpha^2 M\sigma^2_s\sigma^2_n + 3M\sigma^4_s, 16\alpha^4 M\mu_6\sigma^2_n + 36\alpha^4 (3M\mu_4\sigma^4_n - M\sigma^4_s\sigma^4_n) + 16\alpha^2 \times 15M\sigma^2_s\sigma^6_n + 96M\sigma^8_n) \] (3.22)

\[ f_W(w) \sim \mathcal{N}(p + 6M\sigma^2_s\sigma^2_n + 3M\sigma^4_s, 16M\mu_6\sigma^2_n + 36(3M\mu_4\sigma^4_n - M\sigma^4_s\sigma^4_n) + 16 \times 15M\sigma^2_s\sigma^6_n + 96M\sigma^8_n) \] (3.23)

For estimating the PDF of \( R|1,p,q \), computing the density of \( \frac{u}{w} \) is required. By assuming \( u \) and \( w \) as normal distribution and they are independent, Equation (3.24) can be expressed (more details in Appendix B) as:

\[ f_{R|1,p,q}(r) = \int_{-\infty}^{\infty} |w| f_{U,W}(wr, w) dw \] (3.24)

By the assumption of independent and normal distribution of \( U \) and \( W \), \( f_{U,W}(u, w) \) can be expressed as in Equation (3.25):

\[ f_{U,W}(u, w) = f_U(u) \times f_W(w) \] (3.25)

It should be mentioned that the closed-form solution for Equation (3.24) is available which is fully discussed in the literature and formulated as in Equation (3.26).

\[ D(r) = \frac{b(r) c(r)}{a^2(r)} \frac{1}{\sqrt{2\pi \sigma_u \sigma_w}} \left[ 2\Phi \left( \frac{b(r)}{a(r)} \right) - 1 \right] + \frac{1}{a^2(r) \pi \sigma_u \sigma_w} e^{-\frac{1}{2\sigma_u^2 \sigma_w^2}} \] (3.26)

where each parameter is expressed as from Equation (3.27) to Equation (3.30):
\[ a(r) = \sqrt{\frac{r^2}{\sigma_u^2} + \frac{1}{\sigma_w^2}} \]  
\( b(r) = \frac{\mu_u}{\sigma_u^2} r + \frac{\mu_w}{\sigma_w^2} \)  
\[ c(r) = \exp \left\{ \frac{1}{2} \frac{b^2(r)}{a^2(r)} - \frac{1}{2} \left( \frac{\mu_u^2}{\sigma_u^2} + \frac{\mu_w^2}{\sigma_w^2} \right) \right\} \]  
\[ \Phi(r) = \int_{-\infty}^{r} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}u^2} du \]  

As a result, the density of \( R \mid 1 \) can be formulated as in Equation (3.31):

\[ f_{R\mid 1}(r\mid 1) = \int_{L}^{U} \int_{-\infty}^{\infty} f_{R\mid 1,p,q}(r\mid 1,p,q) f_{P}(p) f_{Q}(q) \]  

where \( L \) and \( U \) are the lowest bound and the highest bound of the energy ratio between two sets of \( A \) and \( B \) respectively. As discussed, these two sets should be selected and somehow have equal energy approximately. This situation can be stated as in Equation (3.32):

\[ L < \frac{\sum A r_i^4}{\sum B r_i^4} < U \]  

The density of parameter \( P \) is expressed as in Equation (3.14). However, the density of parameter \( q \) is formulated as in Equation (3.33) which is estimated from the ratio between normal and independent distribution.

\[ f_{Q}(q) = \frac{D(q)}{\int_{L}^{U} D(q) dq} \]  

The probability of \( r \mid 0 \) can be computed by using the same manner. Then, the probability of detection error can be estimated based on Equation (3.34):

\[ P_e = \frac{1}{2} \int_{T}^{\infty} f(r \mid 0) \, dr + \frac{1}{2} \int_{-\infty}^{T} f(r \mid 1) \, dr \]  

As the main aim of the watermark detector is the minimization of the error, the threshold is calculated as in Equation (3.35):

\[ \frac{\partial P_e}{\partial T} = 0 \quad \Rightarrow \quad f_r(T \mid 0) = f_r(T \mid 1) \]  

The amount of the threshold is experimentally computed by using simulation. In the following, the robust digital speech watermarking technique has been developed based on the statistical model which is fully described in this section. The simulation parameters were assumed as follows:

a) The frame size was assumed to be 32 ms which was equal to 0.032xFs=512 samples. A watermark bit was embedded into each frame. It is clear that whenever the size of the original speech signal is increased, the watermark capacity is increased.

b) The required level for DWPT was assumed to be 4. The watermarked sub-bands were considered as in Figure 3.4. Daubechies’ wavelet function was applied for DWPT.

c) Although the watermark’s intensity (\( \alpha \)) was changed for simulation purpose, the overall assumption was \( \alpha = 1.15 \).

d) For channel coding, Hamming method was used with its parameters assumed to be...
$n=15, k=11.$

e) The threshold was assumed to be 0.95. However, the proper amount for the threshold was expected to be a number near to 1 due to the equalization of energy blocks in the developed algorithm.

**Robust Digital Speech Watermarking Algorithm**

As discussed, the watermark bits are embedded into the specific frequency sub-bands of DWPT. Details of the embedding and extraction process are presented in the following algorithms:

**Embedding process:**

a) Segment the original speech signal into frame $F_i$ with lengths of $N$.

b) Apply DWPT on each frame with $L$ levels to compute the different sub-bands.

c) Select specific frequency sub-bands in the last level and arrange them into a data sequence.

d) Divide the data sequence into two sets of $A$ and $B$ with equal length of $N/2$ for each sets. If these two sets have different energy, their energy is equalized by using a distortion.

e) Apply a channel coding technique to improve the robustness of the watermark bits.

f) Embed the coded watermark into $A$ set based on multiplication which is expressed in Equation (2.13) and Equation (3.3).

g) Apply inverse DWPT to reconstruct the watermarked signal.

Figure 3.6 shows the block diagram of the embedding process in the proposed robust speech watermarking technique.

![Figure 3.6. Block diagram of embedding process in the proposed robust digital speech watermarking technique in transmitter side](image-url)
Extraction process:

a) Segment the watermarked speech signal into frame $F_i$ with lengths of $N$ (which can be considered as a public key between the transmitter and receiver).
b) Apply DWPT on each frame with $L$ levels to compute the different sub-bands (which can be considered as a public key between the transmitter and receiver).
c) Select specific frequency sub-bands in the last level and arrange them into a data sequence.
d) Divide the data sequence into two sets of $A$ and $B$ with equal length of $N/2$ for each set.
e) Extract the watermark bits based on Equation (3.5).
f) Decode the watermark bits which are extracted from all embedding frames.

Figure 3.7 shows the block diagram of the extraction process in the proposed robust speech watermarking technique.

**Figure 3.7.** Block diagram of extraction process in the proposed robust digital speech watermarking technique receiver side

### 3.2.3.2 The Proposed Semi-Fragile Digital Speech Watermarking Technique

In this part, a semi-fragile speech watermarking technique has been proposed based on angle quantization (of the energy ratio between two blocks) which is very sensitive against any manipulation. This speech watermarking technique can provide authentication over an unknown channel. The proposed semi-fragile speech watermarking method can provide imperceptibility. Any manipulation of the watermark signal can also destroy the watermark bits which are changed into random bit streams. Any small manipulation of the speech signal can seriously change these angles; therefore, the quantization of the signal’s angles is a good
candidate for semi-fragile speech watermarking.

In order to apply angle quantization, each watermark bit is embedded into two sets of the original signal. For this reason, two sets of the original signal \((x_1, x_2)\) have been selected to provide a space in two-dimensional coordinate system. Then, the polar coordinate of \((x_1, x_2)\) is calculated based on Equation (3.36) and Equation (3.37) as shown in Figure 3.8:

\[
\theta = \arctan \left( \frac{x_2}{x_1} \right) \\
r = \sqrt{x_1^2 + x_2^2}
\]

(3.36)  
(3.37)

**Figure 3.8. Embedding watermark by angle quantization (Coria et al., 2009)**

In angle quantization, \(\theta\) is quantized to embed the watermark bit. However, this technique is very fragile as even without any attack, the watermark bits cannot be extracted and hence can cause a serious error. To overcome this problem, the watermark bits are embedded by quantization of the ratio between two energy blocks of the original signal. Similar to the proposed robust digital speech watermark technique, one bit only is embedded into each frame by using semi-fragile digital speech watermark technique. However, each watermark bit is repeatedly embedded into a frame to reduce the error. Therefore, each frame is divided into blocks with lengths of \(L_0\), and two sets of \(X\) and \(Y\) are selected. Then, \(\theta\) is calculated as in Equation (3.38):

\[
\theta = \arctan \left( \frac{\sum_{i=1}^{L_0/2} y_i^2}{\sum_{i=1}^{L_0/2} x_i^2} \right) \\
\sum_{i=1}^{L_0/2} x_i^2
\]

(3.38)

After angle quantization, the variation for \(Y\) should be estimated. In this thesis, the method of Lagrange has been applied to estimate the coefficients after angle quantization. Lagrange
method can decrease the effect of watermark distortion after angle quantization. Therefore, each watermarked coefficient is estimated by solving an optimization problem which is formulated as in Equation (3.39):

\[
\begin{align*}
\text{Cost:} & \quad J(Y) = \sum_{i=1}^{Lb/2} (y_i^Q - y_i)^2 \\
\text{Condition:} & \quad C(X) = \sum_{i=1}^{Lb/2} (y_i^Q)^2 - \theta^Q \times E_X = 0
\end{align*}
\] (3.39)

For solving this optimization problem, Lagrange method should estimate the optimized values of the equation system as in Equation (3.40):

\[
\nabla J(Y) = \lambda \nabla C(X)
\] (3.40)

These optimized value are simply computed by solving the following Equation (3.41) and Equation (3.42):

\[
y_i^{Q,\text{Opt}} = \frac{y_i}{1-\lambda_{\text{Opt}}} 
\] (3.41)

\[
\lambda_{\text{Opt}} = 1 - \sqrt{\frac{E_Y}{\theta^Q \times E_X}}
\] (3.42)

**Semi-Fragile Digital Speech Watermarking Algorithm**

As discussed, the watermark bits are embedded into the specific frequency sub-bands of DWPT. Details of the embedding and extraction process are presented in the following algorithms:

**Embedding process:**

a) Segment the original speech signal into frame \( F_i \) with lengths of \( N \).

b) Apply DWPT on each frame with \( L \) levels to compute the different sub-bands.

c) Select specific frequency sub-bands in the last level and arrange them into a data sequence.

d) Divide the data sequence into different blocks with lengths of \( L_b \). Then, each block is divided into two sets of \( X \) and \( Y \) with equal length of \( N/2 \) for each set.

e) Compute the energy ratio for both sets of \( X \) and \( Y \) \( \frac{E_Y}{E_X} \).

f) Embed the watermark bit repeatedly into all the blocks of a frame based on Equation (3.43):

\[
\theta^Q = \left[ \frac{\theta + m_i \times \Delta}{2\Delta} \right] \times 2\Delta + m_i \times \Delta
\] (3.43)

where \( \Delta \) corresponds to quantization steps, \( m_i \) is the angle of the energy ratio, and \( \theta^Q \) is the modified angle of the energy ratio. Selecting small quantization steps gives more imperceptibility but less robustness and vice versa.

g) Apply Lagrange method on \( Y \) set to perform the required changes for minimizing the
h) Apply inverse DWPT to reconstruct the watermarked signal.

Figure 3.9 shows the block diagram of the embedding process in the proposed semi-fragile speech watermarking technique.

![Block diagram of embedding process](image)

Figure 3.9. Block diagram of embedding process in the proposed fragile digital speech watermarking technique in transmitter side

By selecting a simple technique for the embedding process, the extraction process of the watermark is also reversed as described in the following:

**Extraction process:**

a) Segment the original speech signal into frame $F_i$ with lengths of $N$.
b) Apply DWPT on each frame with $L$ levels to compute the different sub-bands.
c) Select the specific frequency sub-bands in the last level and arrange them into a data sequence.
d) Divide the data sequence into different blocks with lengths of $L_b$. Then, each block is divided into two sets of $X$ and $Y$ with equal length of $N/2$ for each set.
e) Compute the energy ratio for both sets of $X$ and $Y$ i.e., $\frac{E_Y}{E_X}$.
f) Extract the binary watermark bit from angle $\theta$ which is the nearest quantization step to this angle based on Equation (3.44):

$$\hat{b}_k = \arg\min_{b_k = \{0, 1\}} |r_k - Q_{b_k}(r_k)|$$  \hspace{1cm} (3.44)

Where is $r_k$ the angle of the energy ratio of the received signal, $Q_{b_k}$ is the quantization function while meeting the watermark bits $b_k = \{0, 1\}$.
g) Perform step e and step f repeatedly for all the blocks of a frame.
h) By embedding the same watermark bit in each block of a frame, different bits are extracted from the frame which must be made them into one bit. For this reason,
threshold has been considered to decide regarding the extracted bit. When the number of the extracted bits for 1 is higher than the threshold, the extracted watermark bit is 1. Otherwise, the number of 0 bits is higher than 1 and the extracted watermark bit is 0. Whenever the threshold is considered to be near to 1, the fragility of the developed semi-fragile system is increased. However, when this threshold is near to 0.5, the robustness of the developed semi-fragile system is increased.

Figure 3.10 shows the block diagram of the extraction process in the proposed semi-fragile speech watermarking technique.

![Figure 3.10](image)

**Figure 3.10. Block diagram of extraction process in the proposed semi-fragile digital speech watermarking technique in receiver side**

The simulation parameters were assumed as follows:

a) The size of the frames was the same as the robust digital speech watermarking to preserve the integrity for using both watermarking techniques simultaneously. Therefore, the size of each frame was 32 ms which was equal to Fs×0.032=512 of the samples.

b) The level of the wavelet was 4. The selected sub-bands for watermarking were explained in Figure 3.4. Daubechies’ wavelet function was also used for DWPT.

c) The size of each block in the frame was considered as 8 and the size of each set of X and Y in the block was equally divided into 4.

d) To preserve fragility and imperceptibility, the quantization step was assumed to be ∆=π/64. Whenever the quantization step was increased, the fragility of the watermark was decreased. Furthermore, increasing the quantization step could decrease the imperceptibility of the speech signals in terms of SNR.

e) The decision threshold for the extraction of the watermark bits was assumed as 0.9. Whenever the threshold was increased to 1, the fragility of the developed semi-fragile system was increased. However, if this threshold was decreased to 0.5, the robustness
of the developed semi-fragile system was increased. For serious noise (SNR=0 dB), it appeared that the threshold could not affect the fragility of the watermark as the watermark bits were extracted in a random sequence.

3.3 Development of an Algorithm for Online Speaker Recognition Systems Based on Digital Speech Watermarking

As mentioned in Chapter 1, the watermark can be a proper candidate for protecting channel communication especially for digital purposes. The watermark can also be used as a header for telephone recording in the digital case, like the header in the analog case, for demonstrating that the signal has not been tampered with in the court. The speech watermark can be embedded as marks or time-stamps inside the speech signal to prevent its features from any channel modification like intentional or unintentional manipulation. Therefore, the watermark can be used for ownership identification and verification through fingerprinting, transactional, and proof of authentication of the watermark’s characteristics.

As discussed, the speaker’s password (or PIN) must be registered in the system’s database during the enrolment step. During the testing phase, when the signal is clear from any watermark, the hash and encrypted PIN is embedded as the watermark into the speech signal which is pronounced by the speaker at the transmitter’s side. When the watermarked speech is passed through the communication channel, the watermark is extracted and decrypted from the speech signal. Finally, this watermark is applied as the speaker PIN and it checks with the system’s database. By using this PIN, the speaker is verified or identified. The matching between the extracted PIN from the database and the watermarked speech signal is done by the matcher based on BER. This BER can be used as the threshold for evaluation the developed system. It is noted that the proposed technique should be applied as a complimentary technique (as MFA method) with conventional speaker recognition by using the speaker frame selection technique for improving accuracy, recognition performance, and robustness.

3.3.1 Speaker Identification Process Based on Digital Watermark

For speaker identification evaluation, each speaker ID is considered as a PIN for that speaker. Each speaker ID is hashed and converted to a binary code. Then, this binary code is encrypted by XOR operation with a key and embedded into every wave of the speaker on the transmitter’s side. In the receiver side, the extracted binary code is detected from the watermarked signal and it is decrypted and matched with the hash of the speaker’s IDs in the speaker’s database which is already registered. It is possible to select two thresholds for identification purpose. The speaker ID, with the minimum computed BER in respect to the extracted speaker’s ID, is selected as the identified speaker. This minimum BER with the determined level can match the test speakers and claimer speakers.
For more security, it is possible to compare the minimum computed BER with a predefined threshold. If the minimum computed BER is lesser than the predefined threshold, it is identified. Otherwise, it is rejected. This threshold helps to separate the claimers from the impostors.

### 3.3.2 Speaker Verification Process Based on Digital Watermark

For speaker verification, the binary PIN is used to evaluate the performance of speaker verification system in terms of EER. The binary PIN is hashed, encrypted, and embedded into every wave of the speaker. Then, the extracted binary bits are extracted from the watermarked signal. Next, they are decrypted and compared to the result of the hashing of the original binary bits by means of BER. If the computed BER is less than the predefined threshold, the speaker is accepted and verified. Otherwise, it is rejected.

### 3.4 A General MFA Model Based on Online Speaker Recognition and Digital Speech Watermarking

In this part, an MFA model was developed based on online speaker recognition and digital speech watermarking technology. Three phases such as sign up, login, and recognition are discussed in detail. In addition, the possibility of changing the PIN is discussed. For better explanation, Table 3.1 presents the notations of the proposed MFA model which is shown in Figure 3.11.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSRS</td>
<td>Online speaker recognition system.</td>
</tr>
<tr>
<td>SPKR</td>
<td>Speaker.</td>
</tr>
<tr>
<td>SPKi</td>
<td>Voice of the speaker.</td>
</tr>
<tr>
<td>IDi</td>
<td>Identity of the speaker.</td>
</tr>
<tr>
<td>BMi</td>
<td>Voice biometric feature of the speaker.</td>
</tr>
<tr>
<td>PWi</td>
<td>PIN selected by the speaker.</td>
</tr>
<tr>
<td>$\Theta_1, \Theta_2, \Theta_3$</td>
<td>Thresholds for voice biometric and watermarking systems.</td>
</tr>
<tr>
<td>Key1</td>
<td>Private Key shared between SPKR and OSRS.</td>
</tr>
<tr>
<td>Key2</td>
<td>Private Key shared between SPKR and OSRS.</td>
</tr>
<tr>
<td>OTP</td>
<td>One Time Password sent by online speaker recognition system to the speaker.</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>XOR operation.</td>
</tr>
<tr>
<td>$WM_{EX}(. )$</td>
<td>Watermark extraction process.</td>
</tr>
<tr>
<td>$WM_{EM}(. )$</td>
<td>Watermark embedding process.</td>
</tr>
<tr>
<td>Hash(. )</td>
<td>One-way hash function.</td>
</tr>
<tr>
<td>VFE(. )</td>
<td>Extract the voice biometric feature from the speech signal.</td>
</tr>
<tr>
<td>VFM(. )</td>
<td>Model the voice biometric feature for SPKRi.</td>
</tr>
</tbody>
</table>
Each phase of Figure 3.11 is explained in detail in the following:

a) **Sign-up phase**

Before login, the speaker must register himself or herself in the system. This phase can be done in front of the system or via a secure channel. The speaker needs to do the following:
steps:
Step 1: First, the speaker (SPKRi) provides his or her identity (IDi), voice (SPKi), and selects a PIN (PINi) personally.
Step 2: Then, the system (OSRS) computes BMi and PINi as follows:

\[ BMi = VFE(\text{SPKi}) \]
\[ Mdli = VFM(BMi) \]

Step 3: The system (OSRS) saves Mdli and PINi.
Step 4: Finally, the speaker (SPKRi) is registered to the system (OSRS) through IDi, Mdli, and PINi.

b) Login phase

When the speaker needs to be recognized by the MFA system, he or she must do the following steps:

Step 1: Firstly, the speaker (SPKRi) requests to be recognized by the system (OSRS). Then, he or she receives Key1, Key2, Hash(.) and OTP from the online system.

Step 2: Next, the speaker (SPKRi) pronounces a sentence as \( S_i \) and enters his or her PIN (C_PINi) in the system (OSRS), and enter OTP.

Step 3: The speaker has to perform the following operations:

\[ R = \text{Hash}(\text{C_PINi}) \]
\[ WM1 = R \oplus \text{Key1} \]
\[ WM2 = OTP \oplus \text{Key2} \]
\[ SW_i = WM_{EM}(S_i, WM1, WM2) \]

Step 4: Finally, the speaker (SPKRi) sends the watermarked speech signal (\( SW_i \)) during the identification process. Apart from \( SW_i \), the speaker (SPKRi) should send his or her claim (IDi) in the verification process.

c) Recognition phase

While a request (\( SW_i \)) is received by the system (OSRS), the following steps must be performed:

Step 1: First, the system (OSRS) checks the validity of the request (\( SW_i \)) for speaker identification and the speaker (IDi) for speaker verification purpose.

Step 2: When Step1 is valid, then the following operation must be done:

\[ EBMi = VFE(SW_i) \]
\[ EMdli = VFM(EBMi) \]
\[ Con1 \leftarrow VFS(EMdli, Mdli) \]
\[ [EWM1, EWM2] = WM_{EX}(SW_i) \]
\[ Con2 \leftarrow EWM1 \oplus \text{Key1} \]
\[ ER = EWM2 \oplus \text{Key2} \]

\[ Con3 \leftarrow ER ? = \text{Hash}(\text{C_PINi}) \]

Step 3: Check the following conditions:

\[ If \ Con1 > \Theta_1 \land Con2 < \Theta_2 \land Con3 < \Theta_3 \]
Accept the speaker (SPKRi) with the speaker IDi for speaker verification.
Identify the speaker (SPKRi) with the identity of IDi for speaker identification.

**Else**
Reject the speaker (SPKRi) with the speaker IDi for speaker verification.
Unable to identify the speaker (SPKRi) with the identity of IDi for speaker identification.
**End**

d) **Change PIN:**

In another situation, the speaker (SPKRi) can change his or her PIN freely. For this purpose, the following steps are performed to change old PINi to new PIN̂i:

**Step 1:** First, the speaker (SPKRi) requests to change his or her password to the system (OSRS).
**Step 2:** The system (OSRS) sends (Hash(.), Key1, Key2) to the speaker (SPKRi).
**Step 3:** The speaker (SPKRi) provides his or her identity (IDi), voice (Si), and enters the old password (PINi) personally. The PINi is secured by key1.

\[
\text{M1} = \text{Hash(PINi)}
\]

\[
\text{PIN\_old} = M1 \oplus \text{Key1}
\]

\[
\text{M2} = \text{Hash(PIN̂i)}
\]

\[
\text{PIN\_new} = M2 \oplus \text{Key2}
\]

**Step 4:** The speaker (SPKRi) sends his or her request (IDi, PIN_old, PIN_new, Si) through a secure channel.

**Step 5:** Next, the following operations are performed to verify the identity of the speaker (SPKRi) in the system (OSRS):

\[
\text{EBMi} = \text{VFE(Si)}
\]

\[
\text{EMdli} = \text{VFM(EBMi)}
\]

\[
\text{Con1} \leftarrow \text{VFS(EMli, Mdli)}
\]

\[
R1 = \text{PIN\_old} \oplus \text{Key1}
\]

\[
\text{Con1} \leftarrow R1 \oplus \text{Hash(C\_PINi)}
\]

**Step 6:** Check the following condition:

\[
\text{If } \text{Con1} > \Theta_1 \text{ & } \text{Con2} < \Theta_2
\]

\[
\text{R2} = \text{PIN\_new} \oplus \text{Key2}
\]

Replace PINi with R2 in the system (OSRS).

**Else**
Reject the request for PIN change.
**End**

3.4.1 **Threat Model**

In order to develop the MFA model based on digital speech watermarking and online speaker recognition, the most important issue is analyzing the security of the proposed MFA model. However, the definition of security should be clarified. Therefore, the security of the proposed MFA model is discussed in two main parts. Firstly, the security requirement of the MFA model, which is the main goal to achieve, has been discussed. Secondly, the attacker model, which is defined as the potential attack that the MFA model is dealing with, has been discussed.
3.4.1.1 Security Requirements of the Proposed MFA Model

Based on the main requirements of the proposed MFA model, two applications of the digital speech watermarking are discussed in the following:

a) Fingerprinting: This application is useful to identify the legitimate speaker who pronounces the speech signal. The ownership of the speech signal should be tractable even when an adversary seriously collude with the speech signal. The adversary should also not be able to easily create an ambiguity for the legitimate speaker when detecting his or her fingerprints which have already been embedded into the speech signal. To achieve this watermark property, a robust digital speech watermarking should be applied. Then, \( S \) is the speaker, \( C \) is the speech signal, \( A \) is an adversary, \( Dist(.,.) \) is the perceptual distance measurement between two speeches, \( T(.) \) is the tracing function for detecting the watermark and \( t \) is the threshold. This property can be formally defined as:

Definition: For the fingerprinting speech signal \( C, C \in S \) is robust against any adversary attack \( J=A(C) \) such that \( Dist(C,J)<t \). When an efficient function \( T(.) \) is available, then \( T(J) \in S \).

b) Tamper detection: This application is useful to check the originality of the speech signal. A receiver of the speech signal should be assured that the speech signal has not be tampered with by an unauthorized party. To achieve this watermark property, a semi-fragile digital speech watermarking should be applied. When \( CHL(.) \) is the unintentionally degradation function (i.e., channel effect) on the speech signal, \( V(.) \) is the efficient tamper-proofing verification function which extracts the semi-fragile watermark.

Definition: For the authenticator speech signal \( C, C \in S \) is free from any tampering when both the following conditions are found:

I. For any negligible effect on the speech signal \( C'=CHL(C) \) such that \( Dist(C,C')<t \), then \( Prob[V(C')=Yes]<\epsilon \).

II. For any adversary \( A \) and the speech signal \( J=A(C) \) such that \( Dist(C,J)<t \), then \( Prob[V(J)=Yes] > \epsilon \).

These two statements show that when the speech signal is tampered intentionally, then the probability of the tamper detection is higher than the threshold. However, when the speech signal is just manipulated unintentionally, then the probability of the tamper detection is less than the threshold which may be negligible.

3.4.1.2 Attacker Model for the Proposed MFA Model

Apart from the security requirements for the developed MFA model, it is crucial to have a look at attacks dealt with for proposed MFA model. A suitable model attacker may properly improve the security of the system. The attacker model can detect the potential vulnerable point in the proposed MFA model. Although it cannot predict which kind of attacks have been used by an adversary, it can require rigorous treatment for the potential attacks. In the
following, two categories of the attacks have been discussed including general attacks and signal processing attacks.

(a) General Attacks

Guessing attack: It is highly desirable for an MFA system to be secure in terms of guessing attack or exhaustive search attack. Actually, a guessing attack means increasing FAR of the online speaker recognition system. This increase can be done by brute force search of an adversary which may record or synthesize the speech. By using the False Match Rate (FMR) for the result (O'Gorman, 2003), the keyspace for the speech is between \( \frac{1}{0.007} = 142.9 \) and \( \frac{1}{0.0003} = 3333.3 \). Furthermore, a 20-bits PIN has the keyspace of \( 2^{20} = 1048576 \). It can be seen that PIN(1048576) > Speech(3333.3). Although none of the keyspace of the PIN and speech is large enough to be secure against guessing attack and exhaustive search attack, employing both PIN and speech biometric can be sufficient. As a result, the guessing combination of PIN and speech cannot be easy. A large keyspace can defend the MFA system against these attacks. Apart from this situation, the adversary can extract the watermark from the speech signal. Even when he or she can extract the watermark, it is just a secure message as a result of hashing PIN with the encrypted speech by a key \( \text{hash}(PIN) \oplus key \). Therefore, the adversary needs to have both key and hashing function.

Plain text or template attack: Plain text or template attack mainly happen on the online speaker recognition side. An adversary can attack the speech biometric when the speech is not a secret. Therefore, speech template protection is not fully achieved for online speaker recognition. The best way to assure this security is to authenticate the speech that is captured in a lively way which is not already entered as a file. An OTP can improve the security of the MFA system which reveals any manipulation of the speech template.

Eavesdropping, Theft, and Copying Attacks: One of the threats is to steal the PIN. This threat may be done by eavesdropping attack which requires an adversary to have a physical presence. Using the combination of speech biometric, PIN, and OTP as an MFA system is a good defense against this attack because the adversary needs to steal all of these factors. Furthermore, the theft and copying attacks are difficult because OTP and PIN are hidden in the speech signal. In addition to watermarking technology to protect the speech biometric template from theft and copying attacks, using Exclusive OR (XOR) operation as an encryption can secure the MFA system.

Counterfeiting or spoofing attack: Similar to theft and copy attacks, forgery attack can threaten the speech biometric at the sensor part. Although the speech biometric can be replaced easily and it does not have secrecy, the communication channel security of the online speaker recognition system can be protected by a combination of robust and semi-fragile speech watermarking.

Replay attack: In a replay attack, an adversary tries to insert the speech signal on the channel between the speaker and speaker recognition system. Even when the speech
is encrypted, the adversary can still put the encrypted data on the channel. Furthermore, when speech is sent directly, the speech signal can be replayed. The main defense mechanism is verification of the legitimacy of the speech signal which is successfully done by digital speech watermarking. Robust speech watermarking can ensure that the adversary does not alter the speech signal. Furthermore, using OTP as time stamps can resist against a replay attack. At any time a delay for transmitting the watermarked speech signal can be terminated by the MFA system.

Trojan horse attack: The Trojan horse attack tries to masquerade as a trust application to gain the information of the speaker. This attack is used to steal PIN and speech biometric. The main defense is assurance about the legitimacy and trust of the authenticator capture sensor. There is not much effort can that be done when the speaker wants to have his or her speech biometric and PIN in a Trojan horse. However, using OTP can help the MFA system not to succumb to this attack. When the speech biometric is replaced by a speech signal containing the Trojan horse to produce yes-match for anyone, the adversary cannot produce PIN and OTP.

Denial-of-service attack: In some conditions, an adversary tries to increase FRR to force the system to lockout to limit the number of the adversary’s attempts. Such a service attack can be defended by combining the speech biometric and PIN as an MFA system. In the MFA system, it is not possible for the adversary to simply make any number of incorrect attempts.

Session hijack: In some situations, the previously valid watermarked speech signal may be recorded to exploit for an unauthorized access which is known as session hijacking. For every login session, a unique OTP is embedded as a timestamp into the speech signal. The uniqueness of each session can guarantee the freshness of the property (Chaturvedi et al., 2013).

Man-in-the-middle: The recorded speech at the sensor should pass through many online speaker recognition components. Therefore, the reliability of the system’s integrity is necessary against man-in-the-middle attack (Roberts, 2007). Using two keys and hash function can protect the watermark from any misuse. Furthermore, the watermark is tied intrinsically to the speaker biometric which can prevent the adversary from injecting the compromised PIN. Any adversary’s attempt can be detected by using the semi-fragile watermark.

Non-repudiation: In some conditions, there is a requirement that the sender cannot deny sending the speech signal to the receiver. Sometimes the sender may have the ability to deny which is known as plausible deniability (Li et al., 2006). This type of attack can be protected by a combination of the speech biometric, OTP, and PIN as an MFA system. As a result, it is difficult for the speaker to deny because three factors such as his or her speech biometric, PIN, and timestamp as OTP are available in his or her speech signal at the same time.

(b) Signal Processing Attacks
Sometime an adversary tries to apply a signal processing operation to remove the watermark’s signature in the speech signal. These attacks consist of adding noise, filtering, and compression. They also perform some distortions to the speech signal. It is important to provide security against signal processing attacks since the formulation of such security is difficult. In addition, designing the digital speech watermarking which can resist against all possible signal processing operations is very hard.

3.4.2 Attack Analysis of the Proposed MFA Model

The amount of risk and threat for online single factor authentication methods increases due to a lack of security in ordinary ID and password systems. These systems are vulnerable against malware attacks, replay attacks, offline brute force attacks, key logger Trojans, dictionary attacks, and shoulder surfing. Recently, 2 Factor Authentication (2FA) has become a mandatory demand in many governmental policies (Kim and Hong, 2011). Four levels of assurance are defined by the Office of Management and Budget (OMB 04-04) as in (Bolten, 2003). Each level shows the degree of confidence that the user is in fact a legitimate user. Table 3.2 presents these four levels:

<table>
<thead>
<tr>
<th>Level</th>
<th>Secret</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>Any type of token with no identity proof</td>
<td>Low confidence assurance available in identifier technique.</td>
</tr>
<tr>
<td>Level 2</td>
<td>Single factor authentication with some identity proof</td>
<td>Medium confidence assurance available in identifier technique.</td>
</tr>
<tr>
<td>Level 3</td>
<td>MFA with stringent identity proof</td>
<td>High confidence assurance available in identifier technique.</td>
</tr>
<tr>
<td>Level 4</td>
<td>MFA+ crypto token with registration per person</td>
<td>Very high confidence assurance available in identifier technique.</td>
</tr>
</tbody>
</table>

As seen in Table 3.2, applying cryptographic hash function, speaker voice biometric, and digital speech watermarking has improved the developed MFA system in level 4. Furthermore, the registration of speaker specific features and PIN in the enrolment for each user is capable of the developing the MFA system to have enough protection against different attacks.

Due to the diversity in proposing user the authentication method, a standard is defined by presenting five levels of user authentication (Kim and Hong, 2011) Table 3.3 shows these five level:
Table 3.3. Five levels of user authentication (Kim and Hong, 2011; Kumar and Lee, 2013).

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>Uses offline registration of identification information such as PIN, OTP, etc.</td>
</tr>
<tr>
<td>Level 2</td>
<td>Uses a soft token which is issued based on a reliable identification of the user. This reliable identification has already been done by the government with passport, driver’s license, etc.</td>
</tr>
<tr>
<td>Level 3</td>
<td>Uses combination of an accredited certificate (a soft token) with other security factors such as mobile phone, security card, security token, etc.</td>
</tr>
<tr>
<td>Level 4</td>
<td>Uses combination of an accredited certificate (a soft token) with other hardware security devices like OTP.</td>
</tr>
<tr>
<td>Level 5</td>
<td>Uses combination of an accredited certificate (a soft token) with watermarked biometric information like key with fingerprints.</td>
</tr>
</tbody>
</table>

As discussed in Section 3.4.1.2 and Table 3.3, it can be concluded that the proposed MFA system has protection against various attacks, as summarized in Table 3.4. Therefore, the proposed MFA system is in level 5.

Table 3.4. Required authentication protection mechanism for each level (Kim and Hong, 2011; Kumar and Lee, 2013).

<table>
<thead>
<tr>
<th>Required Protection</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online guessing</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Replay</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Eavesdropper</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Verifier impersonation</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Man-in-the-middle</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Session Hijacking</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Signer impersonation</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
3.5 Speaker Recognition Test Bed

In this experiment, a series of MATLAB Toolbox were used to provide a test bed for speaker verification and speaker identification. For this reason, MSR Identity MATLAB Toolbox v1.0 (Seyed Omid Sadjadi, 2013) was used to construct speaker verification system. Voice Box MATLAB Toolbox (Brookes) was applied to the speaker identification system. For hash function, DataHash MATLAB function (Simon, 2012) was applied. For the performance evaluation of the speaker verification system, two state-of-the-art paradigms were used, including GMM-UBM (Reynolds et al., 2000) and i-vector (Dehak et al., 2011; Kenny, 2012) based speaker verification systems. For the performance evaluation of speaker identification, only GMM speaker identification system (Pathak and Raj, 2013; Reynolds, 1995) was constructed. Other systems such as digital speech watermarking and speaker frame selection were implemented specifically as MATLAB codes.

3.6 Summery

This chapter has been discussed the MFA framework of this thesis which is based on speech watermarking and speaker recognition systems. To achieve this aim, various parts have been developed such as frame selection, robust speech watermarking, fragile speech watermarking, and MFA model. As discussed, the developed framework is in level 5 due to use registration per person, cryptography, MFA model. Furthermore, threat model and attack analysis have been discussed.
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