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Data, information and knowledge are becoming the most valuable commodity in 

everyday business exchange and transactions. Information availability has become 

increasingly central to organizations’ success. Organizations have been targeted by 

attackers for the value of their data and information. These profound evolutions has 

changed and challenged the aspects of information security in ensuring organizations 

information are secure and be made available when needed. By using virtualization as a 

recovery platform, organization can protect a larger share of data center workloads 

without having to invest in costly duplicate hardware and software. This research 

proposes an architecture using server virtualization to provide high availability of data, 

through fast and high data through fast and high data recovery on virtual infrastructure 

for disaster recovery. The proposed architecture uses multi side network RAID to 

achieved return of time objectives (RTO) and return of point objectives (RPO) of the 

application in the organization. In server consolidation, multiple physical server 

applications are deployed onto the virtual machines (VM), which then would run on a 

single or fewer real high-end servers to achieve better performances compared to 

utilizing several or even hundreds of traditional servers. In addition, data protection 

becomes a big problem where the organizations are responsible to overcome the 

problem of data loss due either intentionally or unintentionally. Security perimeters are 

used in the proposed architecture to maximize the data protection in the organization. 

 

To evaluate the proposed architecture, experiments using existing tools with 

virtualization technologies such as VMWare, Ranger Pro for backup and Trend Micro 

Deep Security have been carried out. This research proposes an architecture which 

simulates automated data replication from production site to disaster recovery site that 

creates an active-active environment.  The proposed architecture contributed good 

result in Recovery Point Objective (RPO), Recovery Time Objective (RTO), data loss 

and data availability at 99.91 % of data are recovered during recovery process. 

Recovery platform using virtualization technology can protect a larger share of disaster 

recovery workloads in terms of high availability and data protection. 
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Data, maklumat dan pengetahuan adalah komoditi yang paling bernilai untuk sesebuah 

organisasi. Ketersediaan maklumat telah menjadi semakin penting kepada kejayaan 

organisasi. Organisasi telah menjadi sasaran penyerang bagi mendapatkan data dan 

maklumat. Bagi proses sandaran data dan pemulihan data yang tidak cekap dan tidak 

selamat, organisasi menghadapi kesukaran apabila berlaku insiden dan proses 

pemulihan data tidak berfungsi.  Dengan menggunakan teknologi virtualisasi sebagai 

salah satu platform pemulihan, organisasi boleh melindungi sebahagian besar daripada 

beban kerja pusat data tanpa perlu melabur lagi dalam perkakasan,  perisian dan proses 

penduaan yang mahal. Kajian ini mencadangkan satu seni bina menggunakan 

virtualisasi pelayan untuk menyediakan ketersediaan  data yang tinggi dan  pemulihan 

data yang cepat melalui infrastruktur maya bagi pemulihan bencana. Seni bina yang 

dicadangkan menggunakan RAID sebelah rangkaian adalah untuk mencapai objektif 

pulangan masa (RTO) dan pulangan objektif titik (RPO) bagi sesebuah sistem aplikasi 

dalam organisasi. Dalam gabungan server, beberapa aplikasi server fizikal telah 

dimasukkan ke dalam beberapa mesin maya yang kemudiannya akan dijalankan oleh 

satu atau beberapa fizikal server sebenar yang mempunyai spesifikasi tinggi bagi 

mencapai prestasi yang lebih baik berbanding menggunakan beberapa buah atau 

bahkan ratusan server tradisional. Tambahan pula,  perlindungan data menjadi masalah 

besar di mana organisasi bertanggungjawab untuk mengatasi masalah kehilangan data 

sama ada secara sengaja atau tidak sengaja. Perimeter keselamatan yang digunakan 

dalam seni bina yang dicadangkan digunakan untuk memaksimumkan perlindungan 

data dalam organisasi. 

 

Untuk menilai simulasi, eksperimen menggunakan alatan yang mempunyai teknologi 

virtualisasi seperti VMware, Ranger Pro untuk sandaran dan Trend Micro Deep 

Security telah dijalankan. Kajian ini mencadangkan satu seni bina yang mensimulasi 

replikasi data secara automatik dari tapak pengeluaran ke pemulihan bencana. Ia 

mewujudkan persekitaran yang aktif-aktif dengan mereplikasi data dari tapak 

pengeluaran ke pemulihan bencana. Seni bina yang dicadangkan menyumbang hasil 

yang baik dalam objektif pulangan masa (RTO), pulangan objektif titik (RPO), 

kehilangan data dan ketersediaan data selepas proses pemulihan, iaitu 99.91% daripada 

data yang diperolehi setelah proses pemulihan dilakukan. Ia juga menghasilkan 

keputusan yang baik selepas pemulihan dengan menggunakan teknologi virtualisasi 

dalam melindungi bahagian yang lebih besar daripada beban kerja pemulihan bencana 

dari segi ketersediaan yang tinggi dan perlindungan data. 
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CHAPTER 1 

 

INTRODUCTION 

 

This chapter provides the general idea about the current research where it explains the 

research background, problem statement, research questions and objectives and 

research scope. This chapter is considered to be crucial since it provides important 

information for applying data protection using server virtualization for disaster 

recovery (DR).  

 

1.1. Research Background 

 

Data protection systems include high availability (HA), backup, disaster recovery, and 

archive and security systems.  Each of these systems is attempting to give a particular 

business unit access to the data that it needs within a timeframe acceptable for that 

particular business unit (Curtis, 2012). Such events can include natural disasters, 

hardware failures, software failures, errors by user admin, and malicious attacks. Given 

these threats, most businesses protect their data by using techniques such as remote 

mirroring, point-in time copies (e.g., snapshots), and periodic backups to tape or disk. 

These techniques have different properties, advantages, and costs. For example, using 

synchronous remote mirroring permits applications to be quickly failed over and 

resumed at the remote location. Snapshots internal to a disk array are space-efficient 

and permit fast recovery of a consistent recent version of the data. Backups to the tape 

or disk allow an older version of the data to be recovered. These techniques have 

limitations. Remote mirroring usually has high resource requirements, local snapshots 

do not protect against failure of the disk array, and recovering from backups can result 

in significant loss of recent updates (Gaonkar et al., 2010).  

 

Ensuring data availability in back up and restoring processes and securing data from 

attackers are the focus of this research. The restoration processes need to overcome the 

issue of unavailability of data to ensure successful data restore and recovery process. 

To mitigate the risk of losing data, administrators typically make backup copies of data 

stored on various storage devices. Users sometimes have no mechanism to test the 

backup data and once the backup doesn’t work it turns to disaster when the backup 

process is not able to be used. During the gathering information from reference, it 

found that certain organisation mentioned and worries of data loss if anything happen 

to the application system. 

 

For over twenty years, information security has held three key concepts which form the 

core principles of information security: confidentiality, integrity and availability (CIA) 

(Parker, 2002). Data availability is important to ensure no disruption of data in a long 

run. One of the elements on disaster recovery plan is to ensure availability of data after 

any incident/disaster happen to make sure no disruption in business operation. Disaster 

recovery (DR) is the process in which an organization can recover the data after any 

disaster events happened (Sindoori et al., 2012). Disaster recovery configurations are 

used in some cases to provide additional protection against loss of data due to failures, 

not only in the computer system themselves but in the surrounding environment 

(Parker, 2002).  

  

Information security is defined as protecting information and information systems from 

unauthorized access, use, disclosure, disruption, modification, or destruction. It means 
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to protect the data and the systems from those who would seek to misuse it and even 

more from every unauthorized person (Parker, 2002). 

 

Availability refers to the ability to access the data when it needed. Loss of availability 

can refer to a wide variety of breaks anywhere in the chain that allows access to the 

data. 

 

In information security, integrity means that data cannot be created, changed, or deleted 

without authorization. It also means that data stored in one part of a database system, is 

in agreement with other related data, stored in another part of the database system (or 

another system). For example, the loss of integrity can occur when a database system is 

not properly shut down before maintenance or the database server suddenly loses its 

electrical power (Parker, 2002). 

 

There was a promising and positive impact from data protection for organizations in 

Malaysia and other countries. Without data, system cannot be operated and it will 

affect the whole operation cycle. Due to unavailability of data, organisation will suffer 

and may cause the business closure and lead to unemployed workers. 

 

Back up and restoration process include of data availability to complete the cycle. 

Incomplete data cycle will cause the data loss and system cannot be operated as the 

previous operation.  

 

Data protection methods can be classified into three categories: restore, recover, and 

overcome. Restore methods can restore the systems’ functionality after an incident or 

event occurred but the organizations require a significant amount of time to do so. 

Recovery methods allow the organizations or business unit to continue functioning 

after such an event, but would require a minor disruption in service before doing so. 

Finally, methods that allow to completely overcome an event are typically the most 

expensive, but this method would allow the organizations or business unit to continue 

functioning uninterrupted through any kind of event (Curtis, 2012). 

    

Traditional method requires same hardware specification and configuration, periodic 

management, high power and cooling costs. Traditional method creates bottleneck and 

performance problem and take more time to complete. Application and data recovery 

process through image tools and tape backups are complex and slow. Traditional 

backup and recovery methods involve complex procedure operating system backup 

agents, scheduling and performing backups, restoring data, testing and verification of 

backups (Sindoori et al., 2012). 

 

Data protection is a critical aspect of all computing environments. Over the years, it has 

changed with the goal of protecting an enterprise's data from device failure expanding 

to encompass software failure, human error, site outages and theft.  

 

The term data protection for an IT department is to ensure the data that the organization 

needs is available when it is needed and is not made available to those entities that 

should not be given access. Data protection system includes high availability (HA), 

backup, disaster recovery, and archive and security systems (Curtis, 2012).  

 

Data protection is very important for the commercial sectors where data recovery is 

crucial in case of disaster to minimize data losses. In fact, many companies like small 
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and medium-sized businesses (SMB) nowadays still rely on the traditional backup 

technology like tape data storage backup for data protection.  

 

Nowadays, there were limited ways of architectures for backup to recover data. Most 

people think that, once the backup was successful, the data are always available, 

whenever disaster happens. Therefore, many organizations have turned to 

corresponding replication and high availability solutions to minimize downtime and 

ensure critical applications and important data is protected (Curtis, 2012).  

 

The ever-increasing amount of data imposes challenges for traditional data protection 

during a disaster. Thus, the information technology (IT) department needs to ensure the 

availability of data with larger backup set and need longer recovery time.  

 

Due to the global demand, the IT department must ensure: 

i. Shorter recovery time to restore the information after disaster occurs. 

ii. Using the existing resources to manage more backup with less time. 

iii. Protect the data due to the attackers’ activity. 

With the challenges mentioned, it will pave ways for an alternative approaches to data 

protection. Solutions of architectures of data protection using server virtualization 

technology in disaster recovery were proposed in this research.  

1.2. Problem Statement 

 

Presently, there are still many legacy applications which were running on old machines 

in many large organizations. Many administrative and maintenance efforts, and also 

huge space of capacity were required for those applications.  A study by Tan et al. 

(2003), virtualization can be used to improve the performance and efficiency and 

effectiveness of server virtualization through the use of “live” migration and dynamic 

resource allocation. For the purpose of higher resource utilization and smaller space 

organization’s requirement, server consolidation, which consolidates multiple physical 

servers into a single or fewer real machines were proposed. Thus, using virtualization 

technology for data centre is not a new concept or theory anymore. Currently, there are 

tools that can manage virtualized environments as specified by Tan et al. (2003). 

 

The performance of virtualization technology and efficient utilization of physical 

equipment were the main concerns by academicians and industries. There were only 

few researches on the performance benchmark of server consolidation and those 

researches concentrated on the static performance of server consolidation (Cherkasova 

& Gardner, 2005). Few researches were involved in the performance change during 

creating and killing of virtual machine (VM) under different workloads, namely 

dynamic performance.  The VSCBenchmark is a benchmark for stability and dynamic 

performance of virtualization technology where it measures the dynamic performance 

and stability of VM and the influence between VM. It was also used to observe the 

results when the VM or the tasks changed (Jin et al., 2008). 

 

The business operations and the types of services are not always the same where the 

services may be started and closed frequently according to the users’ requirements.  
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Current situation in the organization, data recovery is done via traditional architecture 

(e.g.: backup tape). Traditionally, this functionality is provided by a backup and 

recovery system that does one of the following:  

 

1. Backup to tapes that are sent off site  

2. Backup to disk, copies to tapes that are sent off site  

3. Backup to disk, replicates to other disks that are located off site. 

   

Regardless which method is chosen to ensure that copies of data are stored away from 

the servers the organizations are protecting, the restore method is always the same: 

copy significant amounts of data from the backup medium to the system to be restored. 

This is why it is said that very little has changed in backup and restore in multiple 

decades. But in the end, restore methods still require significant amounts of downtime 

to perform their function (Curtis, 2012).  

Key findings indicate that the vast majority of organizations identify backup as critical, 

yet most also believe that current methodologies are incomplete. Furthermore, the 

current solutions for backup and recovery is complex with 90 percent of IT 

professionals using multiple backup and recovery tools, and 91 percent report that 

using multiple tools causes issues. With increasingly complex and critical IT 

environments, the organization looking for ways to fully protect their business, while at 

the same time providing easier and faster recovery times. To cope, an overwhelming 90 

% report that they have multiple backup and recovery tools in place and more than 60 

% say that these tools have duplicate functionality. To make matters worse, 91 % of 

organizations report that there are challenges in using multiple tools, including the 

learning curve of utilizing multiple solutions, increased cost of licenses and 

maintenance, or the management of multiple solutions of backup and recovery 

(Axcient, 2014). 

Based on current practice at the existing organisation, the researcher found that the 

Storage Area Network (SAN) replication for data drive was currently being deployed 

for some of the servers, however it does not provide 100% recovery as the operating 

system (OS) volume is not being replicated to the DR site. Daily observation resulted 

the error message appear at the server during back up process. As a result the 

organizations rely on the tape backup for restoration of data.  Some of the servers may 

not be connected to SAN at all; hence a total tape backup of the server was required. In 

order to connect the server to the SAN and to ease the server management, server 

virtualization technology is proposed. 

Currently, only antivirus software is provided to the organisation. Antivirus software is 

a type of utility used for scanning and removing viruses from your computer. While 

many types of antivirus (or "anti-virus") programs exist, their primary purpose is to 

protect computers from viruses and remove any viruses that are found (TechTerms, 

2010). None of the security perimeter is provided for data protection for virtualised 

environment. 

1.3. Research Questions 

 

Based on the problem statements in the previous sections, the research questions that 

this research attempts to solve is: 

http://techterms.com/definition/utility
http://techterms.com/definition/virus
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i. What is the best architecture to ensure high availability (HA) of data in the 

organisation after disaster occurs? 

ii. What is the most efficient mechanism in terms of time and speed to ensure the 

high availability of data in back up and restoration? 

iii. How to ensure the data are secured from attackers by using server 

virtualization security technology? 

1.4. Research Objectives 

 

This study aims to answer three fundamental research questions leading to the 

development of the research objectives and the outcome of this research. 

 

The main objective of this research is to propose an architecture using virtualization 

technology with a recovery system management to minimize data losses, increase data 

availability and to protect information systems.  

 

In this research, there are specific objectives to be achieved are: 

i. To propose an efficient architecture in time and speed in server virtualization 

technology. 

ii. To propose a secure virtualised environment architecture that can protect data 

from attackers by adding security parameter i.e agent-less anti-malware 

protection, deep packet inspection (DPI) rules, IDS/IPS, web application 

control, application control, firewall rules, log inspection rules and integrity 

monitoring rules. 

 

1.5. Research Scopes 

The research is limited to the simulation of architectures and proposed architecture in 

terms of return of time objectives (RTO) and return of point objectives (RPO) of the 

application in the organization. It focuses on high availability of data for disaster 

recovery (DR). The research scope does not include the cost of hardware, energy 

consumption, human intervention issues and cloud computing technology. 

 

1.6. Thesis Organization 

 

This thesis is organized in six chapters where: 

Chapter 2 presents an overview of availability, disaster recovery, the purpose of 

disaster recovery centre, data protection architecture, backup and restore using 

traditional architecture, storage area network (SAN) to SAN replication and auto 

replication, the meaning of virtualization, previous researches related to server 

virtualization and  data protection in disaster recovery. 

 

Chapter 3 provides research methodology about the server virtualization for disaster 

recovery. The information includes explanation on the type of architectures used in this 

research, the theoretical architecture underpinning the research, the instruments 

adapted, and the process of data collection and analysis.  

 

Chapter 4 presents the implementation design of all architectures and the proposed 

architecture for the organization. 
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Chapter 5 discusses the outcome and comparison of the proposed approach, which is 

the combination of multi side network RAID and backup method.  

 

Chapter 6 the results of this research were concluded and future works were briefly 

discussed. 
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