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Despite the rapidly expanding research into various aspects of illumination estimation 

methods, there are limited number of studies addressing illumination classification for 

different purposes. The increasing demand for color constancy process, wide application 

of it and high dependency of color constancy to illumination estimation makes this 

research topic challenging. Definitely, an accurate estimation of illumination in the 

image will provide a better platform for doing correction and finally will lead in better 

color constancy performance. The main purpose of any illumination estimation 

algorithm from any type and class is to estimate an accurate number as illumination. In 

scene illumination estimation dealing with large range of illumination and small 

variation of it is critical. Those algorithms which performed estimation carrying out lots 

of calculation that leads in expensive methods in terms of computing resources. There 

are several technical limitations in estimating an accurate number as illumination. In 

addition using light temperature in all previous studies leads to have complicated and 

computationally expensive methods. On the other hand classification is appropriate for 

applications like photography when most of the images have been captured in a small set 

of illuminants like scene illuminant. This study aims to develop a framework of image 

illumination classifier that is capable of classifying images under different illumination 

levels with an acceptable accuracy. The method will be tested on real scene images 

captured with illumination level is measured. This method is a combination of physic 

based methods and data driven (statistical) methods that categorize the images based on 

statistical features extracted from illumination histogram of image. The result of 

categorization will be validated using inherent illumination data of scene. Applying the 

improving algorithm for characterizing histograms (histogram quartering) handed out 

the advantages of high accuracy. A trained neural network which is the parameters are 

tuned for this specific application has taken into account in order to sort out the image 

into predefined groups. Finally, for performance and accuracy evaluation 

misclassification error percentages, Mean Square Error (MSE), regression analysis and 
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response time are used. This developed method finally will result in a high accuracy and 

straightforward classification system especially for illumination concept. The results of 

this study strongly demonstrate that light intensity with the help of a perfectly tuned 

neural network can be used as the light property to establish a scene illumination 

classification system.  
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Di sebalik penyelidikan yang sedang berkembang pesat dari pelbagai aspek dalam 

kaedah penganggaran pencahayaan, kajian mengenai pengkelasan pencahayaan bagi 

tujuan tertentu adalah terhad. Permintaan yang tinggi terhadap proses pemalaran warna 

(‘color constancy’), aplikasinya yang luas dan kebergantungan pemalaran warna 

terhadap anggaran pencahayaan, menjadikan topik ini mencabar. Yang pasti, 

penggangaran pencahayaan yang tepat dalam sesuatu imej akan menyediakan satu 

platform yang lebih baik untuk sebarang penambahbaikan dan akhirnya akan 

menghasilkan prestasi pemalaran warna yang lebih baik. Tujuan utama bagi semua 

algoritma penganggaran pencahayaan dari sebarang kelas dan jenis ialah untuk 

menganggar satu nombor yang tepat bagi pencahayaan. Bagi scenario pemandangan, 

penganggaran pencahayaan berhadapan dengan lingkungan pencahayaan yang besar dan 

perubahan yang kecil adalah kritikal. Semua algoritma yang melaksanakan 

penganggaran ini melibatkan banyak pengiraan yang menjadikannya kaedah yang mahal 

terutamanya dari segi sumber perkomputeran. Terdapat beberapa kekangan teknikal 

dalam penganggaran satu nombor yang tepat bagi pencahayaan. Tambahan pula, dengan 

penggunaan suhu cahaya dalam kajian sebelum ini menjadikannya lebih rumit dan 

memerlukan pengiraan yang berkos tinggi. Di samping itu, pengkelasan ini bersesuaian 

dengan aplikasi seperti fotografi, apabila kebanyakan imej diambil dalam set 

pencahayaan yang kecil seperti pencahayaan pemandangan. Kajian ini bertujuan untuk 

membangunkan satu rangka kerja pengkelas pencahayaan imej yang berkebolehan untuk 

mengklasifikasikan imej di bawah tahap-tahap pencahayaan yang berbeza dengan satu 

ketepatan yang boleh diterima. Kaedah ini akan diuji pada imej pemandangan yang 

sebenar yang diambil dengan tahap pencahayaan yang telah diukur. Teknik ini ialah 

gabungan kaedah berasaskan fizik dan kaedah statistik yang mengkategorikan imej 

berdasarkan data pencahayaan yang diekstrak daripada histogram pencahayaan imej. 

Keputusan yang di perolehi daripada pengkelasan akan di sahkan menggunakan data 
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pengcahayaan pemandangan. Penggunaann algoritma yang ditambah baik untuk 

menyifatkan histogram (‘histogram quartering’) dapat memberikan kelebihan ketepatan 

yang tinggi. Satu rangkain neural (Neural network) terlatih yang mana parameternya 

telah diubahsuai untuk aplikasi tertentu telah diambil kira untuk mengatur imej kepada 

beberapa kumpulan yang telah ditetapkan. Akhir sekali, bagi penilaian prestasi dan 

ketepatan, kaedah ‘misclassification error percentages’, dan mean square error (MSE) 

telah di gunakan. Kaedah ini akan menghasilkan sistem pengkelasan yang mudah dan 

mempunyai kadar ketepatan yang tinggi, terutamanya bagi konsep pencahayaan. Hasil 

kajian menunjukkan bahawa keamatan cahaya dengan bantuan rangkaian neural yang 

diperkemas secara sempurna dapat digunakan sebagai ciri-ciri cahaya dalam 

menghasilkan sistem pengkelasan pencahayaan pemandangan. 
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CHAPTER ONE 

1. INTRODUCTION 

1.1 Introduction 

Image as a way of collecting data is used widely in many aspects of knowledge. A wide 

range of applications and systems are applying images as their input material and 

analysis performed on them[1]. This range cover form home fun applications to medical, 

military and astronomy applications[2]. But in all of the image applications dealing with 

illumination is a challenge. From home application in which poor lighting will result in 

low quality images, to pattern recognition systems which the illumination can affect the 

result of classification system. 

Generally, light sources have a huge effect on the perception of colors. Practically, no 

color will be exist in the absence of light source. Varying amount of light from a light 

source makes changes in the perceived colors. For example a dark red surface will 

appear as a light orange under a high illumination yellow light source. Since human eye 

has ability of perceiving a constant color of an object under varying illumination, similar 

color constancy is indispensable for many computer vision and image processing tasks. 

It can be applied in many fields like object recognition, data base retrieval, color 

balance, material detection, machine vision and scene classification.  

The color constancy process can be defined as transforming source images being taken 

under different colored light source to a target image captured under a white light 

source.  In other word, color constancy tries to eliminate the effect of light source color 

and its intensity on the objects color[1]. 

Any color constancy process or algorithm consists of two critical primary stages: 

illumination estimation and illumination correction. Highly dependency of color 

constancy process to illumination estimation proves the importance of illumination 

estimation. 

Definitely, an accurate estimation of illumination in the image will provide a better 

platform for doing correction and finally will lead in better color constancy performance. 

On the other hand it is impossible to expect significant results from a color constancy 

process which is established on not accurate estimation.   

Scene classification systems also like other image based systems have been affected 

widely by illumination variation. Scene classification as one of the subsets of CBIR 

(content based image retrieval) has many usages in scene recognition, event 

classification, enquiry and retrieval. Hence, performing a good illumination estimation 

will increase the efficiency in all above mentioned applications. 
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1.2 Background 

 

Previously many illumination estimation systems have been proposed in order to 

estimate the illumination value of the environment in which image captured from. All of 

them have some common limitation for example using strict assumptions[3], space 

dependent[4], being limited to some certain illumination condition[5], having 

complicated calculation or being costly. On account of all short coming of illumination 

estimation and better performance of illumination classification in case of scene 

illumination issue, scene illumination classification become a hot research topic in color 

constancy process. Moreover, illumination classification has been addressed by fewer 

studies and until now, there is no study focused on light intensity property.  

1.3 Problem Statement 

Despite the rapidly expanding research into various aspects of illumination estimation 

methods, still there is an increasing demand for illumination estimation process in order 

to achieve better results in color constancy[6]. The limited number of studies addressing 

illumination classification for different purposes highlights the necessity of this study. 

Hence this study seeks to investigate this area by proposing a new method which aims to 

classify scene illumination by focusing on light source intensity that is not explored by 

any study before.  

The first step of color constancy process is the illumination estimation[7]. Illumination 

estimation aims to estimate an accurate number for the illuminant which has huge direct 

effect on next steps of color constancy process. Finally, illumination estimation 

performance will affect the results of color constancy and color correction process. 

Therefore a high performance and effective illumination estimation will provide a high 

performance color constancy.   

Those algorithms which perform illumination estimation by analyzing light source color 

temperature, carrying out lots of calculation that leads in expensive methods in terms of 

computing resources and unstable methods[7]. Most of the applications that using the 

output of illumination estimation systems do not necessarily need an exact illumination 

number for their further processing. As far as scene images are usually can be divided 

into some general groups, illumination classification is a better option to replace 

illumination estimation in order to categorize the illumination data in some classes[8].  

Focusing too much on the extracted data from color temperature of light in image and 

ignoring the intensity property of light can be interpreted as one of the barriers to 

achieve better performance. Covering this gap by using some data extracted from the 

intensity of light is proposed as a potential solution. 

There are several technical limitations in estimating an accurate number as 

illumination[9]. For example changing the angle between camera and light source will 

change the amount of received light. Although no change happens in the surrounding 

illuminant but we will get a different illumination value. On the other hand, 

classification is appropriate for applications like photography when most of the images 

have been captured in a small set of illuminants like scene illuminant.  
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 The point of developing an illumination classification system is to prepare a better 

platform for color constancy process and decrease the need for illumination estimation 

and many relevant expensive computations to the minimal level possible[10]. 

Developing a high accuracy classification method the on image illumination will 

increase the accuracy color constancy methods. 

1.4 Research Aim and Objectives 

This study aims to develop a framework of image illumination classifier that is capable 

of classifying images under different illumination levels with an acceptable accuracy. 

This developed method finally will result in a high accuracy classification system 

especially for illumination concept. 

The followings are the main objectives of this research: 

I. To use light intensity represented by CIE-Y component for image illumination 

classification instead of light temperature.  

II. To design the neural network architecture for image illumination classification 

using statistical and physic based features. 

III. To apply an improving algorithm of histogram quartering which can increase the 

system performance by offering better histogram matching.  

IV. To tune the neural network parameters to increase the accuracy and finding the 

best parameter set. 

1.5 Scope of Study 

This study mainly focused on classifying the scene images based on their illumination. 

The data which have been used are real scene images captured by a Canon D5 camera in 

various illumination conditions. More than 800 RGB images in the format of JPEG have 

collected from Serdang and Putrajaya in Malaysia for this study. Implementation and 

testing was done on a Core2Due Intel processor with the power of 2.4 GHz. All the 

coding and programs were written using Matlab 7.11.0584 (R2010B).  

1.6 Contribution of Thesis  

In this research an illumination classification system designed and developed. This 

method performed the classification based on analyzing the light intensity and its related 

effects in image which previously has not been addressed in other study. It proves that in 

scene illumination classification light intensity is capable enough to perform high 

accuracy rate.  

In this study benefiting from two main types of classification algorithms results in 

having less computational load and the high accuracy of classification. On the other 

hand proposed method does not based on strict assumptions.  

There are many well-known illumination estimation algorithms like Gray worlds and 

Gamut mapping which based on many strict assumptions, computationally expensive 

and moreover some of them need many detail side information of illumination.  
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The proposed method in this thesis is carrying out not much huge mathematical 

computation compare to Gamut mapping approach which reduces the system load and 

caused in faster response. This method has low complexity and flexible; that with 

applying very little changes it can be modified for many other applications. 

The main contribution of this study lies in the fact that illumination information 

extracted from the CIE-Y component can be used for illumination classification. The 

proposed method without requiring any extra information like using specific object in 

the scene, can classify the image illumination. 

1.7 Outline of Thesis 

The remaining chapters of this thesis are organized as follow: 

Chapter 2 is a critical literature review which will provide the reader with necessary 

information about image illumination classification methods and neural network based 

classification, their strengths and weak points.  

Chapter 3 is dealing with the applied methodology. It discusses about idea, relevant 

theory, development of method and improving steps of proposed method. The steps are 

involved with data collection, preprocessing of image, neural network architecture 

design, feature extraction, improvement of proposed algorithm and illumination 

classification.    

Chapter 4 is related to analyzing and discussing about the achieved results of 

classification system. It draws a comparison with the other algorithms introduced in 

literature in order to highlights the performance of proposed method. 

Chapter 5 summarizes the obtained results and makes a conclusion. In the second part it 

suggest some further ideas for future studies to cover the weak points based on analyzed 

results.    

 

 

 

 

 

 

 

 

 



© C
OPYRIG

HT U
PM

87 
 

REFERENCES 

[1]  D. Hilbert, "Color constancy and the complexity of color," Philosophical Topics, 

vol. 33, p. 141, 2005. 

 

[2] L. Zhou, Z. Zhou, and D. Hu, "Scene classification using a multi-resolution bag-

of-features model," Pattern Recognition, vol. 46, pp. 424-433, 2013. 

 

[3] A. Gijsenij and T. Gevers, "Color constancy using natural image statistics and 

scene semantics," Pattern Analysis and Machine Intelligence, IEEE Transactions 

on, vol. 33, pp. 687-698, 2011. 

 

[4] R. Kimmel, D. Shaked, M. Elad, and I. Sobel, "Space-dependent color gamut 

mapping: A variational approach," Image Processing, IEEE Transactions on, 

vol. 14, pp. 796-803, 2005. 

 

[5] A. Ibrahim, T. Horiuchi, and S. Tominaga, "Illumination-invariant representation 

for natural color images and its application," in Image Analysis and 

Interpretation (SSIAI), 2012 IEEE Southwest Symposium on, 2012, pp. 157-160. 

 

[6] M. Ebner, "Evolving color constancy," Pattern recognition letters, vol. 27, pp. 

1220-1229, 2006. 

 

[7] C.-T. Lin, K.-W. Fan, and W.-C. Cheng, "An illumination estimation scheme for 

color constancy based on chromaticity histogram and neural network," in 

Systems, Man and Cybernetics, 2005 IEEE International Conference on, 2005, 

pp. 2488-2494. 

 

[8] H. Z. Hel-Or and B. A. Wandell, "Object-based illumination classification," 

Pattern recognition, vol. 35, pp. 1723-1732, 2002. 

 

[9] C. B. Madsen and B. B. Lal, "Outdoor illumination estimation in image 

sequences for augmented reality," 2011. 

 

[10] S. Tominaga, S. Ebisui, and B. A. Wandell, "Scene illuminant classification: 

brighter is better," JOSA A, vol. 18, pp. 55-64, 2001. 

 

[11] D. Lu and Q. Weng, "A survey of image classification methods and techniques 

for improving classification performance," International journal of Remote 

sensing, vol. 28, pp. 823-870, 2007. 

 

[12] M. J. De Smith, M. F. Goodchild, and P. A. Longley, Geospatial analysis: a 

comprehensive guide to principles, techniques and software tools: Troubador 

Publishing Ltd, 2007. 

 



© C
OPYRIG

HT U
PM

88 
 

[13] S. Kang and S. Park, "A fusion neural network classifier for image 

classification," Pattern Recognition Letters, vol. 30, pp. 789-793, 2009. 

 

[14] J. A. Richards, "Clustering and unsupervised classification," in Remote Sensing 

Digital Image Analysis, ed: Springer, 2013, pp. 319-341. 

 

[15] S. A. Mingoti and J. O. Lima, "Comparing SOM neural network with Fuzzy 

means, K-means and traditional hierarchical clustering algorithms," European 

Journal of Operational Research, vol. 174, pp. 1742-1759, 2006. 

 

[16] G. Krawczyk, K. Myszkowski, and H.-P. Seidel, "Computational model of 

lightness perception in high dynamic range imaging," in Proceedings of SPIE, 

2006, pp. 65-76. 

 

[17] K. Barnard, G. Finlayson, and B. Funt, "Color constancy for scenes with varying 

illumination," Computer vision and image understanding, vol. 65, pp. 311-321, 

1997. 

 

[18] S. D. Hordley and G. D. Finlayson, "Re-evaluating colour constancy 

algorithms," in Pattern Recognition, 2004. ICPR 2004. Proceedings of the 17th 

International Conference on, 2004, pp. 76-79. 

 

[19] B. V. Funt, M. S. Drew, and J. Ho, "Color constancy from mutual reflection," 

International Journal of Computer Vision, vol. 6, pp. 5-24, 1991. 

 

[20] A. Gijsenij, T. Gevers, and J. Van De Weijer, "Computational color constancy: 

Survey and experiments," Image Processing, IEEE Transactions on, vol. 20, pp. 

2475-2489, 2011. 

 

[21] F. Dugay, I. Farup, and J. Y. Hardeberg, "Perceptual evaluation of color gamut 

mapping algorithms," Color Research & Application, vol. 33, pp. 470-476, 2008. 

 

[22] M. Ebner, Color constancy vol. 6: Wiley. com, 2007. 

 

[23] K. Barnard, V. Cardei, and B. Funt, "A comparison of computational color 

constancy algorithms. I: Methodology and experiments with synthesized data," 

Image Processing, IEEE Transactions on, vol. 11, pp. 972-984, 2002. 

 

[24] R. Lenz, P. Meer, and M. Hauta-Kasari, "Spectral-based illumination estimation 

and color correction," COLOR research and application, vol. 24, pp. 98-111, 

1999. 

 

[25] A. Gijsenij, R. Lu, and T. Gevers, "Color constancy for multiple light sources," 

Image Processing, IEEE Transactions on, vol. 21, pp. 697-707, 2012. 

 

[26] J. Morovič, Color gamut mapping vol. 10: Wiley. com, 2008. 



© C
OPYRIG

HT U
PM

89 
 

[27] G. D. Finlayson, S. D. Hordley, and P. M. Hubel, "Color by correlation: A 

simple, unifying framework for color constancy," Pattern Analysis and Machine 

Intelligence, IEEE Transactions on, vol. 23, pp. 1209-1221, 2001. 

 

[28] V. Agarwal, B. R. Abidi, A. Koschan, and M. A. Abidi, "An overview of color 

constancy algorithms," Journal of Pattern Recognition Research, vol. 1, pp. 42-

54, 2006. 

 

[29] K. Barnard and B. Funt, "Camera characterization for color research," Color 

Research & Application, vol. 27, pp. 152-163, 2002. 

 

[30] S. Tominaga and B. A. Wandell, "Natural scene-illuminant estimation using the 

sensor correlation," Proceedings of the IEEE, vol. 90, pp. 42-56, 2002. 

 

[31] A. Gijsenij and T. Gevers, "Color constancy using natural image statistics," in 

Computer Vision and Pattern Recognition, 2007. CVPR'07. IEEE Conference on, 

2007, pp. 1-8. 

 

[32] F. Ciurea and B. Funt, "A large image database for color constancy research," in 

Color and Imaging Conference, 2003, pp. 160-164. 

 

[33] Y. Guo and M. Xie, "Illumination estimation in natural scenes with color gamut 

mapping algorithm," in Information Technology in Medicine and Education 

(ITME), 2012 International Symposium on, 2012, pp. 1075-1078. 

 

[34] G. P. Zhang, "Neural networks for classification: a survey," Systems, Man, and 

Cybernetics, Part C: Applications and Reviews, IEEE Transactions on, vol. 30, 

pp. 451-462, 2000. 

 

[35] V. C. Cardei, B. Funt, and K. Barnard, "Estimating the scene illumination 

chromaticity by using a neural network," JOSA A, vol. 19, pp. 2374-2386, 2002. 

 

[36] S. D. Hordley, "Scene illuminant estimation: past, present, and future," Color 

Research & Application, vol. 31, pp. 303-314, 2006. 

 

[37] K. Suzuki, I. Horiba, and N. Sugie, "A simple neural network pruning algorithm 

with application to filter synthesis," Neural Processing Letters, vol. 13, pp. 43-

53, 2001. 

 

[38] J.-T. Tsai, J.-H. Chou, and T.-K. Liu, "Tuning the structure and parameters of a 

neural network by using hybrid Taguchi-genetic algorithm," Neural Networks, 

IEEE Transactions on, vol. 17, pp. 69-80, 2006. 

 

[39] F. H.-F. Leung, H.-K. Lam, S.-H. Ling, and P. K.-S. Tam, "Tuning of the 

structure and parameters of a neural network using an improved genetic 

algorithm," Neural Networks, IEEE Transactions on, vol. 14, pp. 79-88, 2003. 



© C
OPYRIG

HT U
PM

90 
 

[40] M. Bashiri and A. Farshbaf Geranmayeh, "Tuning the parameters of an artificial 

neural network using central composite design and genetic algorithm," Scientia 

Iranica, vol. 18, pp. 1600-1608, 2011. 

 

[41] K. Barnard and B. Adviser-Funt, Practical colour constancy: Simon Fraser 

University, 1999. 

 

[42] B. Funt, K. Barnard, and L. Martin, "Is machine colour constancy good 

enough?," in Computer Vision—ECCV'98, ed: Springer, 1998, pp. 445-459. 

 

[43] G. D. Finlayson, S. Hordley, and P. M. Hubel, "Illuminant estimation for object 

recognition," Color Research & Application, vol. 27, pp. 260-270, 2002. 

 

[44] K. Barnard, L. Martin, A. Coath, and B. Funt, "A comparison of computational 

color constancy algorithms. II. Experiments with image data," Image Processing, 

IEEE Transactions on, vol. 11, pp. 985-996, 2002. 

 

[45] M. A. Turk and A. P. Pentland, "Face recognition using eigenfaces," in 

Computer Vision and Pattern Recognition, 1991. Proceedings CVPR'91., IEEE 

Computer Society Conference on, 1991, pp. 586-591. 

 

[46] L. Chen, N. Tokuda, A. Nagai, and X. Chen, "Is High Resolution Representation 

More Effective for Content Based Image Classification?," in Neural Networks, 

2006. IJCNN'06. International Joint Conference on, 2006, pp. 4045-4050. 

 

[47] V. C. Design, "Video codec design," 2002. 

 

[48] G. Paschos and M. Petrou, "Histogram ratio features for color texture 

classification," Pattern Recognition Letters, vol. 24, pp. 309-314, 2003. 

 

[49] P. A. Devijver and J. Kittler, Pattern recognition: A statistical approach: 

Prentice/Hall International Englewood Cliffs, NJ, 1982. 

 

[50] C. M. Bishop, Neural networks for pattern recognition: Oxford university press, 

1995. 

 

[51] A. K. Jain, R. P. W. Duin, and J. Mao, "Statistical pattern recognition: A 

review," Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 

22, pp. 4-37, 2000. 

 

[52] P. T. von Hippel, "Mean, median, and skew: Correcting a textbook rule," Journal 

of Statistics Education, vol. 13, p. n2, 2005. 

 

[53] E. W. Weisstein, "Mode. From MathWorld," ed. 

 

[54] E. W. Weisstein, "Statistical Median," Math World-A, 2010. 



© C
OPYRIG

HT U
PM

91 
 

[55] A. David, "Metric Handbook Planning and Design Data," ed: Reed Educational 

and Professional Publishing Ltd, 1999. 

 

[56] K. Hornik, "Approximation capabilities of multilayer feedforward networks," 

Neural networks, vol. 4, pp. 251-257, 1991. 

 

[57] D. L. Chester, "Why two hidden layers are better than one," in Proceedings of 

the international joint conference on neural networks, 1990, pp. 265-268. 

 

[58] I. Kanellopoulos and G. Wilkinson, "Strategies and best practice for neural 

network image classification," International Journal of Remote Sensing, vol. 18, 

pp. 711-725, 1997. 

 

[59] J. Heaton, Introduction to neural networks for Java: Heaton Research, Inc., 

2008. 

 

[60] M. T. Hagan, H. B. Demuth, and M. H. Beale, Neural network design: Pws Pub. 

Boston, 1996. 

 

[61] Y. LeCun, L. Jackel, L. Bottou, C. Cortes, J. S. Denker, H. Drucker, et al., 

"Learning algorithms for classification: A comparison on handwritten digit 

recognition," Neural networks: the statistical mechanics perspective, vol. 261, p. 

276, 1995. 

 

[62] Y. LeCun, L. Jackel, L. Bottou, A. Brunot, C. Cortes, J. Denker, et al., 

"Comparison of learning algorithms for handwritten digit recognition," in 

International conference on artificial neural networks, 1995. 

 

[63] K. Chellapilla, K. Larson, P. Y. Simard, and M. Czerwinski, "Computers beat 

Humans at Single Character Recognition in Reading based Human Interaction 

Proofs (HIPs)," in CEAS, 2005. 

 

[64] R. Salakhutdinov and G. E. Hinton, "Learning a nonlinear embedding by 

preserving class neighbourhood structure," in International Conference on 

Artificial Intelligence and Statistics, 2007, pp. 412-419. 

 

[65] D. Claudiu Ciresan, U. Meier, L. M. Gambardella, and J. Schmidhuber, "Deep 

Big Simple Neural Nets Excel on Handwritten Digit Recognition," arXiv 

preprint arXiv:1003.0358, 2010. 

 

[66] D. Ciresan, U. Meier, and J. Schmidhuber, "Multi-column deep neural networks 

for image classification," in Computer Vision and Pattern Recognition (CVPR), 

2012 IEEE Conference on, 2012, pp. 3642-3649. 

 

[67] L. Fausett, "Fundamental of neural networks," Florida Institute of Technology, 

vol. 4, 1994. 



© C
OPYRIG

HT U
PM

92 
 

[68] D. L. Bailey and D. Thompson, "Developing neural-network applications," AI 

expert, vol. 5, pp. 34-41, 1990. 

 

[69] J. O. Katz, "Developing neural network forecasters for trading," Technical 

Analysis of Stocks and Commodities, vol. 10, pp. 160-168, 1992. 

 

[70] C. C. Klimasauskas, "Applying neural networks," Neural networks in finance 

and investing, pp. 47-72, 1993. 

 

[71] M. T. Hagan and M. B. Menhaj, "Training feedforward networks with the 

Marquardt algorithm," Neural Networks, IEEE Transactions on, vol. 5, pp. 989-

993, 1994. 

 

[72] M. Moreira and E. Fiesler, "Neural networks with adaptive learning rate and 

momentum terms," Technique Report 95, vol. 4, 1995. 

 

[73] N. Abdul Hamid, N. Mohd Nawi, R. Ghazali, M. Salleh, and M. Najib, 

"Improvements of back propagation algorithm performance by adaptively 

changing gain, momentum and learning rate," International Journal of New 

Computer Architectures and Their Applications (IJNCAA), vol. 1, pp. 889-901. 

 

[74] B. M. Hudson, T. Hagan Martin, and B. Demuth Howard, "Neural Network 

Toolbox™ User's Guide," ed: MathWorks, 2012. 

 

[75] H. R. Maier and G. C. Dandy, "The effect of internal parameters and geometry 

on the performance of back-propagation neural networks: an empirical study," 

Environmental Modelling & Software, vol. 13, pp. 193-209, 1998. 

 

[76] D. J. Hand, "Recent advances in error rate estimation," Pattern Recognition 

Letters, vol. 4, pp. 335-346, 1986. 

 

[77] M. Weintraub, F. Beaufays, Z. e. Rivlin, Y. Konig, and A. Stolcke, "Neural-

network based measures of confidence for word recognition," in Acoustics, 

Speech, and Signal Processing, 1997. ICASSP-97., 1997 IEEE International 

Conference on, 1997, pp. 887-890. 

 

[78] J. Armstrong, "Illusions in regression analysis," Available at SSRN 1969740, 

2011. 

 

 

 

 


	SCENE ILLUMINATION CLASSIFICATION BASED ON HISTOGRAMQUARTERING OF CIE-Y COMPONENT
	ABSTRACT
	TABLE OF CONTENTS
	CHAPTERS
	REFERENCES



