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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfillment 
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ENHANCED NORMALIZATION APPROACH TO ADDRESS STOP-WORD 

COMPLEXITY IN COMPOUND-WORD SCHEMA LABELS  

 

 

By 

 

JAFREEN HOSSAIN 

 

June 2014 

 

Chairman: Nor Fazlida Mohd Sani, PhD 

 

Faculty: Computer Science and Information Technology 

 

An extensive review of the existing research work in the field of schema matching 

uncovers the significance of semantics in this subject. It is beyond doubt that both 

structural and semantics aspect of schema matching have been the topic of research 

for many years and there are strong references available for both. However, an in-

depth analysis of all the available approaches suggests there are further scopes for 

improvement in the field of semantic schema matching. Normalization and lexical 

annotation methods using WordNet have been proposed in several studies. However 

the results show comparatively poor accuracy due to the presence of stop-words in 

schema labels. Stop-words have previously been ignored in most studies resulting in 

false negative conclusions. This research work proposes, NORMSTOP (NORMalizer 

of schemata having STOP-words), an improved schema normalization approach, 

addressing the complexity of stop-words (e.g. ‗by‘, ‗at‘, ‗and,‘ or‘) in Compound 

Word (CW) schema labels. NORMSTOP isolates these labels during the 

preprocessing stage and resets the base-form to a relevant WordNet term, or an 

annotable compound noun; using a combined set of WordNet features like 

Attributes, Derivationally Related Forms, and LexNames. When tested on the same 

real dataset used in the earlier approach - (NORMS or NORMalizer of Schemata), 

NORMSTOP shows up to 13% improvement in annotation recall measurement. This 

level of improvement takes the overall schema matching process one step closer to 

perfect accuracy; and the lack of it exposes a gap in expectation, especially in today‘s 

databases where stop-words are in abundance. 
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra  Malaysia 

Sebagai memenuhi keperluan untuk ijazah Master Sains 

 

PENDEKATAN NORMALISASI DIPERTINGKATKAN UNTUK 

MENANGANI KOMPLEKSITI KATA-HENTI DI DALAM LABEL SKEMA 

KATA MAJMUK 

 

 

Oleh 

 

JAFREEN HOSSAIN 

 

Jun 2014 

 

Pengerusi: Nor Fazlida Mohd Sani, PhD 

 

Fakulti: Sains Komputer dan Teknokogi Maklumat 

 

Kajian yang mendalam bagi kerja-kerja penyelidikan yang sedia ada dalam bidang 

padanan skema mendedahkan kepentingan semantik dalam perkara ini. Ia adalah di 

luar keraguan bahawa kedua-dua aspek iaitu struktur dan semantik daripada padanan 

skema telah menjadi topik penyelidikan selama bertahun-tahun dan terdapat rujukan 

yang kukuh disediakan untuk kedua-duanya. Walau bagaimanapun, analisis yang 

mendalam daripada semua pendekatan ada menunjukkan terdapat skop lagi untuk 

penambahbaikan dalam bidang padanan skema semantik. Penormalan dan kaedah 

anotasi leksikal menggunakan WordNet telah dicadangkan dalam beberapa kajian. 

Walau bagaimanapun keputusan menunjukkan ketepatan yang kurang baik 

disebabkan oleh kehadiran kata-henti dalam label skema. Kata-henti sebelum ini 

telah diabaikan dalam kebanyakan kajian menyebabkan kesimpulan negatif palsu. 

Penyelidikan ini mencadangkan, NORMSTOP, penambahbaikan pendekatan 

penormalan skema, menangani kerumitan kata-henti (contohnya 'oleh ', ' di ', ' dan, ' 

atau ' ) dalam label skema kata majmuk. NORMSTOP mengasingkan label ini 

semasa peringkat pra-pemprosesan dan mengeset semula bentuk asas untuk 

pemetaan istilah WordNet, atau anotasi kata nama; menggunakan set gabungan ciri-

ciri WordNet seperti Atribut, Bentuk Terbitan Berkaitan, dan LexNames. Apabila 

diuji pada dataset sebenar yang sama digunakan dalam pendekatan yang lebih awal 

(NORMS), NORMSTOP menunjukkan peningkatan sehingga 13% dalam anotasi 

pengukuran ingat. Tahap peningkatan mengambil skema proses pemadanan 

keseluruhan satu langkah lebih dekat dengan ketepatan yang sempurna dan 

kekurangan itu mendedahkan jurang yang besar dalam jangkaan, terutamanya di 

dalam pangkalan data hari ini di mana terdapat kata henti yang banyak.  
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CHAPTER 1 

 
INTRODUCTION 

 

The advancement of information and communication technology has opened doors 

for many data sources to communicate with each other in a semantic web. At the 

same time it has created data heterogeneity problems in various application domains. 

Large amount of data is created every day by different sources in different formats. 

The value of data increases when it can be linked with other data, thus data 

integration is a major creator of value. So, data integration and data sharing are 

getting important for many application domains. But at the same time, the semantic 

integration is getting crucial and complex due to this large scale data and its 

heterogeneous nature. This heterogeneity can be in terms of data source format, 

types, representation, or semantic interpretation. 

 

The schema matching problem is considered by many researchers as one of the 

bottlenecks for semantic integration. It is not a new research area and has received 

increasing attention since the 1970s (Islam et al., 2008). Numerous matching 

approaches, strategies and algorithms have been developed. Schema matching is the 

task of identifying semantic correspondences between elements of metadata 

structures such as database schemas, entity relationship diagrams, and ontologies. It 

is significant for interoperability and data integration in various applications such as 

data warehousing, integration of web sources, and ontology alignment in the 

semantic web. In this research study, the main focus is on schema normalization used 

in semantic schema matching in the context of data integration. 

 

Currently, the schema matching process has improved from fully manual to semi-

automatic after years of research by numerous researchers. The process is still not 

fully automated, has shortcomings in lots of areas, and needs improvements that 

consider the increasing number of data, schema and data sources. Schemas 

developed for different application domains can be dissimilar in nature, i.e. although 

the data is semantically related, the structure and syntax of its representation are 

different. 

 

Automatic or semi-automatic schema matching has to deal with problems arising 

from the heterogeneity of data sources which can be distinguished into two main 

types of heterogeneity: structural and semantic heterogeneity (Sorrentino et al., 

2011). Structural heterogeneity means differences among attribute types, formats, or 

models whereas semantic heterogeneity means differences in the meaning of schema 

elements. In this research study, we will mainly focus on semantic heterogeneity and 

its probable solutions. 

 

The main motivation of this research study is the work done by Sorrentino et al. 

(2011), which focused on schema normalization and lexical annotation methods. It 

has been proven that schema normalization approaches improve the lexical 
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relationship and matching accuracy among schema labels. Lexical annotation (i.e. 

annotation with reference to a lexical resource/dictionary, e.g. WordNet) helps to 

relate a ―meaning‖ to schema labels. However, the accuracy of semi-automatic 

lexical annotation methods on real life schemas still suffer from the problem of non-

dictionary words such as compound words (CWs), abbreviations and acronyms. 

Schema normalization approaches can help to resolve this problem and increase the 

number of similar schema labels. 

 

Although different strategies were developed to solve this kind of problem including 

schema normalization approaches (Sorrentino et al., 2011), there is still room for 

improvement and future work. Future work might include finding the meaning of 

different compound words having prepositional-verbs (e.g. ―writtenBY‖), 

conjunctions (e.g. ―and‖, ―or‖), digits or stop-words (e.g. ―by‖, in‖, ―to‖ etc.) in 

schema labels. Moreover, future effort might consider the inclusion and integration 

of other domain-specific resources (such as ontologies, thesauri, glossaries and 

Wikipedia) to address the problem of the specific domain terms in schema labels 

(e.g., the biomedical term ―aromatase‖ which is an enzyme involved in the 

production of estrogen); the use of multi-language lexical resources in order to be 

able to normalize and annotate schema labels in different languages. Also more work 

can be done to improve the number of false positive and false negative relationships. 

Another relevant future research could possibly be the inclusion of instance-based 

matching techniques to improve the automatic annotation and relationship discovery 

processes among schema labels. 

 

1.1 Problem Statement  

 

As mentioned by Sorrentino et al. (2011), the weakness of a thesaurus, like WordNet, 

is that it does not always cover the detail information of a specific domain and 

domain-dependent terms or words, or non-dictionary words (such as Compound 

words, abbreviations, acronyms etc). So this kind of non-dictionary words in schema 

labels strongly affects the automatic lexical annotation technique. To address this 

problem they presented a method for schema label normalization which expands 

abbreviations and automatically annotates Compound Nouns (CNs) by enriching 

WordNet with new meanings. 

 

 
Figure 1: Schema Matching with Labels Having Abbreviation 
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For example, in Figure 1, ―amount‖ and ―QTY‖ (abbreviation for ―quantity‖) is the 

corresponding schema label. So in this kind of case, it is difficult to identify a 

synonym relationship between the elements ―amount‖ and ―QTY‖ without 

abbreviation expansion. 

 

With regards to the schema label normalization method, they mentioned some 

limitation and future improvements in their work which would take into 

consideration the main problem during the experimental evaluation: The presence of 

stop-words (e.g. ―to‖, ―at‖, ―and‖ etc.) in schema labels; and the problem of false 

negative (ie. missing right annotation) non-dictionary words during the identification 

step of schema normalization (Sorrentino et al., 2011). 

 

Po and Sorrentino (2011) also stated the recall rate was affected by the existence of 

non-endocentric (endocentric CNs is a kind of CNs consisting of a head and 

modifier) CNs (such as ―ManualPublished‖, ―isMember‖ or ―InProceedings‖) in the 

schemas for all the data sets and that their method could not identify.   

 

So, the limitations summarized from Sorrentino et al. (2011) that were not 

considered while processing schema label normalization are: 

 

1) Other kinds of multi-word units (e.g. prepositional verbs such as 

―WrittenBy‖) 

2) The use of conjunctions (such as ―and‖ or ―or‖ ) in schema and ontology 

labels 

3) The presence of stop-words (e.g. ―to‖, ―at‖) in schema and ontology labels 

 

Considering the limitations mentioned in Sorrentino et al. (2011), one specific 

problem has been identified summarizing the three problems mentioned above which 

needs improvement: 

 

Problem of the presence of stop-words (e.g. “to”, “at”, “and” etc.) in schema labels 

resulting false negative lexical annotation during schema normalization process 

(Sorrentino et al., 2011). 

 

1.2 Objective  

 

The objective of the research work is to propose an approach for solving the problem 

of stop-words in schema labels and improve the lexical annotation of schema label 

normalization by reducing false negative (ie. missing right annotation) results. 

1.3 Delimitation  

 

In our research we will focus only on the Compound Word (CW) annotation which 
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will include Compound Nouns (CNs), or Compound Word formats containing ―stop-

words‖ and relevant false negative (missing a right annotation) problem. We will not 

consider all the ―stop-words‖ used in natural language processing (NLP) since only 

some common stop-words are used in database designing. The main focus of the 

research is on stop-words found in the test dataset. Those are ―in‖, ―by‖, ―at‖, ―to‖, 

"from", ―on‖, ―since‖,  ―upto‖, ‖until‖, ‖till‖, ―is‖, ―are‖, ―was‖, ―were‖, ―or‖ 

respectively. 

 

1.4 Assumption 

 

In order to fulfill the above mentioned objective, we assume that a fully functional 

schema normalization tool is implemented and available, in which we can add and 

run the newly developed algorithm. 

 

1.5 Research Significance 

 

Schema matching is an important and essential process in different domains 

including e-commerce, data-integration, health-care and many more. By identifying 

the stop-word in compound word schema labels, the proposed approach would 

reduce the false negative results in schema normalization and annotation process 

which is an integral part of schema matching. 

 

 

1.6 Outline of the Thesis 

 

The rest of the thesis is organized as follows: 

 

Chapter 2 discusses the relevant literature review and some previous approaches on 

schema and ontology matching. It also details schema normalization approaches and 

NORMS (NORMalizer of Schemata), an existing tool to perform schema label 

normalization to enhance the automatic result of schema matching process and some 

open problems of this area. At the end, it focused on the specific problem of ―stop-

words‖ in schema label which is the main focus of this research work. Chapter 3 

states the methodology to solve the problem mentioned in chapter 1 and also 

discusses the new proposed approach ―NORMSTOP‖ and its step by step 

procedures. Chapter 4 focuses on explaining the implementation of the proposed 

approach. Chapter 5 details out the evaluation of its results in comparison with 

previous NORMS approach. Chapter 6 concludes the thesis, mentioning the main 

contribution and discusses some future opportunities in the same domain. 
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