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DATA FILTERING FRAMEWORK FOR PRESERVING MEANINGFUL DATA 

RECORDS FROM STREAMS OF UNSTRUCTURED WEATHER DATA 

 

By 

 

WA’EL JUM’AH AL-ZYADAT 

 

July2014 

 

 

Chairman:  Rodziah Atan, PhD 

Faculty:       Computer Science and Information Technology 

 

The aim of this research is to design and implement a data filtering framework for 

preserving meaningful data records from streams of unstructured weather data based on 

data collection, data pre-process, data filtering, classification, and visualization. The data 

collection involved monitoring data and data structuring; data pre-process, error 

checking, error validation, and correction of error; data filtering involved filtering 

concept, sequential process, and particles filtering while classification data involved the 

proposed 5M method. 

 

The environmental data creates challenges in the context of storage and data processing, 

which producing large volume of data collection including a massive 30% of unwanted 

data. It affects the correctness of data in term of usage 

 

The rationale and importance of this research comes in forms of creating step by step 

operations of data filtering method using local weather data that combines data pre-

processing and data filtering steps to enhance the accuracy of data classifications. This 

research successfully reformatted data collected from sensor-boards which are 

unstructured, with features that structure raw data to a standardized data format. 

 

The analysis of the proposed framework employed three measurements approaches for 

the validation purposes. First, data pre-process component measurement using 
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correctness and precision measures; filtering components are measured by data 

(indexing and item) using the context of records to discover the duplicates between two 

different datasets, and finally the 5M classification is measured by the percentage of 

total and meaningful_ sensitivity to indicated classification of relevant items which explore 

the meaningful data of measurements based on percentages of classifier data from 

relevant data. Result shows the pre-processed data collected is reduced by 69.23 % with 

similar accuracy as compared to the raw data. Classification hit is 84.6 % accuracy to 

each clustered data. 

 

This research has been able to classify streaming weather data. The execution of data 

filtering framework for preserving meaningful data records from streams of unstructured 

weather data produced highly accurate classification clusters. 
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Fakulti: Sains Komputer dan Teknologi Maklumat 

ABSTRAK 

Tujuan kajian ini adalah untuk mereka bentuk dan melaksanakan rangka kerja penapisan 

data untuk memelihara rekod data yang bermakna dari aliran data cuaca tidak 

berstruktur berdasarkan pengumpulan data, pra-pemprosesan data, penapisan data, 

klasifikasi, dan visualisasi. Pengumpulan data melibatkan pemantauan data dan 

penstrukturan data; data pra-pemprosesan, pemeriksaan ralat, pengesahan kesilapan, dan 

pembetulan kesilapan; penapisan data melibatkan konsep penapisan, proses berurutan, 

dan penapisan zarah manakala klasifikasi data pula melibatkan kaedah 5M yang 

dicadangkan. 

 

Data persekitaran mewujudkan cabaran dalam konteks penyimpanan dan pemprosesan 

data, penghasilan jumlah data yang besar semasa proses pengumpulan yang juga 

melibatkan sejumlah besar 30% data yang tidak diingini. Ia memberi kesan kepada 

ketepatan data bagi kegunaan seterusnya. 

 

Rasional dan kepentingan kajian ini ditonjolkan melalui pembangunan operasi kaedah 

penapisan data secara langkah demi langkah menggunakan data cuaca tempatan yang 

menggabungkan pra-pemprosesan dan penapisan data untuk meningkatkan ketepatan 

klasifikasi data. Penyelidikan ini berjaya menformat semula data yang dikumpul dari 

papan pengesan yang tidak berstruktur, dengan fungsian yang mampu menstruktur data 

mentah kepada format data seragam. 

 

Analisis yang dijalankan bagi rangka kerja cadangan ini menggunakan tiga pendekatan 

pengukuran untuk tujuan pengesahan. Pertama, pengukuran komponen data pra-proses 

menggunakan pengukuran kesahihan dan ketepatan; kedua, komponen penapisan diukur 

menggunakan data (indeks dan item) menggunakan rekod konteks untuk mencari 

pendua antara dua set data yang berbeza, dan akhir sekali, pengelasan 5M diukur melalui 

jumlah peratusan dan sensitivity-bermakna bagi menunjukkan klasifikasi bagi item yang 

relevan. Ia dijalankan bagi meneroka maklumat bermakna yang diukur berdasarkan 
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kepada peratusan data pengelas yang relevan. Keputusan menunjukkan data pra-proses 

terkumpul dapat dikurangkan sebanyak 69.23% dengan ketepatan yang sama berbanding 

dengan keseluruhan data mentah. Kenaan klasifikasi pula adalah berketepatan 84.6% 

bagi setiap kelompok data. 

 

Kajian ini telah dapat mengklasifikasi aliran data cuaca. Pelaksanaan rangka kerja 

penapisan data untuk memelihara rekod data yang bermakna dari aliran data cuaca tidak 

berstruktur yang dicadangkan dari kajian ini mampu untuk menghasilkan ketepatan 

tinggi bagi setiap klasifikasi kluster. 
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CHAPTER 1 

 

INTRODUCTION 

 

 
 

1.1 Background 

 

In recent years there has been a rise in the number of distributed systems supporting 

applications that continuously collect, aggregate and disseminate data from information 

sources across a network. Those data sources, such as click stream or sensor data,are 

often characterized as fast rate high-volume “stream” (Babcock, Babu, Datar, Motwani, 

and Widom, 2002). The rapid accumulation of data from an environment has become an 

inseparable part of human understanding of factual information that impacts several 

aspects of our lives (Dunham and Margaret, 2003). 
 

Data collection in streaming data is the process of sampling signals that measure real 

world physical conditions and converting the resulting sample into digital numeric value 

that can be manipulated by a computer such as sensors that convert physical parameter 

to electrical signals (Kos, Tomaž, Kosar, Mernik, and Marjan, 2012; Patnaik, Marwah, 

Sharma, and Ramakrishnan, 2011; Sun and Lee, 2006).The main challenge in data 

collection is to automatically generate unstructured data from the raw data (possibly 

with some associated uncertainty) that are gathered by sensor devices or measurements. 

The raw data are spatially and temporally correlatedand are notin a format ready for 

analysis (Weinberg, David, Beers, Blanton, and Eisenstein, 2007).The data pre-process 

is the firstcomponent to perform on the raw data to prepare it for another processing 

procedure (Singh and Kumar, 2013). 

 

Data pre-processis an important component in the data quality process that involves 

transforming raw data into an understandable format in which the real world data are 

often incomplete and inconsistent.It is a preliminary processing of data in order to 

prepare the data for the primary processing for further analysis. The term can be applied 

to any first or preparatory processing stage when there are several steps required to 

prepare data for the user. For example, extracting data from a large set, filtering it for 

various reasons and combining sets of data could be a pre-process step (Schmieder, 

Edwards, and Robert, 2011; Famili, Shen, Wei, Richard, and Simoudis, 1997). 

 

Data filtering is a fundamental process to avoid massive data. In this millennium, data 

continue to grow exponentially which sometimes becomes unmanageable. Those who 

ignore the potential danger of massive data will face problems and suffer the 

consequences of data overload and missing data which are the challenges of streaming 

data, especially when data are captured from the environment, which clearly effect the 

quality of data and the storage of it (Venugopal, Srinivasa, and Patnaik, 2009).Data 

filtering is a component that refines datasets into meta-data based on what a user (or set 

of users) needs, without including repetitive, irrelevant or even sensitive (Surapong, 
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Glesner, and Klingbeil, 2010; Condon, Deshpande, and Hellerstein, 2009; Chandola and 

Kumar, 2007; Lee and Shieh, 2006).In general, data filtering consists of two main tasks, 

namely: pre-data filtering and post-data filtering (classification).Data classification is the 

process of sorting and categorizing data into various types, forms or any other distinct 

class, which is performed after the pre-data filtering.Classification enables the separation 

and classification of data according to the dataset requirements of various domains‟ 

objectives (Zhang, Zhu, Bond, and Jeffrey 2011; Zhang et al., 2008). 
 

There are many applications for a wide range of uses requiring data filtering which 

include climatic data, ecological data, and streaming data. This study indicated to 

propose a framework to meet the challenges in stream of weather data filtering. 

 

 

1.2 Problem Statement 

 

The issue of data filtering remain at the forefront of IT-related development such as 

software, website, and information systems, mainly due to a large number of negative 

reviews on streaming data filtering. Aggarwal (2013) states that poor and unstructured 

data records produced up to 30% of damaged data,which are also happens to data 

collected real-time or in-streams.The issue of unstructured data especially for streaming 

weather data captured using sensors and other electronic deviceshas affect to data 

filtering stage. The whole scenario setting amplifies the challenges in data filtering (Ou, 

Yang, GuangZhi, and Dai, 2011; Fu Zhao and Leong, 2000).The difference in type of 

data captured (e.g. weather temperature, humidity, wind speed, or air pressure), different 

value for weather elements (e.g. numerical, alphanumerical, date, time) aggregated with 

direct capture from the environment in unformatted data records, is surely a mega 

challenge to be solved. There is also limitation to structure weather data records in 

specific form which are: basic data identification, creating suitable set of contour, and 

documentations (Brown and Jones, 2001; Uri Hanani, Bracha Shapira, and Peretz 

Shoval, 2001; Ayoade, 1976). 

 

Current filtering approaches faced limitations in several aspects such as difficulties in 

matching the weather attributes into specific format, weak validation for filtered records 

(in terms of significance values), re-tracing filtered (omitted or removed) records from 

different sources; chaotic re-combination of filtered data records (main records 

accepting filtered input), filtered dataset is having one specific format (not possible to 

match record column in other database) by which, will increase the iteration process to 

identify the correct record and column (Cao, Nguyen, Krishnaswamy, Shonali, and 

Xiao, 2012; Esseghir, 2010; Dongsheng, Jiannong, Xicheng, and Chen, 2009). 

 

Streaming join in of weather data filtering is a fundamental operation to merge 

information from different streams which also involves non-quality join (Xie, Junyi, 

Yang, and Jun, 2007). This is especially useful in many applications such as sensor 

networks in which the streams arriving from different sources may need to be related 
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with one another (Simon Fong, Robert, and Yain whar, 2014; Shah, Dharmarajan, 

Ramamritham, and Krithi, 2003). In the stream setting, input tuples arrive continuously, 

and result tuples need to be produced continuously as well. The receivers cannot assume 

that the input data is already indexed, or that the input rate can be controlled by the 

query plan (Dasu, Tamraparni, Krishnan, Venkatasubramanian, and Suresh, 2006; 

Garofalakis, Minos, Gehrke, Rastogi, and Rajeev, 2002). Standard join that use blocking 

operations, for example, sorting is no longer effective. Conventional methods for 

matching and query optimization are also inappropriate, due to finite input assumptions. 

Moreover, the long-running nature of stream queries call for more adaptive process 

strategies that can react to changes and variation of streaming weather data 

characteristics (Cao et al., 2012; Esseghir, 2010; Dongsheng et al., 2009). 

 

Various methods such as decision trees (Gama, João, Kosina, and Petr, 2011), rule based 

methods, and neural networks are normally used to classify data. These techniques are 

designed to build classification models for static data, including archived/stored weather 

datasets, where these data can be chunked into smaller set of records (several passes) 

(Cugola, Gianpaolo, Margara, and Alessandro, 2012). However, chunking streaming 

weather data is not possible and processing the entire dataset as one stream (one pass) is 

necessary. Furthermore, the classification approach needs to be re-designed in the 

context of pre-data filtering, which is unique for streams of data. Gathering and 

preserving data records meaning using sensor devices is also an issue where these 

processes require special and subtle technique to enable the formation of structured data 

record and type as discussed in Algarni, et al., (2009) and Sawai, et al., (2003). All 

interrelated issues addressed in this study are ought to be solved and signify this study. 

 

 

1.3 Research Objectives 

 

This research aims at achieving the following: 

1- To characterize an unstructured streaming data with variable format that precisely 

preserves the sections of data for efficient retrieval. 

2- To propose a data filtering framework for streams unstructured weather data 

preserving the meaningful and relevancy of data records. 

 
 

1.4 Scope of Research 

 

This research will focus on streaming weather data records filtering from Malaysia, 

consisting of streaming weather (gathered using sensors) and static weather data 

(stored/archived). The streaming weather data are the sensor-based data capturing for 13 

days using a sensor device called Cornus Sensory Network in the area of Serdang. The 

static data are weather data purchased from the Malaysian Meteorological Department 

(MET) covering 11 locations in Malaysia; Alor Setar, Bayan Lepas, Cameron 

Highlands, Chuping, Ipoh, Kota Bharu, Kuala Terengganu Airport, Kuantan, Malacca, 

Mersing, and Petaling Jaya for the years of 2008 and 2009. Appendix A shows the data 

in its original form. 
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The reasons for using these two sets of data are; to benchmark and validate the data 

collected by Cornus Sensor device and to verify the end results of the proposed data 

filtering approach for streams of weather data. 

 

Research question to be addressed in this study are; how to structure streams of weather 

data collected from sensor devices to the form suitable for further analysis? And how to 

develop a data filter that preserved meaningfulness and relevancy? 

 

 

1.5 Thesis Organization 

 

There are six chapters in this thesis, including the introductory chapter, explaining the 

background, problem statements, objectives, scope of research, and thesis organization. 
 
Chapter 2 is the literature review of the related studies in data collection, data pre-

process, data filtering and classification. It reviews the current published research in this 

area to support the research. 
 
Chapter 3 explains the five phases of framework methodology: data collection phase; 

data pre-process phase, data filtering phase, data classification phase and visualization 

phase proposed. This chapter also explains and discusses the data collection that is used 

in this research and the pre-process techniques that are applied on the two datasets (static 

and dynamic data). 
 
Chapter 4 describes the design and development of the data filtering framework. 
 
Chapter 5 discusses the results component of each of data filtering framework, data pre-

process effect to the relevant data, data filtering accrued from the matching data, and 5M 

method to preserve the meaningful data using the proposed filtering method. 
 
Chapter 6 discuss the conclusion and future work of the research. It also contains 

explanation that validates and verifies the work carried out in this research. 

Contributions of this work and future research directions are also included in this 

chapter. 
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