

UNIVERSITI PUTRA MALAYSIA
SPECTRAL EXPANSIONS OF LAPLACE-BELTRAMI OPERATOR ON UNIT SPHERE

AHMAD FADLY NURULLAH BIN RASEDEE


## SPECTRAL EXPANSIONS OF LAPLACE-BELTRAMI OPERATOR ON UNIT SPHERE

## By

## AHMAD FADLY NURULLAH BIN RASEDEE

Thesis Submitted to the School of Graduate Studies, Universiti Putra Malaysia, in Fulfilment of the Requirements for the Degree of Doctor of Philosophy

July 2015

## COPYRIGHT

All material contained within the thesis, including without limitation text, logos, icons, photographs and all other artwork, is copyright material of Universiti Putra Malaysia unless otherwise stated. Use may be made of any material contained within the thesis for non-commercial purposes from the copyright holder. Commercial use of material may only be made with the express, prior, written permission of Universiti Putra Malaysia.

Copyright © Universiti Putra Malaysia

## DEDICATIONS

I would like to dedicate this thesis to my loving family. To my parents, Mum and Dad for their support and guidance.

To my LOVELY Wife, Hawa For her Patience, Love and Support.<br>And my children, Faresyah, Hana And also baby Firas,

I Hope this INSPIRES you to work hard in order to achieve your dreams and a better future.

# SPECTRAL EXPANSIONS OF LAPLACE-BELTRAMI OPERATOR ON UNIT SPHERE 

By

# AHMAD FADLY NURULLAH BIN RASEDEE 

July 2015

Chair: Anvarjon Ahmedov, PhD<br>Faculty: Institute for Mathematical Research (INSPEM)

The reconstruction of functions from its expansions is a prominent problem in harmonic analysis. These type of problems are not always solvable with the definition of the sum of a Fourier series as the limit of its partial sums. Functions that are not very smooth (such functions are the most interesting and from a pratical point of view have important expansions), have successive strongly oscillating terms of the partial sums which does not correspond with the characterization of the to be reconstructed function. This causes the sequence of partial sums to oscillate around the function rather than approach it. When attempting to overcome this issue, it is interesting to consider some arithmetic means. For purpose of this research, the Riesz means is taken into consideration. Due to the consistent behavior of these oscillations, the Riesz means acts as a regularization of the partial sums to better approximate the function.

In the present research we investigated convergence and summability problems of the spectral expansions of differential operators. The most specific properties of the decompositions are established. The investigations of spectral expansions of the differential operator in modern methods of harmonic analysis, incorporates the wide use of methods from functional analysis, modern operator theory and spectral decomposition. New methods for approximating the functions from different spaces (Nikolskii, Sobolev, Liouville) are constructed using asymptotic behavior of the spectral function of the differential operators.

We consider the summation, conditions and principles for the localization of Riesz means of the Fourier-Laplace series of distributions. When working in the field of spectral theory of differential operators, specifically on localization of spectral decompositions by Riesz means, it is important to consider how the dependence on convergence of spectral decompositions of their Riesz means affects the behavior of the function in a small neighborhood of the given point.

This research focuses on convergence and summability problems of the spectral expansions of differential operators related to the Fourier-Laplace series. The Fourier-Laplace series can be interpreted as eigenfunction expansions of the LaplaceBeltrami operator, which is a symmetric and nonnegative elliptic operator on the unit sphere. Application of Neuman's Theorem allows us to present the Laplace-Beltrami through partial sums of the Fourier-Laplace series, which is referred as spherical expansions related to the Laplace-Beltrami operator.
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Pembinaan semula fungsi dari pengembangan adalah satu masalah yang penting dalam analisis harmonik. Jenis masalah sebegini tidak selalunya boleh diselesaikan dengan mentakrif jumlah siri Fourier sebagai had kepada penjumlahan separa bagi siri tersebut. Fungsi-fungsi yang tidak begitu lancar (jenis fungsi tersebut adalah yang paling menarik dan dari sudut pandangan yang lebih praktikal mempunyai pengembangan penting), mempunyai penjumlahan separa berturut yang kuat berayun jumlah separa yang tidak sepadan dengan pencirian fungsi untuk dibina semula. Ini menyebabkan urutan penjumlahan separa berayun di sekitar penyetempatan itu dan bukannya menghampirinya. Dalam usaha untuk mengatasi isu ini, ia adalah menarik untuk mempertimbangkan penggunaan purata aritmetik. Bagi tujuan kajian ini, purata Riesz diambil kira. Disebabkan ayunan yang konsisten, purata Riesz bertindak mengawal kelakuan penjumlahan separa itu.

Dalam kajian ini, kami telah mengkaji penumpuan dan penjumlahan masalah pengembangan spektrum operator pengkamiran. Ciri-ciri yang paling khusus penghuraian diwujudkan. Siasatan pengembangan spektrum pengendali pengkamiran dalam kaedah moden analisis harmonik, menggabungkan penggunaan pelbagai kaedah analisis fungsi, teori pengendali moden dan penguraian. Kaedah baru untuk menghampiri fungsi dari ruang yang berbeza (Nikolskii, Sobolev, Liouville) yang dibina menggunakan tingkah laku asimptot fungsi spektrum pengendali pengkamiran.

Kami mempertimbangkan penjumlahan, syarat dan prinsip-prinsip untuk penyetempatan menggunakan purata Riesz daripada siri Fourier-Laplace bagi fungsi pengagihan. Apabila bekerja dalam bidang teori spektrum operator pengkamiran, khususnya penyetempatan penghuraian spektrum oleh purata Riesz, ia adalah penting untuk mempertimbangkan bagaimana pergantungan kepada penumpuan penghuraian spektrum purata Riesz mereka mempengaruhi sikap fungsi itu di kawasan kejiranan yang kecil titik yang diberikan.

Siri Fourier-Laplace ini boleh ditafsirkan sebagai fungsi pengembangan eigen bagi pengendali Laplace-Beltrami, yang merupakan operator elips yang simetrik dan bukan negatif pada unit sfera. Aplikasi Teorem Neuman ini membolehkan kita untuk membentangkan Laplace-Beltrami melalui jumlah hasil tambah separa daripada siri Fourier-Laplace, yang disebut sebagai pengembangan sfera yang berkaitan dengan operator Laplace-Beltrami.
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## CHAPTER 1

## INTRODUCTION

... a mathematical theory is not to be considered complete until you have made it so clear that you can explain it to the first man whom you meet on the street.
-David Hilbert.
In this thesis we deal with convergence and summability problems pertaining to eigenfunction expansions of the Laplace-Beltrami operator on the unit sphere. The Laplace-Beltrami operator is an unbounded differential operator, with many applications in mathematics and physics. Symmetricity and positiveness of the LaplaceBeltrami operator in classes of infinitely times differentiable functions enable us to represent the latter operator by the family of projection operators using spectral theorem. Projection operators are partial sums of the Fourier series in eigenfunctions of the Laplace-Beltrami operator and they play an essential role in the reconstruction of the function from its eigenfunction expansions. When the partial sums are not convergent, the Riesz means of the partial sum will be considered to solve reconstruction problems for the functions from the classes of Sobolev, Nikolskii, Liouville and etc. This chapter will focus on main fundamental ideas and concepts from the spectral theory of differential operators to understand modern status of the investigations in the field of convergence and summability of eigenfunction expansions related to differential operators. Besides background on our subject matter, this chapter will entail descriptions on our research objectives, motivation and a brief outline of this thesis.

### 1.1 Motivation

Problems in the spectral theory of differential operators arises when attempting to reconsrtuct the function from its eigenfunction expansions. Such occurrence are noticeable under conditions when the partial sums of the eigenfunction expansions are not convergent. Motivated by these convergence issues, we employ solutions with the use of the Laplace-Beltrami operator by arithmetic means. The proposed means in this thesis is by method of Riesz means which is an improvement over the Cesaro means. Investigations conducted are mainly on convergence issues of eigenfunction expansions for the Fourier-Laplace series on the sphere.

Because the mathematical description of the physical processes taking place in real space are based on the spectral theory of differential operators, the most difficult engineering problems concerning heat and mass transfer processes can be modelled by Partial Differential Equations (PDEs), particularly by Laplace-Beltrami operator on the sphere. The eigenfunctions of the Laplace-Beltrami operator on unit sphere which are commonlly known as spherical harmonics have huge applications in science and engineering, varying from the basic vibrations of the drum to the complex solution of 3D image reconstruction and the propagation of electromagnetic waves.

### 1.2 Spherical Harmonics

Spherical harmonics which are eigenfunctions of the Laplace-Beltrami operator on unit sphere have huge applications in science and engineering. We recall here definitions and fundamental facts from the general theory of spherical harmonics.

Let denote by $S^{N}$ the $N$-dimensional unit sphere:

$$
S^{N}=\left\{\left(x_{1}, x_{2}, \ldots, x_{N+1}\right) \in R^{N+1}: \sum_{i=1}^{N+1} x_{i}^{2}=1\right\} .
$$

In order to define the Laplace-Beltrami operator on the sphere $S^{N}$ and establish its relationship with the Laplace operator on $R^{N+1}$ we need to define the Laplace operator on the Riemannian manifolds ( $M, g$ ). It can be shown that a Riemannian metric, $g$ denotes a smooth family of inner products, $g=\left(g_{p}\right)$, on a manifold $M$, where for any $p \in M, g_{p}$ is an inner product on the tangent space, $T_{p} M$. We are able to establish a distinct duality between the space of $T_{p} M$ and $T_{p}^{*} M$, due to $g_{p}$. Specifically, we define the isomorphism, $\mathrm{b}: T_{p} M \rightarrow T_{p}^{*} M$ such that for every $u \in T_{p} M$, the linear form, $u^{b} \in T_{p}^{*} M$, is given by,

$$
u^{b}(v)=g_{p}(u, v), \quad v \in T_{p} M .
$$

and the inverse isomorphism, \#: $T_{p}^{*} M \rightarrow T_{p} M$ such that for each $\omega \in T_{p}^{*} M$, the vector, $\omega^{\#}$, is the unique vector in $T_{p} M$ hence

$$
g_{p}\left(\omega^{\#}, v\right)=\omega(v), \quad v \in T_{p} M
$$

The isomorphism $b$ and \# induce isomorphisms between vector fields, $X \in \chi(M)$, and one-forms, $\omega \in A^{1}(M)$. Particulalrly, the vector field corresponding to the one-form, $d f$, is the gradient, $\operatorname{grad} f$, of $f$ for every smooth function, $f \in C^{\infty}(M)$. The gradient of $f$ is uniquely determined by the following condition

$$
g_{p}\left((\operatorname{grad} f)_{p}, v\right)=d f_{p}(v), \quad v \in T_{p} M, p \in M
$$

If $\nabla_{X}$ is the derivatives along the tangent vector or also known as the covariant derivatives in colleration with the Levi-Civita connection by virtue of $g$, then the divergence of a vector field, $X \in \chi(M)$, is the function, $\operatorname{div} X: M \rightarrow R$ defined so that

$$
(\operatorname{div} X)(p)=\operatorname{tr}\left(Y(p) \mapsto\left(\nabla_{Y} X\right)_{p}\right)
$$

where $(\operatorname{div} X)(p)$ is the trace of the linear map, $Y(p) \mapsto\left(\nabla_{Y} X\right)_{p}$ for every $p$. Hence the Laplace-Beltrami operator, known also as the Laplacian, is the linear operator, $\Delta: C^{\infty}(M) \rightarrow C^{\infty}(M)$, denoted by

$$
\Delta f=\operatorname{div} \operatorname{grad} f
$$

Let $(U, \varphi)$ be a chart of $M$ where $p \in M$ and

$$
\Delta f=\operatorname{div} \operatorname{grad} f
$$

If $(U, \varphi)$ maps $M$, with $p \in M$ and if the basis of $T_{p} M$ induced by $\varphi$ is denoted by

$$
\left(\left(\frac{\partial}{\partial x_{1}}\right)_{p}, \ldots,\left(\frac{\partial}{\partial x_{n}}\right)_{p}\right)
$$

then the $n \times n$ matrix, $\left(g_{i j}\right)_{p}$ given by

$$
\left(g_{i j}\right)_{p}=g_{p}\left(\left(\frac{\partial}{\partial x_{i}}\right)_{p}, \ldots,\left(\frac{\partial}{\partial x_{j}}\right)_{p}\right)
$$

denotes the local expression of the metric $g$ at $p$. The matrix $\left(g_{i j}\right)_{p}$ is postive definite, symmectric and has an inverse represented as $\left(g^{i j}\right)_{p}$ where we consider $|g|_{p}=\operatorname{det}\left(g_{i j}\right)_{p}$. We will oftenly ommit the subscript $p$ to simplify the notation. This allows us to show that every function, $f \in C^{\infty}(M)$ in the form of local coordinates which is given by the chart $(U, \varphi)$ as

$$
\operatorname{grad} f=\sum_{i j} g^{i j} \frac{\partial f}{\partial x_{j}} \frac{\partial}{\partial x_{i}},
$$

where

$$
\frac{\partial f}{\partial x_{j}}(p)=\left(\frac{\partial}{\partial x_{j}}\right)_{p} f=\frac{\partial\left(f \circ \varphi^{-1}\right)}{\partial u_{j}}(\varphi(p))
$$

with $\left(u_{1}, \ldots, u_{n}\right)$ as the coordinate functions in $R^{n}$. For every vector field, $X \in$ $\chi X(M)$, expressed in local coordinates as

$$
X=\sum_{i=1}^{n} X_{i} \frac{\partial}{\partial x_{i}},
$$

we have

$$
\operatorname{div} X=\frac{1}{\sqrt{|g|}} \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\sqrt{|g|} X_{i}\right)
$$

and for every function, $f \in C^{\infty}(M)$, the Laplacian, $\delta f$, is given by

$$
\Delta f=\frac{1}{\sqrt{|g|}} \sum_{i, j} \frac{\partial}{\partial x_{i}}\left(\sqrt{|g|} \left\lvert\, g^{i j} \frac{\partial f}{\partial x_{j}}\right.\right)
$$

If we consider $N$-dimensional Eucliedean space $R^{N}$ with standard coordinates, then the Laplacian $\Delta f$ will have the following form

$$
\Delta f=\frac{\partial^{2} f}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2} f}{\partial x_{N}^{2}}
$$

Here are a few examples.
Example 1: As an application we will derive the three dimensional Laplacian in spherical coordinates. We begin by letting,

$$
\begin{aligned}
& x=r \sin \theta \cos \varphi, \\
& y=r \sin \theta \sin \varphi, \\
& z=r \cos \theta .
\end{aligned}
$$

By differentiating them respectively give us,

$$
\begin{aligned}
& \frac{\partial}{\partial r}=\sin \theta \cos \varphi \frac{\partial}{\partial x}+\sin \theta \sin \varphi+\cos \theta \frac{\partial}{\partial z}=\hat{r} \\
& \frac{\partial}{\partial \theta}=r\left(\cos \theta \cos \varphi \frac{\partial}{\partial x}+\cos \theta \sin \varphi-\sin \theta \frac{\partial}{\partial z}\right)=r \hat{\theta} \\
& \frac{\partial}{\partial \varphi}=r\left(-\sin \theta \sin \varphi \frac{\partial}{\partial x}+\sin \theta \cos \varphi\right)=r \hat{\varphi}
\end{aligned}
$$

It becomes apparent that $\hat{r}, \hat{\theta}$ and $\hat{\varphi}$ are pairwise orthogonal. Hence the matrix $\left(g_{i j}\right)$ is denoted by

$$
\left(g_{i j}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & r^{2} & 0 \\
0 & 0 & r^{2} \sin ^{2} \theta
\end{array}\right]
$$

where $|g|=r^{4} \sin ^{2} \theta$. The inverse of $\left(g^{i j}\right)$ is represented by

$$
\left(g^{i j}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & r^{-2} & 0 \\
0 & 0 & r^{-2} \sin ^{-2} \theta
\end{array}\right]
$$

This calculation shows that

$$
\Delta f=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial f}{\partial r}\right)+\frac{1}{r^{2} \sin \theta \partial \theta}\left(\sin \theta \frac{\partial f}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} f}{\partial \varphi^{2}} .
$$

Because $(\theta, \varphi)$ are coordinates on the sphere $S^{2}$ through

$$
\begin{aligned}
& x=\sin \theta \cos \varphi, \\
& y=\sin \theta \sin \varphi, \\
& z=\cos \theta,
\end{aligned}
$$

these coordinates, the metric, $\left(\tilde{g}_{i j}\right)$, on $S^{2}$ is given by the matrix

$$
\left(\tilde{g}_{i j}\right)=\left[\begin{array}{cc}
, 1 & 0 \\
0 & \sin ^{2} \theta
\end{array}\right]
$$

where it is visble that $|\tilde{g}|=\sin ^{2} \theta$, with the inverse

$$
\left(\tilde{g}^{i j}\right)=\left[\begin{array}{cc}
1 & 0 \\
0 & \sin ^{-2} \theta
\end{array}\right]
$$

It follows that

$$
\Delta_{S^{2}} f=\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial f}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} f}{\partial \varphi^{2}},
$$

which validates

$$
\Delta_{f}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial f}{\partial r}\right)+\frac{1}{r^{2}} \Delta_{S^{2}} f .
$$

We now proceed to establish in similar manner, the genearalized formula for the Laplacian, $\Delta$ on $R^{N+1}$ and the Laplacian $\Delta_{S^{N}}$ on $S^{N}$ where

$$
S^{N}=\left\{\left(x_{1}, \ldots, x_{N+1}\right) \in R^{N+1}: x_{1}^{2}+\cdots+x_{N+1}^{2}=1\right\} .
$$

By implementing polar coordinates and mapping $R_{+} \times S^{N}$ to $R^{N+1}-\{0\}$ given by

$$
(r, \sigma) r \mapsto r \sigma
$$

which is diffeomorphism (defined one to one different values). This verifies that for any system of coordinates, $\left(u_{1}, \ldots u_{n}\right)$, on $S^{N}$, the tuple ( $\left.u_{1}, \ldots, u_{N}, r\right)$ is a system of coordinates on $R^{N+1}-\{0\}$ called polar coordinate. We establish the relationship between the Laplacian, $\Delta$ on $R^{N+1}-\{0\}$ and the Laplacian, $\Delta_{S^{N}}$ on $S^{N}$ in local coordinates $\left(u_{1}, \ldots u_{n}\right)$.

We prove that Laplacian $\Delta f$ on $R^{N+1}-\{0\}$ and Laplacian $\Delta_{S^{N}}$ on the sphere $S^{N}$ are related by

$$
\begin{equation*}
\Delta f=\frac{1}{r^{N}} \frac{\partial}{\partial r}\left(r^{N} \frac{\partial f}{\partial r}\right)+\frac{1}{r^{2}} \Delta_{S^{N}} f . \tag{1.1}
\end{equation*}
$$

To prove the formula (1.1) we compute $(N+1) \times(N+1)$ matrix, $G=\left(g_{i j}\right)$, which expresses the metric on $R^{N+1}$ is polar coordinates and the $N \times N$ metric, $\widetilde{G}=\left(\widetilde{g}_{i j}\right)$ which expresses the metric on $S^{N}$. Let $\sigma \in S^{N}$ then $\sigma \cdot \sigma=1$, hence

$$
\frac{\partial \sigma}{\partial u_{i}} \cdot \sigma=0
$$

as

$$
\frac{\partial \sigma}{\partial u_{i}} \cdot \sigma=\frac{1}{2} \frac{\partial(\sigma \cdot \sigma)}{\partial u_{i}}=0
$$

If $x=r \sigma$ with $\sigma \in S^{N}$, then we have

$$
\frac{\partial x}{\partial u_{i}}=r \frac{\partial \sigma}{\partial u_{i}}, \quad 1 \leq i \leq N,
$$

and

$$
\frac{\partial x}{\partial r}=\sigma,
$$

which follows

$$
\begin{aligned}
g_{i j} & =\frac{\partial x}{\partial u_{i}} \cdot \frac{\partial x}{\partial u_{j}}=r^{2} \frac{\partial \sigma}{\partial u_{i}} \cdot \frac{\partial \sigma}{\partial u_{j}}=r^{2} \widetilde{g}_{i j}, \\
g_{i(N+1)} & =\frac{\partial x}{\partial u_{i}} \cdot \frac{\partial x}{\partial r}=r \frac{\partial \sigma}{\partial u_{i}} \cdot \sigma=0, \\
g_{i(N+1 N+1)} & =\frac{\partial x}{\partial r} \cdot \frac{\partial x}{\partial r}=\sigma \cdot \sigma=1 .
\end{aligned}
$$

Subsequently, we obtain

$$
G=\left[\begin{array}{cc}
r^{2} \widetilde{G} & 0 \\
0 & 1
\end{array}\right],
$$

where $|g|=r^{2 n}|\widetilde{g}|$ and

$$
G^{-1}=\left[\begin{array}{cc}
r^{-2} \widetilde{G}^{-1} & 0 \\
0 & 1
\end{array}\right]
$$

Implementing the equations above and

$$
\Delta f=\frac{1}{\sqrt{|g|}} \sum_{i, j} \frac{\partial}{\partial x_{i}}\left(\sqrt{|g|} g^{i j} \frac{\partial f}{\partial x_{j}}\right),
$$

give us

$$
\begin{aligned}
\Delta & =\frac{1}{r^{N} \sqrt{\mid \widetilde{g}}} \sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}}\left(\sqrt{|\widetilde{g}|} \frac{1}{r^{2}} \widetilde{g}^{i j} \frac{\partial f}{\partial x_{j}}\right)+\frac{1}{r^{N} \sqrt{|\widetilde{g}|}} \frac{\partial}{\partial r}\left(r^{N} \sqrt{|\widetilde{g}|} \frac{\partial f}{\partial r}\right), \\
& =\frac{1}{r^{N} \sqrt{\mid \widetilde{g}}} \sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}}\left(\sqrt{\mid \widetilde{g}} \ddot{g}^{i j} \frac{\partial f}{\partial x_{j}}\right)+\frac{1}{r^{N}} \frac{\partial}{\partial r}\left(r^{N} \frac{\partial f}{\partial r}\right), \\
& =\frac{1}{r^{2}} \Delta_{S^{N}} f+\frac{1}{r^{N}} \frac{\partial}{\partial r}\left(r^{N} \frac{\partial f}{\partial r}\right),
\end{aligned}
$$

hence obtaining the Laplacian for $S^{N}$.

$$
\operatorname{vol}\left(S^{N}\right)=\frac{2 \pi^{\frac{N+1}{2}}}{\Gamma\left(\frac{N+1}{2}\right)}
$$

indicates the volume of the sphere $S^{N}$. The function $\Gamma(\alpha)=\int_{0}^{\infty} e^{-t} t^{\alpha-1} d t$ for any $\alpha$ greater than 0 is commonly known as the gamma function, or also as Euler integral of the 2 nd kind. We denote the spherical surface $S^{N}$ by $D(x ; h)$, where $D(x ; h)=\{y$ : $\left.y \in S^{N},(x, y)>\cos h, 0<h \leq \pi\right\}$; with the center $x$ and radius $h$.

We then have $\operatorname{mes}(D(x ; h))$, the area of its surface;

$$
\begin{aligned}
\operatorname{mes}(D(x ; h)) & =\operatorname{vol}\left(S^{N}\right) \int_{0}^{h}(\sin \vartheta)^{N-1} d \vartheta \\
& =\frac{2 \pi^{\frac{N+1}{2}}}{\Gamma\left(\frac{N+1}{2}\right)} \int_{0}^{h}(\sin \vartheta)^{N-1} d \vartheta .
\end{aligned}
$$

We then represent the angle between the radius by $\gamma$, drawn from the center of the spherical surface to points $x=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{N-1}, \varphi\right) \in S^{N}$ and $y=\left(\vartheta_{1}^{\prime}, \vartheta_{2}^{\prime}, \ldots, \vartheta_{N-1}^{\prime}, \varphi^{\prime}\right) \in S^{N}$. It becomes evident that

$$
\begin{aligned}
(x, y)=\cos \gamma & =\cos \vartheta_{1} \cos \vartheta_{1}^{\prime}+\sin \vartheta_{1} \cos \vartheta_{2} \sin \vartheta_{2}^{\prime} \cos \vartheta_{2}^{\prime} \ldots \\
& +\sin \vartheta_{1} \sin \vartheta_{2} \ldots \sin \vartheta_{N-1} \cos \varphi \sin \vartheta_{1}^{\prime} \sin \vartheta_{2}^{\prime} \ldots \sin \vartheta_{N-1}^{\prime} \cos \varphi^{\prime} \\
& +\sin \vartheta_{1} \sin \vartheta_{2} \ldots \sin \vartheta_{N-1} \sin \varphi \sin \vartheta_{1}^{\prime} \sin \vartheta_{2}^{\prime} \ldots \sin \vartheta_{N-1}^{\prime} \sin \varphi^{\prime}
\end{aligned}
$$

If $\vartheta_{1}$, coincides with the pole, we can deduce that $\cos \gamma=\cos \vartheta_{1}^{\prime}$, hence $\gamma=\vartheta_{1}^{\prime}$. Therefore, if the coordinate system is converted so that the pole coincides with $x$ in this case $\vartheta_{1}^{\prime}=\gamma$.
Let define $L_{p}\left(S^{N}\right), 1 \leq p \leq \infty,\left(L_{1}\left(S^{N}\right)=L\left(S^{N}\right)\right)$ the space of functions $f(x)$ with the norm

$$
\begin{gathered}
\|f\|_{L_{p}\left(S^{N}\right)}=\left(\int_{S^{N}}|f(x)|^{p} d \sigma(x)\right)^{\frac{1}{p}}, \quad 1 \leq p<\infty . \\
d \sigma=\sin ^{N-1} \vartheta_{1} \sin ^{N-2} \vartheta_{2} \ldots \sin \vartheta_{N-1} d \vartheta_{1} d \vartheta_{2} \ldots d \vartheta_{N-1} d \varphi .
\end{gathered}
$$

In the case of $p=\infty$, the space $L_{\infty}\left(S^{N}\right)=C\left(S^{N}\right)$ consists of continuous functions with the norm

$$
\|f\|_{L_{\infty}\left(S^{N}\right)}=\|f\|_{C\left(S^{N}\right)}=\max _{x \in S^{N}}|f(x)|,
$$

where $d \sigma$ represents an element of the surface area $S^{N}$ : The Cesaro means of order $\alpha$ can be written as follow

$$
\begin{aligned}
A_{v}^{\alpha} & =\binom{v+\alpha}{v}, \\
& =\binom{v+\alpha}{\alpha}, \\
& =\frac{1}{v}(\alpha+1)(\alpha+2) \cdots(\alpha+v), \\
& \approx \frac{v^{\alpha}}{\Gamma(\alpha+1)}, \quad \alpha \neq-1,-2, \ldots \quad \text { nonnegative } \alpha
\end{aligned}
$$

We denote The scalar product of the squared integrable functions $f$ and $g$ on sphere
by

$$
(f, g)=\int_{S^{N}} f(x) g(x) d \sigma(x) .
$$

For the function $f(x)$, given on the sphere $S^{N}$ the spherical shift $S_{h}(f ; x)$ with increment $h$ is defined by

$$
S_{h}(f ; x)=\frac{1}{\operatorname{vol}\left(S^{N-1}\right)(\sin h)^{N-1}} \int_{(x, y)=\cos h} f(y) d t(y) .
$$

Lemma 1.2.1 If we denote the mean value of the function $f \in L\left(S^{N}\right)$ by

$$
M_{h}(f ; x)=\frac{1}{\operatorname{mes}(D(x ; h))} \int_{D(x ; h)} f(y) d \sigma(y) \quad h>0
$$

then the following assertions are valid:
$i$.

$$
\begin{equation*}
\left|M_{h}(f ; x)\right| \leq \sup _{0<\gamma \leq h}\left|S_{\gamma}(f ; x)\right| . \tag{1.2}
\end{equation*}
$$

ii. When $f \in L_{p}\left(S^{N}\right), p \geq 1$ we have

$$
\begin{equation*}
\left\|S_{h}(f ; x)\right\|_{L_{p}\left(S^{N}\right)} \leq\|f(x)\|_{L_{p}\left(S^{N}\right)} \tag{1.3}
\end{equation*}
$$

Proof. i. Let fix $x \in S^{N}$. By definition of the mean value of the function over $D(x, h), h>0$, we obtain:

$$
\begin{align*}
M_{h}(f ; x) & =\frac{1}{\operatorname{mes}(D(x ; h))} \int_{D(x ; h)} f(y) d \sigma(y) \\
& =\frac{1}{\operatorname{mes}(D(x ; h))} \int_{0}^{h} d \gamma \int_{(x, y)=\cos \gamma} f(y) d t(y) \\
& =\frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))} \int_{0}^{h}\left\{\frac{1}{\left.\operatorname{vol}\left(S^{N-1}\right)(\sin \gamma)_{(x, y)=\cos \gamma}^{N-1} \int f(y) d t(y)\right\}(\sin \gamma)^{N-1} d \gamma}\right\} \\
& =\frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))} \int_{0}^{h} S_{\gamma}(f ; x)(\sin \gamma)^{N-1} d \gamma . \tag{1.4}
\end{align*}
$$

Hence (1.2).
ii. Let the first $p=1$. Then

$$
\left|S_{h}(f ; x)\right| \leq \frac{1}{\operatorname{vol}\left(S^{N}\right)(\sin h)^{N-1}} \int_{(x, y)=\cos \gamma}|f(y)| d t(y),
$$

hence

$$
\begin{equation*}
\int_{S^{N}}\left|S_{h}(f ; x)\right| d S(x) \leq \frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} h} \int_{S^{N}} d \sigma(x) \int_{(x, y)=\cos \gamma} f\left(\vartheta_{1}^{\prime}, \vartheta_{2}^{\prime}, \ldots, \vartheta_{N-1}^{\prime}, \varphi^{\prime}\right) d t(y) . \tag{1.5}
\end{equation*}
$$

If we take $x\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{N-1}, \varphi\right)$ as the initial point and introduce new spherical coordinates $\left(\gamma, \bar{\vartheta}_{2}, \bar{\vartheta}_{3}, \ldots, \bar{\vartheta}_{N-1}, \bar{\varphi}\right)$ then $\gamma=\vartheta_{1}^{\prime}$. We have the function $f(y)=f\left(\vartheta_{1}^{\prime}, \vartheta_{2}^{\prime}, \ldots, \vartheta_{N-1}^{\prime}, \varphi^{\prime}\right)$ in the new coordinate system is a function of $F_{x}\left(\gamma, \bar{\vartheta}_{2}, \bar{\vartheta}_{3}, \ldots, \bar{\vartheta}_{N-1}, \bar{\varphi}\right)=F_{x}(\gamma, \bar{y})$, which are the new coordinates, where $\bar{y}\left(\bar{\vartheta}_{2}, \bar{\vartheta}_{3}, \ldots, \bar{\vartheta}_{N-1}, \bar{\varphi}\right)$ is the point of the unit sphere in the space $R^{N}$. Given that $d S^{N}(y)=\sin ^{N-1} \gamma d S^{N-1}(\bar{y})$, (1.5), we obtain

$$
\begin{align*}
\int_{S^{N}}\left|S_{\gamma}(f ; x)\right| d S(x) & \leq \frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} \gamma} \int_{S^{N}} d S^{N}(x) \int_{S^{N-1}}\left|F_{x}(\gamma, \bar{y})\right| \sin ^{N-1} \gamma d S^{N-1}(\bar{y}), \\
& =\frac{1}{\operatorname{vol}\left(S^{N-1}\right)} \int_{S^{N-1}} d S^{N-1}(\bar{y}) \int_{S^{N}}\left|F_{x}(\gamma, \bar{y})\right| d S^{N}(x), \\
& =\frac{1}{\operatorname{vol}\left(S^{N-1}\right)} \int_{S^{N-1}} d S^{N-1}(\bar{y}) \int_{S^{N}}|f(x)| d S^{N}(x), \\
& =\int_{S^{N-1}}|f(x)| d S(x) \tag{1.6}
\end{align*}
$$

this concludes the proof of Lemma 1.2.1.
Now assume that $p>1$. Applying Holder's inequality, we obtain

$$
\begin{align*}
\left|S_{h}(f ; x)\right|^{p} & =\left\{\frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} h}\left|\int_{(x, y)=\cos h} f(y) d t(y)\right|\right\}^{p}, \\
& \leq\left(\frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} h}\right)^{p}\left(\int_{(x, y)=\cos h} d t(y)\right)_{(x, y)=\cos h}^{\frac{q}{p}}|f(y)|^{p} d t(y), \\
& =\left(\frac{1}{\operatorname{vol}\left(\left(S^{N-1}\right) \sin ^{N-1} h\right.}\right)^{p}\left(\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} h\right)^{p-1} \int_{(x, y)=\cos h}|f(y)|^{p} d t(y), \\
& =\frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} h} \int_{(x, y)=\cos h}|f(y)|^{p} d t(y) . \tag{1.7}
\end{align*}
$$

Denoting it by $S_{h}^{*}(f ; x)$, we rewrite inequality (1.7) as

$$
\left|S_{h}(f ; x)\right|^{p} \leq S_{h}^{*}(f ; x)
$$

This inequality and (1.6) gives

$$
\begin{aligned}
\int_{S^{N}}\left|S_{h}(f ; x)\right|^{p} d S(x) & \leq \int_{S^{N}} S_{h}^{*}(f ; x) d S(x) \\
& \leq \int_{S^{N}}|f(x)|^{p} d S(x)
\end{aligned}
$$

Let $f \in L_{p}\left(S^{N}\right)$, for any $p \geq 1$ then

$$
\begin{equation*}
\left\|M_{h}(f ; x)\right\|_{L_{p}\left(S^{N}\right)} \leq\|f\|_{L_{p}\left(S^{N}\right)} . \tag{1.8}
\end{equation*}
$$

From (1.4), the generalized Minkowski inequality, we have

$$
\begin{aligned}
\left\|M_{h}(f ; x)\right\|_{L_{p}\left(S^{N}\right)} & =\frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))}\left\{\int_{S^{N}}\left|\int_{0}^{h} S_{\gamma}(f ; x)(\sin \gamma)^{N-1} d \gamma\right|^{p} d S(x)\right\}^{\frac{1}{p}} \\
& \leq \frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))} \int_{S^{N}}\left\{\int_{0}^{h}\left|S_{\gamma}(f ; x)\right|^{p} d S(x)\right\}^{\frac{1}{p}}(\sin \gamma)^{N-1} d \gamma \\
& \leq \frac{\operatorname{vol}\left(S^{N-1}\right)\|f\|_{L_{p}\left(S^{N}\right)}^{\operatorname{mes}(D(x ; h))}}{\int_{0}^{h}(\sin \gamma)^{N-1} d \gamma} \\
& =\|f\|_{L_{p}\left(S^{N}\right)}
\end{aligned}
$$

Inequality (1.8) is proven.

We set

$$
\begin{aligned}
\widetilde{f}(x) & =\sup _{0, \gamma \leq \pi} \frac{1}{\operatorname{vol}\left(S^{N-1}\right)(\sin \gamma)^{N-1}} \int_{(x, y)=\cos \gamma}|f(y)| d t(y), \\
f^{*}(x) & =\sup _{0, \gamma \leq \pi} \frac{1}{\operatorname{mes}(D(x ; h))} \int_{D(x ; \gamma)}|f(y)| d S(y) .
\end{aligned}
$$

It is easy to check that

$$
\begin{equation*}
f^{*} \leq \widetilde{f}(x) \tag{1.9}
\end{equation*}
$$

The modulus of continuity in $L_{p}\left(S^{N}\right)$ in terms of spherical shift $S_{h} f(x)$ and mean
value $M_{h} f(x)$ are defined as follows

$$
\begin{aligned}
& \omega_{p}(f ; \delta)=\omega(f ; \delta)_{L_{p}\left(S^{N}\right)}=\sup _{0<h \leq \pi}\left\|f(x)-S_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)}, \\
& \omega_{p}^{*}(f ; \delta)=\omega^{*}(f ; \delta)_{L_{p}\left(S^{N}\right)}=\sup _{0<h \leq \pi}\left\|f(x)-M_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)}
\end{aligned}
$$

and if $f \in C\left(S^{N}\right)$, then the equality

$$
\begin{aligned}
& \omega_{p} f(\delta)=\sup _{0<h \leq \delta}\left\|f(x)-S_{h} f(x)\right\|_{C\left(S^{N}\right)} \\
& \omega_{p}^{*} f(\delta)=\sup _{0<h \leq \delta}\left\|f(x)-M_{h} f(x)\right\|_{C\left(S^{N}\right)}
\end{aligned}
$$

If $\omega_{p}(f ; \delta) \leq M\left(\sin \frac{\delta}{2}\right)^{\alpha}\left(\omega_{p}^{*} f(\delta) \leq M\left(\sin \frac{\delta}{2}\right)^{\alpha}\right), 0<\alpha \leq 2$, then $f \in \operatorname{Lip}(\alpha, p)_{S^{N}}$ $\times\left(f \in \operatorname{Lip}^{*}(\alpha, p)_{S^{N}}\right)$ and it can be said that $f(x)$ satisfies the Lipschitz condition (generalized Lipschitz condition) in the metric $L_{p}\left(S^{N}\right)$. It is apparent that $\operatorname{Lip}(\alpha, p)_{S^{N}} \subset \operatorname{Lip}{ }^{*}(\alpha, p)_{S^{N}}$ has the following conditions
I. If $\lim _{\delta \rightarrow 0} \frac{\omega_{p}^{*} f(\delta)}{\delta^{2}}=0$ then $f(x)=$ const almost everywhere on $S^{N}$ for any $1 \leq p \leq \infty$, $\left(L_{\infty}\left(S^{N}\right)=C\left(S^{N}\right)\right)$

$$
\begin{equation*}
\omega^{*} f(\delta)_{L_{p}\left(S^{N}\right)} \leq \omega f(\delta)_{L_{p}\left(S^{N}\right)} \tag{1.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left|f(x) \frac{1}{\operatorname{mes}(D(x ; h))} \int_{D(x ; h)} f(y) d \sigma(y)\right|, \\
& \left.=\left.\frac{1}{\operatorname{mes}(D(x ; h))}\right|_{D(x ; h)}[f(x)-f(y)] d \sigma(y) \right\rvert\,, \\
& =\frac{1}{\operatorname{mes}(D(x ; h))}\left|\int_{0}^{h} d \gamma \int_{(x, y)=\cos \gamma}[f(x)-f(y)] d t(y)\right|, \\
& =\frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))}\left|\int_{0}^{h}(\sin \gamma)^{N-1} d \gamma \frac{1}{\operatorname{vol}\left(S^{N-1}\right)(\sin \gamma)^{N-1}} \int_{(x, y)=\sin \gamma}[f(x)-f(y)] d t(y)\right|, \\
& \leq \frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))} \int_{0}^{h} \left\lvert\, f(x)-\frac{1}{\operatorname{vol}\left(S^{N-1}\right)(\sin \gamma)_{(x, y)=\sin \gamma}^{N-1} \int f(y) d t(y) \mid(\sin \gamma)^{N-1} d \gamma .}\right.
\end{aligned}
$$

Hence, by the generalized Holder inequality, we have

$$
\begin{aligned}
& \left\|f(x)-\frac{1}{\operatorname{mes}(D(x ; h))} \int_{D(x ; h)} f(y) d \sigma(y)\right\|_{L_{p}\left(S^{N}\right)} \\
& =\frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))} \int_{S^{N}}\left[\int_{0}^{h} \left\lvert\, f(x)-\frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} \gamma}\right.\right. \\
& \left.\left.\times \int_{(x, y)=\cos \gamma} f(y) d t(y) \mid(\sin \gamma)^{N-1} d \gamma\right]^{p} d \sigma(x)\right\}^{\frac{1}{p}}, \\
& \quad \times \frac{\operatorname{vol}\left(S^{N-1}\right)}{\operatorname{mes}(D(x ; h))} \int_{0}^{h}\left\{\int_{S^{N}} \left\lvert\, f(x)-\frac{1}{\operatorname{vol}\left(S^{N-1}\right) \sin ^{N-1} \gamma}\right.\right. \\
& \left.\left.\quad \int_{(x, y)=\cos \gamma} f(y) d t(y)\right|^{p} d \sigma(x)\right\}^{\frac{1}{p}}(\sin \gamma)^{N-1} d \gamma, \\
& \leq \frac{\operatorname{vol}\left(S^{N-1}\right) \omega(f ; h)_{L_{p}\left(S^{N}\right)}^{h}}{\operatorname{mes}(D(x ; h))} \int_{0}^{h}(\sin \gamma)^{N-1} d \gamma, \\
& =\omega(f ; h)_{L_{p}\left(S^{N}\right)} .
\end{aligned}
$$

This implies the validity of (1.10).
II. If $f \in L_{p}\left(S^{N}\right), p \geq 1$ is

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \omega(f ; \delta)_{L_{p}\left(S^{N}\right)}=0 \tag{1.11}
\end{equation*}
$$

Let $f \in L_{p}\left(S^{N}\right), p \geq 1$. For a given $\varepsilon>0$ there exists a continuous function $g$ then

$$
\|f-g\|_{L_{p}\left(S^{N}\right)}<\varepsilon
$$

therefore

$$
\begin{align*}
&\left\|f(x)-S_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)} \leq\|f(x)-g(x)\|_{L_{p}\left(S^{N}\right)}+\left\|g(x)-S_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)} \\
&+\left\|S_{h} g(x)-S_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)} \\
& \leq 2\|f(x)-g(x)\|_{L_{p}\left(S^{N}\right)}+\left\|g(x)-S_{h} g(x)\right\|_{L_{p}\left(S^{N}\right)}  \tag{1.12}\\
&<2 \varepsilon+\left\|g(x)-S_{h} g(x)\right\|_{L_{p}\left(S^{N}\right)}
\end{align*}
$$

by (1.3), we have

$$
\left\|S_{h} g(x)-S_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)} \leq\|f(x)-g(x)\|_{L_{p}\left(S^{N}\right)}
$$

where as

$$
\left\|g(x)-S_{h} g(x)\right\|_{L_{p}\left(S^{N}\right)} \leq \operatorname{vol}\left(S^{N}\right) \omega g(h)
$$

Hence, from (1.12) have

$$
\left\|f(x)-S_{h} f(x)\right\|_{L_{p}\left(S^{N}\right)} \leq 3 \varepsilon+\operatorname{vol}\left(S^{N}\right) \omega g(h)
$$

This validates (1.11). From (1.11), by (1.10), as a result we obtain

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \omega^{*} f(\delta)_{L_{p}\left(S^{N}\right)}=0 \tag{1.13}
\end{equation*}
$$

Next, we present the unit vector $x$ by the coordinates $\left(\phi_{1}, \phi_{2}, \ldots, \phi_{N-1}, \phi_{N}\right)$ as shown in the following formulas:
$x_{1}=\cos \phi_{1}$,
$x_{2}=\sin \phi_{1} \cos \phi_{2}$,
$x_{3}=\sin \phi_{1} \sin \phi_{2} \cos \phi_{3}$,
$x_{N-1}=\sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{N-2} \cos \phi_{N-1}$,
$x_{N}=\sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{N-2} \sin \phi_{N-1} \cos \phi_{N}$,
$x_{N+1}=\sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{N-2} \sin \phi_{N-1} \sin \phi_{N}$.

The Laplace Beltrami $\Delta_{s}$ will have the following representation

$$
\begin{aligned}
& \Delta_{s}=\frac{1}{\sin ^{N-1} \phi_{1}} \frac{\partial}{\partial \phi_{1}} \sin ^{N-1} \phi_{1} \frac{\partial}{\partial \phi_{1}}+\frac{1}{\sin ^{2} \phi_{1}} \frac{1}{\sin ^{N-2} \phi_{2}} \frac{\partial}{\partial \phi_{2}} \sin ^{N-2} \phi_{2} \frac{\partial}{\partial \phi_{2}}+\ldots \\
&+\frac{1}{\sin ^{2} \phi_{1} \sin ^{2} \phi_{2} \ldots \sin ^{2} \phi_{N-1}} \frac{\partial^{2}}{\partial \phi_{N}{ }^{2}}
\end{aligned}
$$

For any given $n \geq 1$, we define $C^{n}\left(S^{N}\right)$ as the class of functions $f(x)$ defined as $n$ times differentiable on $S^{N}$ and with $D^{\alpha} f(x),|\alpha|=n$ is continuous on $S^{N}$.

Lemma 1.2.2 The Laplace-Beltrami operator $\Delta_{s}$ is symmetric in $C^{2}\left(S^{N}\right)$ :

$$
\int_{S^{N}}\left(u(\omega) \Delta_{s} v(\omega)-v(\omega) \Delta_{s} u(\omega)\right) d \sigma=0
$$

for all $u, v \in C^{2}\left(S^{N}\right)$.

Proof. Consider the functions $u(\omega)=u(x /|x|)$ and $v(\omega)=v(x /|x|)$ which are defined on the circular ring with a radius $a \leq r \leq b$. By applying Green's formula we obtain:

$$
\int_{a \leq r \leq b}(u \Delta v-v \Delta u) d x=\int_{r=a}\left(u \frac{\partial v}{\partial r}-v \frac{\partial u}{\partial r}\right) d \sigma-\int_{r=b}\left(u \frac{\partial v}{\partial r}-v \frac{\partial u}{\partial r}\right) d \sigma=0,
$$

where $\partial u / \partial r=\partial v / \partial r=0$.
Consdering that $\Delta u=r^{-2} \Delta_{s} u$ and $\Delta v=r^{-2} \Delta_{s} v$ we are able to show

$$
0=\int_{a \leq r \leq b}(u \Delta v-v \Delta u) d x=\int_{a}^{b} \int_{S^{N}} r^{N-2}\left(u(\omega) \Delta_{s} v(\omega)-v(\omega) \Delta_{s} u(\omega)\right) d r d \omega
$$

hence completing the proof of the Lemma 1.2.2.
Now, consider the homogeneous polynomial of degree $k$ :

$$
p(x)=\sum_{|\alpha|=k} c_{\alpha} x^{\alpha},
$$

where $\alpha$ denotes an $N+1$-tuple $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N+1}\right)$ of nonnegative integers,

$$
|\alpha|=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{N+1}
$$

and

$$
x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \ldots x^{\alpha_{N+1}} .
$$

Let $P_{k}$ denote the class of all homogenous polynomials of degree $k$. We then introduce the inner product $\langle p, q\rangle$ on $P_{k}$ by taking $\langle p, q\rangle=p(D) \bar{q}$ for all $p, q \in P_{k}$, where $p(D)$ is defined as follows:

$$
p(D)=\sum_{|\alpha|=k} c_{\alpha} D^{\alpha}
$$

here we denote

$$
D^{\alpha}=\frac{\partial^{\alpha_{1}+\alpha_{2}+\ldots+\alpha_{N+1}}}{\partial x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \ldots x_{N+1}^{\alpha_{N+1}}} .
$$

We then proceed to examine whether the defined operation satisfies all conditions of the inner product. We consider $p(x)=\sum_{|\alpha|=k} c_{\alpha} x^{\alpha}$ and $q(x)=\sum_{|\alpha|=k} d_{\alpha} x^{\alpha}$.

1. Conjugate symmetry:

$$
\langle p, q\rangle=p(D) \bar{q}=\sum_{|\alpha|=k} \alpha!c_{\alpha} \overline{d_{\alpha}}=\overline{\sum_{|\alpha|=k} \alpha!c_{\alpha} \overline{d_{\alpha}}}=\overline{q(D) \bar{p}}=\overline{\langle q, p\rangle} .
$$

2. Linearity in the first argument:

$$
\begin{gathered}
\langle a p, q\rangle=a p(D) \bar{q}=a\langle p, q\rangle . \\
\langle p+q, r\rangle=(p(D)+q(D)) \bar{r}=p(D) \bar{r}+q(D) \bar{r}=\langle p, r\rangle+\langle q, r\rangle .
\end{gathered}
$$

3. Positive-definiteness:

$$
\langle p, p\rangle=p(D) \bar{p}=\sum_{|\alpha|=k} \alpha!\left|c_{\alpha}\right|^{2} \geq 0, \forall p \in P_{k}
$$

and

$$
\langle p, p\rangle=\sum_{|\alpha|=k} \alpha!\left|c_{\alpha}\right|^{2}=0,
$$

if and only if all coefficients $c_{\alpha}=0$.
This leads to the definition of spherical harmonic. When we define spherical harmonics of degree $k$ we are refering to the constriction of a homogeneous polynomial of degree $k$ to $S^{N}$. Let us denote the class of all spherical harmonics of degree $k$ by $H_{k}$.

Lemma 1.2.3 For the dimension $\operatorname{dim}\left(H_{k}\right)$ of $H_{k}$ we have

$$
\operatorname{dim}\left(H_{k}\right)=\frac{(N+k)!}{N!k!}-\frac{(N+k-2)!}{N!(k-2)!}, k \geq 2 .
$$

Proof. Our proof begins with establishing the representation for any homogeneous polynomial $p(x) \in P_{k}$ as follows:

$$
p(x)=p_{0}(x)+|x|^{2} p_{1}(x)+\ldots+|x|^{2 m} p_{2 m}(x),
$$

where $p_{l}$ is a homogeneous harmonic polynomial of degree $k-2 l, l=0,1, \ldots, m$.
With this we continue to prove the latter representation. Since it is commonly known that any polynomial of degree less than 2 is harmonic, we assume that $k \geq 2$. It can be seen easily that the Laplace operator $\Delta$ maps $P_{k}$ onto $P_{k-2}$. Even if this were not the case, we are still able to find a nonzero polynomial $q \in P_{k-2}$ that is orthogonal to range of the Laplace operator $R(\Delta)$ :

$$
\overline{(\Delta p, q)}=(q, \Delta p)=0,
$$

for every $p \in P_{k}$. Let us consider $p(x)=|x|^{2} q(x)$, then

$$
0=(q, \Delta p)=q(D) \overline{\Delta p}=\Delta q(D) \bar{p}=p(D) \bar{p}=(p, p)
$$

This becomes possible because $p \neq 0$.
The set $P_{j}$ represents a class of homogeneous polynomials of degree $j$ which is the orthogonal direct sum of the set of all harmonic homogeneous polynomials $A_{j}$, from $P_{j}$ where as $B_{j}=|x|^{2} P_{j-2}$ :

$$
P_{j}=A_{j} \bigoplus B_{j}, j \geq 2 .
$$

In the particular case when $j=k$ we have $P_{j}=A_{j} \oplus B_{j}$ which entails that any $p(x) \in P_{k}$ is represented as follows:

$$
p(x)=p_{0}(x)+|x|^{2} q(x), \Delta p_{0}(x)=0, q(x) \in P_{k-2} .
$$

In a similar manner, we consider the case of $j=k-2$, thus obtaining the following decomposition

$$
q(x)=p_{1}(x)+|x|^{2} q_{1}(x), \Delta p_{1}(x)=0, q_{1}(x) \in P_{k-4} .
$$

This leads to

$$
p(x)=p_{1}(x)+|x|^{2} p_{1}(x)+|x|^{4} q_{1}(x) .
$$

Through mathematical induction it can be shown that

$$
p(x)=p_{0}(x)+|x|^{2} p_{1}(x)+\ldots+|x|^{2 m} p_{2 m}(x),
$$

with $p_{l}$ as a homogeneous harmonic polynomial of degree $k-2 l, l=0,1, . ., m$.

With the implementation of this representation it becomes obvious that

$$
\operatorname{dim} P_{k}=\operatorname{dim} A_{k}+\operatorname{dim} A_{k-2}+\ldots
$$

and

$$
\operatorname{dim} P_{k-2}=\operatorname{dim} A_{k-2}+\operatorname{dim} A_{k-4}+\ldots
$$

Hence, the dimension of the $A_{k}$ may be represented as

$$
\operatorname{dim} A_{k}=\operatorname{dim} P_{k}-\operatorname{dim} P_{k-2}=\frac{(N+k)!}{N!k!}-\frac{(N+k-2)!}{N!(k-2)!}, k \geq 2 .
$$

We consider the constriction of the polynomial $p(x)$ from $A_{k}$ to $S^{N}$ which is also a representation of a spherical harmonic of degree $k$. It is evident that the dimension of $H_{k}$ is denoted by $a_{k}$ which indubitably proves that the dimensions of $H_{k}$ and $A_{k}$ are one and same: $a_{k}=\operatorname{dim} A_{k}$.

Lemma 1.2.4 If $Y_{k}$ and $Y_{l}$ are spherical harmonics of degrees $k$ and $l$, with $k \neq l$, then

$$
\int_{S^{N}} Y_{k}(\theta) Y_{l}(\theta) d \sigma=0
$$

Proof. For $x \neq 0$ let $r=|x|$ and $\theta=x / r$ where we also define $G_{k}(x)=r^{k} Y_{k}(\theta)$ and $G_{l}(x)=r^{l} Y_{l}(\theta)$. We also assign $G_{k}(0)=0=G_{l}(0)$. By Greens's theorem we obtain

$$
\begin{aligned}
0 & =\int_{|x| \leq 1}\left(G_{k} \Delta G_{l}-G_{l} \Delta G_{k}\right) d \sigma=\int_{S^{N}}\left(G_{k} \frac{\partial G_{l}}{\partial r}-G_{l} \frac{\partial G_{k}}{\partial r}\right) d \sigma \\
& =\int_{S^{N}}\left(l Y_{k}(\theta) Y_{l}(\theta)-k Y_{k}(\theta) Y_{l}(\theta)\right) d \sigma=(l-k) \int_{S^{N}} Y_{k}(\theta) Y_{l}(\theta) d \sigma .
\end{aligned}
$$

Finally, dividing the equation above by $(l-k)$ for any $l \neq k$, proves lemma 1.2.4.

Lemma 1.2.5 If $Y \in H_{k}$ we then have

$$
\Delta_{s} Y(\theta)+k(N-1+k) Y(\theta)=0,
$$

on the surface of the unit sphere $S^{N}$.

Proof. Consider the function $G_{k}(x)=r^{k} Y(\theta), r=|x|, \theta=x /|x|$. We know that this function is a homogeneous polynomial of degree $k$ and harmonic, hence $\Delta G_{k}(x)=0$. This can be written as

$$
\begin{aligned}
\Delta\left(r^{k} Y(\theta)\right) & =r^{-2+k}\left[\Delta_{s} Y+[k(k-1)+(N+1) k] Y\right] \\
& \left.=r^{-2+k}\left[\Delta_{s} Y+(k+N) k\right] Y\right] \\
& =0 .
\end{aligned}
$$

Thus it becomes perceivable that the elements of the space $H_{k}$ are eigenfunctions of the Laplace-Beltrami operator corresponding to the eigenvalue $\lambda_{k}=k(k+N-1)$.
We denote

$$
\left\{Y_{1}^{(k)}(\theta), Y_{2}^{(k)}(\theta), \ldots, Y_{a_{k}}^{(k)}(\theta)\right\}, a_{k}=\operatorname{dim} H_{k}
$$

an orthonormal basis of $H_{k}$.

Lemma 1.2.6 The set of all finite linear combinations of elements in $\bigcup_{k=0}^{\infty} H_{k}\left(S^{N}\right)$ is
$i$. dense in $C\left(S^{N}\right)$ with respect to the $L^{\infty}$-norm;
$i i$. dense in $L_{2}\left(S^{N}\right)$.
i Using the compactness of $S^{N}$ and applying Stone-Weierstrass approximation theorem, any function $g$ continuous on $S^{N}$ can uniformly approximated by polynomials, $P_{j}$ which are restricted to $S^{N}$. The restriction of every $P_{j}$ to $S^{N}$ is a linear combination of elements in $\bigcup_{k=0}^{\infty} H_{k}\left(S^{N}\right)$
ii It is a known that $C\left(S^{N}\right)$ is dense in $L^{2}\left(S^{N}\right)$. Let $f \in L^{2}\left(S^{N}\right)$, for every $\varepsilon>0$, we can choose a continous functions, $g$, such that $\|f-g\|_{2}<\varepsilon / 2$. By manner of $(i)$ we are able to obtained a linear combination $h$, of elements in $\cup_{k=0}^{\infty} H_{k}\left(S^{N}\right)$ so that $\|g-h\|_{\infty}<\varepsilon /\left(2 \sqrt{\operatorname{vol}\left(S^{N}\right)}\right)$, where $\operatorname{vol}\left(S^{N}\right)$ is the volume of $S^{N}$. Thus, we have

$$
\begin{aligned}
\|f-h\|_{2} & \leq\|f-g\|_{2}+\|g-h\|_{2} \\
& <\varepsilon / 2+\sqrt{\operatorname{vol}\left(S^{N}\right)}\|g-h\|_{\infty} \\
& <\varepsilon / 2+\varepsilon / 2 \\
& =\varepsilon
\end{aligned}
$$

this validates (ii).

The following proposition is required to show $H_{k}\left(S^{N}\right)$ constitute an orthogonal Hilbert space decomposition of $L_{2}\left(S^{N}\right)$.

Thus, if $f \in L_{2}\left(S^{N}\right)$ then there exists a unique representation.

$$
f=\sum_{k=0}^{\infty} Y^{(k)}
$$

where $\sum_{k=0}^{\infty} Y^{(k)}$ converges to $f$ in the norm of $L_{2}$ and

$$
Y^{(k)}=c_{1}^{(k)} Y_{1}^{(k)}+c_{2}^{(k)} Y_{2}^{(k)}+\ldots+c_{a_{k}}^{(k)} Y_{a_{k}}^{(k)}
$$

with

$$
c_{j}^{(k)}=\int_{S^{N}} f(\theta) Y_{j}^{(k)}(\theta) d \sigma, j=1,2, \ldots, a_{k}, k=0,1,2,3 \ldots
$$

The facts above allows us to conclude that the Laplace-Beltrami operator $\Delta_{s}$ has in $L_{2}\left(S^{N}\right)$ a complete orthonormal system of eigenfunctions

$$
\left\{Y_{1}^{(k)}(\theta), Y_{2}^{(k)}(\theta), \ldots, Y_{a_{k}}^{(k)}(\theta)\right\}, k=0,1,2, \ldots,
$$

Theorem 1.2.7 The family of spaces, $H_{k}\left(S^{N}\right)$ yields a Hilbert spave direct sum decomposition

$$
L_{2}\left(S^{N}\right)=\bigoplus_{k=0}^{\infty} H_{k}\left(S^{N}\right)
$$

which means that the summands are closed, pairwise orthogonal, and that every $f \in L_{2}\left(S^{N}\right)$ is the sum of a converging series

$$
f=\sum_{k=0}^{\infty} f_{k},
$$

in the $L_{2}$-norm, where the $f_{k} \in H_{k}\left(S^{N}\right)$ are uniquely determined functions.

We fix a point $\omega \in S^{N}$ and consider the linear functional $\Upsilon$ on $H_{k}$ that assigns the value $F(\omega)$ to each $F \in H_{k}$. By the self duality of the finite dimensional space $H_{k}$ there exists a unique spherical harmonic $Z_{k}(\theta, \omega)$ such that

$$
\Upsilon(F)=F(\omega)=\int_{S^{N}} F(\theta) Z_{k}(\theta, \omega) d \sigma(\theta), \forall F \in H_{k}
$$

The function $Z_{k}(\theta, \omega)$ is referred as the zonal harmonic of degree $k$ with the pole $\omega$. If

$$
\left\{Y_{1}^{(k)}(\theta), Y_{2}^{(k)}(\theta), \ldots, Y_{a_{k}}^{(k)}(\theta)\right\}
$$

is an orthonormal basis of $H_{k}$ then we have

$$
Z_{k}(\theta, \omega)=\sum_{j=1}^{a_{k}}\left(Z_{k}(\theta, \omega), Y_{j}^{(k)}(\theta)\right) Y_{j}^{(k)}(\omega)
$$

By the defining property of zonal harmonics, we have

$$
\left(Z_{k}(\theta, \omega), Y_{j}^{(k)}(\theta)\right)=\int_{S^{N}} Y_{j}^{(k)}(\theta) Z_{k}(\theta, \omega) d \sigma(\theta)=Y_{j}^{(k)}(\omega)
$$

This gives us the following representation for the zonal spherical harmonics:

$$
Z_{k}(\theta, \omega)=\sum_{j=1}^{a_{k}} Y_{j}^{(k)}(\theta) Y_{j}^{(k)}(\omega)
$$

### 1.3 The Spectral Function Of The Laplace-Beltrami Operator On Unit Sphere

Spectral function of the Laplace-Beltrami operator is the kernel of spectral decomposition related to the given operator and plays an important role in investigations of the convergence problems of eigenfunction expansions. In this section we compare the asymptotical behavior of Cesaro and Riesz means of the spectral function of the Laplace-Beltrami operator on the sphere $S^{N}$.

The Laplace-Beltrami operator $-\Delta_{s}$ is known to be symmetrical and nonnegative. Friedrich's theorem (Alimov (1976)) states that exist a nonnegative self-adjoint extension $\hat{A}$, in $L_{2}\left(S^{N}\right)$. The self-adjoint extension of $-\Delta_{s}$ is unique and corresponds with the closure $\overline{-\Delta_{s}}$ of $-\Delta_{s}$.

It is commonlly known that the operator $\hat{A}$ has in $L_{2}\left(S^{N}\right)$ a complete orthonormal system of eigenfunctions

$$
\left\{Y_{1}^{(k)}(x), Y_{2}^{(k)}(x), \ldots, Y_{a_{k}}^{(k)}(x)\right\}, k=0,1,2, \ldots
$$

where

$$
a_{k}=\left\{\begin{array}{cc}
1, & k=0, \\
N, & k=1, \\
\frac{(N+k)!}{N!k!}-\frac{(N+k-2)!}{N!(k-2)!}, & k>1,
\end{array}\right.
$$

is the multiplicity of eigenvalue $\lambda_{k}$. The system of eigenfunctions also corresponds to the eigenvalues $\left\{\lambda_{k}=k(k+N-1)\right\}, k=0,1,2, \ldots$.

As stated by von Neumann's theorem (Alimov(1976)), the extension $\hat{A}$ is similar to every other self-adjoint operator that has a decomposition of unity $\left\{E_{\lambda}\right\}$ and which it can be written in the form

$$
\hat{A}=\int_{0}^{\infty} \lambda d E_{\lambda}
$$

where $E_{\lambda}$ has the form

$$
E_{\lambda} f(x)=\sum_{\lambda_{n}<\lambda} Y_{n}(f, x),
$$

and

$$
Y_{n}(f, x)=\sum_{j=1}^{a_{n}} Y_{j}^{(n)}(x) \int_{S^{N}} f(y) Y_{j}^{(n)}(y) d \sigma(y)
$$

which allows us to define $Y_{n}(f, x)$ as the Fourier-Laplace coefficients of thefunction $f \in L_{2}\left(S^{N}\right)$.

Among the key problems faced in harmonic analysis is the reconstruction of functions from their expansion:

$$
\begin{equation*}
f(x) \sim \sum_{n=0}^{\infty} Y_{n}(f, x) . \tag{1.14}
\end{equation*}
$$

There are many occurence where these types of problems are not solvable by simply defining the sum of Fourier-Laplace series as the limit of partial sums $E_{\lambda} f(x)$. For those who are unfamiliar with harmonic analysis, it would be interesting to know that not so smooth functions are the most interesting expansions and from a practical perspective are known to be significant. The point in hand is that fore mentioned functions have successive strongly oscillating terms of the partial sums is very influential, yet does not correspond to their insignificant role in the characterisation of the function to be reconstructed. This causes the sequence of the partial sums to merely oscillates around the function rather than approach it. However, due to certain contraints these oscillations have a regular behaviour. As an example, the arithmetic means of the partial sums is expected to better approximate the function under confederation. This is proven to be the mathematical equivalent to taking in the calculation of the partial sum, each term of the series with a weight which decreases in size as we increase the index.

We define the Riesz means of order $\alpha \geq 0$ of the spectral expansions $E_{\lambda} f$ by the following expression

$$
E_{\lambda}^{\alpha} f(x)=\sum_{\lambda_{n}<\lambda}\left(1-\frac{\lambda_{n}}{\lambda}\right)^{\alpha} Y_{n}(f, x)
$$

Definition 1.3.1 The spectral expansion $E_{\lambda} f$ is said to be summable to $f(x)$ by the Riesz method of order $\alpha$ if

$$
\lim _{\lambda \longrightarrow \infty} E_{\lambda}^{\alpha} f(x)=f(x)
$$

If partial sums $E_{\lambda} f$ converge, the mean $E_{\lambda}^{\alpha} f$ will also converge to the same value however the converse is not true. It is known that the Riesz means $E_{\lambda}^{\alpha} f$ is viable for any real $\alpha \geq 0$ and complex $\alpha$ with $\mathbb{R}(\alpha) \geq 0$, this allows the use of interpolation theorems in the study of Riesz means. From a perspective, the Riesz means can be consider as a regularisation of the partial sums $E_{\lambda} f$, and there exists many occurences their asymptotic behaviour gets better when $\mathrm{R}(\alpha)$ is increased.

The Riesz means $E_{n}^{\alpha} f$ may be transformed by writing instead of $Y_{n}(f, x)$ the expres$\operatorname{sion} \int_{S^{N}} f(y) Z_{n}(x, y) d \sigma(y)$ :

$$
\begin{aligned}
E_{\lambda}^{\alpha} f(x) & =\sum_{\lambda_{k}<\lambda}\left(\frac{1-\lambda_{k}}{\lambda}\right)^{\alpha} Y_{k}(f, x), \\
& =\int_{S^{N}} f(y)\left\{\sum_{\lambda_{k}<\lambda}\left(\frac{1-\lambda_{k}}{\lambda}\right)^{\alpha} Z_{k}(x, y)\right\} d \sigma(y), \\
& =\int_{S^{N}} f(y) \Theta^{\alpha}(x, y, \lambda) d \sigma(y),
\end{aligned}
$$

with

$$
\Theta^{\alpha}(x, y, \lambda)=\sum_{\lambda_{k}<\lambda}\left(1-\frac{\lambda_{k}}{\lambda}\right)^{\alpha} Z_{k}(x, y)
$$

The behaviour of the spectral expansion corresponding to the Laplace-Beltrami operator is closely connected with the asymptotical behavior of the kernel $\Theta^{a}(x, y, \lambda)$.

Let formulate the Theorem on the asymptotical behaviour of the Riesz means of the spectral function of the Laplace-Beltrami operator. First we recall the spherical distance on the sphere. For any two points $x$ and $y$ from $S^{N}$ spherical distance $\gamma(x, y)$ is a measure of angle between $x$ and $y$. It is obvious, that $\gamma(x, y) \leq \pi$.

Theorem 1.3.2 Let $\Theta^{\alpha}(x, y, n)$ be the kernel of Riesz means of the spectral expansions of the Laplace-Beltrami operator on sphere;

1) for all $x, y \in S^{N}$, such that $|\pi / 2-\gamma(x, y)|<\frac{\pi n}{2(n+1)}, n \rightarrow \infty$

$$
\begin{aligned}
\Theta^{\alpha}(x, y, n)=O(1)( & \frac{n^{(N-1) / 2-\alpha}}{(\sin \gamma)^{(N-1) / 2}(\sin (\gamma / 2))^{1+\alpha}} \\
& \left.\left.+\frac{n^{(N-3) / 2-\alpha}}{(\sin \gamma)^{(N+1) / 2}(\sin (\gamma / 2))^{1+\alpha}}+\frac{n^{-1}}{(\sin (\gamma) / 2)^{1+N}}\right)\right)
\end{aligned}
$$

2) for all $x, y \in S^{N}: 0 \leq \gamma(x, y) \leq \pi, n>1$

$$
\Theta^{\alpha}(x, y, n)=O(1) n^{N}
$$

3) for all $x, y \in S^{N}: 0<\gamma_{0} \leq \gamma(x, y) \leq \pi, n>1$

$$
\Theta^{\alpha}(x, y, n)=O(1) n^{N-\alpha}
$$

### 1.4 Stein's Interpolation Theorem

Next, we begin by defining Stein's interpolation theorem in a more suitable form in order to meet our purpose. The function $\varphi(\tau), \tau \in R^{1}$ is said be of reasonable growth if there exist constants $a<\pi$ and $b>0$ such that

$$
\begin{equation*}
|\varphi| \leq \exp (b \exp s|\tau|) \tag{1.15}
\end{equation*}
$$

Let $A_{z}$ define a family of operators for simple functions. The family $A_{z}$ is termed acceptable if for any 2 simple functions $f$ and $g$ the function

$$
\varphi(z)=\int_{T^{N}} f(x) A_{z} g(x) d x
$$

is analytic in the strip $0 \leq \operatorname{Re} z \leq 1$ with a permissible growth in $\operatorname{IM} z$ and uniformly in $\operatorname{Re} z$.

Theorem 1.4.1 (Stein's Interpolation Theorem) $\operatorname{Let} A_{z}$ be an admissible family of linear operators such that

$$
\begin{array}{rlr}
\left\|A_{i \tau} f\right\|_{L_{p_{0}}\left(T^{N}\right)} \leq M_{0}(\tau)\|f\|_{L_{p_{0}}\left(T^{N}\right)}, & 1 \leq p_{0} \leq \infty \\
\left\|A_{1+i \tau} f\right\|_{L_{p_{1}}\left(T^{N}\right)} \leq M_{1}(\tau)\|f\|_{L_{p_{1}}\left(T^{N}\right)}, & 1 \leq p_{1} \leq \infty
\end{array}
$$

for all simple functions $f$ and with $M_{j}(\tau)$ independent of $\tau$ and of admissible growth. Then there exists for each $t, 0 \leq t \leq 1$, a constant $M_{t}$ such that for every simple function $f$ holds

$$
\left\|A_{t} f\right\|_{L_{p_{t}}\left(T^{N}\right)} \leq M_{t}(\tau)\|f\|_{L_{p_{t}}\left(T^{N}\right)}, \quad \frac{1}{p_{t}}=\frac{1-t}{p_{0}}+\frac{t}{p_{1}} .
$$

The application of Stein's Interpolation theorem is best utilized by Riesz means which is dependent on $s$. For the case of Riesz means, the implementation of admissible growth does not factor in any additional difficulty due to the fact that all functions related in its applications have exponential growth. The imposed restriction of the domain by definition of $A_{z}$ to simple functions does not undermind the possibility of interpolation, as the simple functions constitue a dense subset in $L_{p}\left(T^{N}\right)$.

### 1.5 Functional Spaces

When dealing with functional spaces we can refer to works by Triebel (1986) who dedicated excellent expositions on the theory of function spaces. This theory was vigorously developed by Russsian mathematicians (former Soviet Union): Sobolev (spaces $W_{p}^{k}$ ), Nikol'skii (classes $H_{p}^{r}$ ), Lizorkin (Liouville spaces $L_{p}^{r}$ ), Il'in, Besov and many others. In Chapter 4 of this thesis, our results highlights the distributions of the functional spaces of Sobolev, Nikolskii and Liouville.

### 1.5.1 Liouville space $L_{p}^{\ell}\left(S^{N}\right)$

Definition 1.5.1 For any real number $l$, we define a class of Liouville $L_{p}^{l}\left(S^{N}\right)$, which consist of all distributions $f \in D^{\prime}\left(S^{N}\right)$, such that

$$
\left\|\sum_{k=0}^{\infty}\left(1+\lambda_{k}\right)^{\frac{l}{2}} Y_{k}(f, x)\right\|_{L_{p}}<\infty, \quad p \geq 1 .
$$

The norm of $f$ in $L_{p}^{l}\left(S^{N}\right)$ is defined by

$$
\|f\|_{L_{p}^{l}}=\left\|\sum_{k=0}^{\infty}\left(1+\lambda_{k}\right)^{\frac{l}{2}} Y_{k}(f, x)\right\|_{L_{p}}
$$

For more properties of $L_{p}^{l}\left(S^{N}\right)$ we refer the reader to Triebel (1986).

### 1.5.2 Sobelov space $W_{p}^{a}\left(S^{N}\right)$

We define the Sobolev space as follows:

Definition 1.5.2 For $1<p<\infty, a>0, W_{p}^{a}\left(S^{N}\right)$ is the collection of all $f \in L_{p}\left(S^{N}\right)$ such that $f=(I-\Delta)^{-\frac{a}{2}}$ h for some $h \in L_{p}\left(S^{N}\right)$ with the norm

$$
\|f\|_{W_{p}^{\alpha}\left(S^{N}\right)}=\|h\|_{L_{p}\left(S^{N}\right)} .
$$

If $a<0 ; W_{p}^{a}\left(S^{N}\right)$ is the collection of all $f \in D^{\prime}\left(S^{N}\right)$ of the form $f=(I-\Delta)^{k} h$ with $h \in W_{p}^{2 k+a}\left(S^{N}\right)$, where $k$ is a natural number such that $2 k+a>0$, and

$$
\|f\|_{W_{p}^{a}\left(S^{N}\right)}=\|h\|_{W_{p}^{2 k+a}\left(S^{N}\right)}
$$

If $a=0, W_{p}^{0}\left(S^{N}\right)=L_{p}\left(S^{N}\right)$.
If $p=2$, we have $\|f\|_{W_{2}^{a}\left(S^{N}\right)}=\left\|\sum_{k=0}^{\infty}\left(1+\lambda_{k}\right)^{\frac{l}{2}} \sum_{j=1}^{a_{k}}\left\langle f, y_{j}^{k}(x)\right\rangle\right\|_{L_{2}\left(S^{N}\right)}$.

### 1.5.3 Nikolskii space $H_{p}^{a}\left(S^{N}\right)$

The following expression

$$
\omega_{p}^{r}(f, \tau)=\sup _{0<t \leq \tau}\left\|\left(I-S_{h}(t)\right)^{r} f\right\|_{L_{p}\left(S^{N}\right)}, \quad 0<t<\pi,
$$

allows the definition of the Besov space $B_{p, q}^{a}\left(S^{N}\right)$.

Definition 1.5.3 Let $a>0,1 \leq p, q \leq \infty$, the Besov space $B_{p, q}^{a}\left(S^{N}\right)$ is defined as a set of function $f \in L_{p}\left(S^{N}\right)$ such that

$$
\|f\|_{L_{p}\left(S^{N}\right)}+\left(\int_{0}^{\pi}\left[\frac{\left.\omega_{p}^{r}(f, t)\right|^{q}}{t^{a}} \frac{d t}{t}\right]\right)<\infty
$$

and the latter expression

$$
\|f\|_{B_{p, q}^{a}\left(S^{N}\right)}=\|f\|_{L_{p}\left(S^{N}\right)}+\left(\int_{0}^{\pi}\left[\frac{\left.\omega_{p}^{r}(f, t)\right|^{q}}{t^{a}} \frac{d t}{t}\right]\right)
$$

The latter expression is called a norm of $f$ in $B_{p, q}^{a}\left(S^{N}\right)$.

We note here that Besov space coinciding with Nikolskii space when $q=\infty$ :

$$
B_{p, \infty}^{a}\left(S^{N}\right)=H_{p}^{a}\left(S^{N}\right)
$$

When working with functions from Nikolskii, it is convenient to work with the following equivalent norm:

$$
\|f\|_{B_{p, q}^{a}\left(S^{N}\right)}=\|f\|_{L_{p}\left(S^{N}\right)}+\left(\int_{0}^{\pi}\left[\frac{\left\|\left(I-S_{h}(t)\right)^{r} f\right\|_{L_{p}\left(S^{N}\right)}}{h^{a}}\right]^{q} \frac{d h}{h}\right)^{\frac{1}{q}},
$$

where $r>a / 2$.
Finally, the Nikolskii space can be defined as follows:

Definition 1.5.4 For $1<p<\infty, a>0, H_{p}^{a}\left(S^{N}\right)$ set a set of function $f \in L_{p}\left(S^{N}\right)$ for some $h \in L_{p}\left(S^{N}\right)$ with the norm

$$
\|f\|_{H_{p}^{a}\left(S^{N}\right)}=\|f\|_{L_{p}\left(S^{N}\right)}+\sup _{0<h \leq \pi} \frac{\left\|\left(I-S_{h}(t)\right)^{r} f\right\|_{L_{p}\left(S^{N}\right)}}{h^{a}} .
$$

Before proceeding to the section on distributions, some important facts will be presented. Each distribution $\varphi$ on $S^{N}$ are assigned to its spherical harmonic expansion

$$
\begin{equation*}
\sum_{n=0}^{\infty} Y_{n}(\varphi: x) \tag{1.16}
\end{equation*}
$$

where $Y_{n}(\varphi) \in H_{n}\left(S^{N}\right)$ for all $n \geq 0$.

Proposition 1.5.5 If $f \in C^{\infty}\left(S^{N}\right)$ then $\left\|Y_{n}(f)\right\|_{\infty}=o\left(n^{-A}\right)$ as $n \rightarrow \infty$, for every $A>0$. A formal series $\sum_{n=0}^{\infty} Y_{n}$ with $Y_{n} \in \widetilde{H}_{n}\left(S^{N}\right)$ for all $n$, is the Fourier series of a distribution on $X$ if and only if $\|Y\|_{\infty}=O\left(n^{B}\right)$ as $n \rightarrow \infty$, for some $B \geq 0$.

Proposition 1.5.6 Let $x_{0} \in S^{N}$ and suppose that $f$ is $\mu$-integrable and zonal about $x_{0}$. Then $f$ has Fourier series $\sum_{n=0}^{\infty} a_{n} Z_{n}\left(x, x_{0}\right)$, where $a_{n}=d_{n}^{-1} \int_{S^{N}} f(x) Z_{n}\left(x, x_{0}\right) d \sigma(x)$.

Definition 1.5.7 If $\varphi$ is a distribution on $S^{N}$ with Fourier series (1.16), its RiemannLebesgue set is

$$
R L(\varphi)=\left\{x \in S^{N}: Y_{n}(\varphi: x) \rightarrow 0 \text { as } n \rightarrow \infty .\right.
$$

Proposition 1.5.8 Let $S^{N}$ be a compact two-point homogeneous space and $\varphi$ a distribution on $S^{N}$. Suppose that $x_{0} \in R L(\varphi)$ and that $\varphi \in C^{\infty}\left(S^{N}\right)$ is zonal about $x_{0} \in R L(\varphi \varphi)$.

### 1.6 The Theory Of Distributions On Unit Sphere

Distributions form a class of objects that contains a subset of the continuous function. Distributions is also commonly referred as "generalized functions" where each distribution is able to be approximated by infinitely differentiable functions. Nevertheless, distributions are not necessarily functions. It can be seen in various of aspects that in comparison to the theory of continuous functions, the calculus of distributions can be more readily developed. As an example, the derivative of any distribution is also a distribution.

### 1.6.1 Distributions

The conception of distributions was the result of Dirac's research in quantum mechanics. It was in relation to his systematically use of the $\delta$ function in quantum mechanics. Sobolev (1936) and Schwartz $(1950,1951)$ later on paved the way for the ground work of the mathematical theory of distributions which lead to the intensive development of the theory of generalized function by many mathematicians.

Since then, the theory of distributions has further advanced with many applications in mathematics and physics. It has become an imperative tool for physicist, mathematician and engineers.

The distribution is by general definition the generalization of the classical concept of a function which allows us to idealized concept such as, the intensity of a force applied at a point, the density of a simple or double layer and so on, in mathematical form. Yet, the concept of a distribution as a reflection of the fact is simply impossible, i.e to measure the density of a material at a point. In overcoming this obstacle, the generalized function which is a represntation of "average values" to measure a point by the average density in a sufficiently small neighbourhood at the given point.

To make things clearer, we will examine the question of the density created by a material point of mass 1 in more detail. Consider that this point coincides with the originating coordinate and where we will denote the density by $\delta(x)$.

For the purpose of defining the density, we distribute the unit mass uniformly inside the sphere $S_{\varepsilon}$ and should obtain the following average density

$$
f_{\varepsilon}(x)=\left\{\begin{array}{cl}
\frac{3}{4 \pi \varepsilon^{3}}, & |x|<\varepsilon \\
0, & |x|>\varepsilon
\end{array}\right.
$$

We begin by taking the point limit of the sequence of average densities $f_{\varepsilon}$ as the density $\delta(x)$, which is

$$
\delta(x)=\lim _{\varepsilon \rightarrow 0} f_{\varepsilon}(x)=\left\{\begin{array}{cc}
\infty, & \text { if } x=0  \tag{1.17}\\
0, & \text { if } x \neq 0
\end{array}\right.
$$

Naturally, it is required that the integral of the density $\delta$ over any volume $V$ should give the mass of this volume as follows,

$$
\int_{V} \delta(x)= \begin{cases}1, & \text { if } 0 \in V \\ 0, & \text { if } 0 \bar{\epsilon} V\end{cases}
$$

Due to (1.17), for the case of an improper integral the left hand side of the equation will always be equal to zero. This contradicts the fact that the limit point of the sequence $f_{\varepsilon}(x)$ as $\varepsilon \rightarrow 0$ can not be taken as the density $\delta(x)$.

We proceed to obtain the weak limit of the sequences $f(x)_{\varepsilon}(x)$ as $\varepsilon \rightarrow 0$. This is done by showing that

$$
\lim _{\varepsilon \rightarrow 0} \int f_{\varepsilon}(x) \varphi(x) d x=\varphi(0)
$$

In regards to the continuity of the function $\phi(x)$ for $\eta>0$ exists $\varepsilon_{0}>0$ such that
$|\varphi(x)-\varphi(0)|<\eta$ whenever $|x|<\varepsilon_{0}$. Thus, for all $\varepsilon \leq \varepsilon_{0}$, we have

$$
\begin{aligned}
\left|\int f_{\varepsilon}(x) \varphi(x) d x-\varphi(0)\right| & =\frac{3}{4 \pi \varepsilon^{3}}\left|\int_{|x|<\varepsilon}[\varphi(x)-\varphi(0)] d x\right| \\
& \leq \frac{3}{4 \pi \varepsilon^{3}} \int_{|x|<\varepsilon}|\varphi(x)-\varphi(0)| d x \\
& <\eta \frac{3}{4 \pi \varepsilon^{3}} \int_{|x|<\varepsilon} d x=\eta .
\end{aligned}
$$

This gives the functional $\phi(0)$ as the weak limit of the sequence of functions $f_{\varepsilon}$ as $\varepsilon \rightarrow 0$, assigning to each continuous function $\varphi(x)$ the value of $\varphi(0)$ at the point $x=0$. The functional obtain here is used to define the density $\delta(x)$ and also the same functional referred in the popular Dirac $\delta$ function. Hence $f_{\varepsilon}(x) \rightarrow \delta(x)$ as $\varepsilon \rightarrow 0$ for any continuous function $\varphi(x)$ is valid for

$$
\int f_{\varepsilon}(x) \varphi(x) d x \rightarrow(\delta, \varphi), \quad \varepsilon \rightarrow 0
$$

where $(\delta, \varphi)$ denotes the value of the functional $\delta$ acting on function $\varphi$. In recovering the complete mass, it must act with the density (functional) $\delta(x)$ on the function $\varphi(x)=1,(\delta, 1)=1$.

The density must be considered equal to $m \boldsymbol{\delta}(x)$, if the corresponding mass $m$ is concentrated at the point $x=0$. And also, if mass $m$ is concentrated at $x_{0}$, its density is considered equivalent to $m \delta\left(x-x_{0}\right)$, where $\left(m \delta\left(x-x_{0}\right), \varphi\right)=m \varphi\left(x_{0}\right)$. If masses $m_{k}$ are concentrated at different points $x_{k}, k=1,2, \ldots, N$, the generalized corresponding density is equal to

$$
\sum_{k=1}^{N} m_{k} \delta\left(x-x_{k}\right)
$$

### 1.6.2 Space of test functions $\widetilde{D}$

Test functions for the $\delta$ function are defined by continuous functions as a linear continuous functional. This point of view is used as fundamental definition of an arbitary generalized function as a linear continous functional over a space of sufficiently "good" (test) functions. It can be seen that a more narrow space of test functions will result in more linear continous functional over it. Yet the supply of the test function must be sufficiently large. The following will clarify the importance if test functions $\widetilde{D}$.

The set of test functions $\widetilde{D}=\widetilde{D}\left(S^{N}\right)$ all the infinitely differentiable functions in $S^{N}$. We define the convergence in $\widetilde{D}$ as: the sequence of functions $\varphi_{1}, \varphi, \ldots$, form $\widetilde{D}$ converges to the function $\varphi \in \widetilde{D}$ if:

For each $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$

$$
D^{\alpha} \varphi_{k}(x) \text { uniformly converges to } D^{\alpha} \varphi(x), \quad k \rightarrow \infty
$$

hence we can write $\varphi \rightarrow \varphi$ as $k \rightarrow \infty$ in $\widetilde{D}$.
We know that $\widetilde{D}$ is a linear space. The operation of differentation $D^{\beta} \varphi(x)$ is continuous from $\widetilde{D}$ into $\widetilde{D}$. The definition of convergence in $\widetilde{D}$ states that $\varphi_{k} \rightarrow \varphi$ as $k \rightarrow \infty$, allowing us to conclude that $D^{\beta} \varphi_{k} \rightarrow D^{\beta} \varphi$ as $k \rightarrow \infty$ in $\widetilde{D}$. Similarly, the operations of nonsingular linear change of variable $\varphi(A y+b)$ and the multiplication by a function $a \in C^{\infty}\left(S^{N}\right), a(x) \varphi(x)$, are continuous from $\widetilde{D}$ into $\widetilde{D}$
The question whether there are test functions distinct from being identically zero. It becomes apparent that such function are not analytic in $S^{N}$.

### 1.6.3 The space of generalized functions $\widetilde{D}^{\prime}$

Each linear continuous functional over the space of test functions $\widetilde{D}$ is known as generalized function in the Sobolev-Schwartz sense. We will denote the effect of the functional (generalized function) $f$ over the test function $\varphi$ by $(f, \varphi)$. We also denote $f$ by $f(x)$ as a representation of the generalized function taking into account that the functional $f$ acts on to $x$, the argument of the test functions.

Here we will clarify the definition of the generalized function $f$.

1. The generalized function $f$ is a $f$ unctional over $\widetilde{D}$; that is, a (complex) number $(f, \varphi)$ is associated with each $\varphi \in \widetilde{D}$.
2. The generalized function $f$ is a linear function over $\widetilde{D}$; that is, if $\varphi \in \widetilde{D}, \psi \in \widetilde{D}$, and $\lambda, \mu$ are complex numbers, then

$$
(f, \lambda \varphi+\mu \psi)=\lambda(f, \varphi)+\mu(f, \psi)
$$

3. The generalized function $f$ is a continuous functional over $\widetilde{D}$; that is if $\varphi_{k} \rightarrow \varphi$ as $k \rightarrow \infty$ in $\widetilde{D}$, then

$$
\left(f, \varphi_{k}\right) \rightarrow(f, \varphi), k \rightarrow \infty
$$

If $\widetilde{D}^{\prime}$ is linear and the linear combination $\lambda f+\mu g$ of generalized functions $f$ and $g$ is defined as a functional acting in accordance with the formula

$$
(\lambda f+\mu g, \varphi)=\lambda(f, \varphi)+\mu(g, \varphi), \quad \varphi \in \widetilde{D} .
$$

We will show that the functional $\lambda f+\mu g$ belongs to $\widetilde{D}^{\prime}$ by showing that it is linear and continous all over $\widetilde{D}$. Let $\alpha$ and $\beta$ be any complex numbers, and if $\varphi, \psi \in \widetilde{D}$
hence via definition,

$$
\begin{aligned}
(\lambda f+\mu g, \alpha \varphi+\beta \psi) & =\lambda(f, \alpha \varphi+\beta \psi)+\mu(g, \alpha \varphi+\beta \psi), \\
& =\alpha[\lambda(f, \varphi)+\mu(g, \varphi)]+\beta[\lambda(f, \varphi)+\mu(g, \varphi)] \\
& =\alpha(\lambda f+\mu g, \varphi)+\beta(\lambda f+\mu g, \psi),
\end{aligned}
$$

proving this functional is linear. As for its continuity, from the continuity of the functionals $f$ and $g$ : If $\varphi_{k} \rightarrow \varphi$ as $k \rightarrow \infty$ in $\widetilde{D}$, then

$$
\left(\lambda f+\mu g, \varphi_{k}\right)=\lambda\left(f, \varphi_{k}\right)+\mu\left(g, \varphi_{k}\right) \rightarrow \lambda(f, \varphi)+\mu(g, \varphi)=(\lambda f+\mu g, \varphi) .
$$

For any $\varphi \in \widetilde{D}^{\prime}$, if there exist $\left(f_{k}, \varphi\right) \rightarrow(f, \varphi)$ as $k \rightarrow \infty$ we can define the convergence in $\widetilde{D}^{\prime}$ as the sequence of generalized functions, $f_{1}, f_{2}, \ldots$ of a generalized in $\widetilde{D}^{\prime}$. This type of convergence is known as weak convergence. A linear set $\widetilde{D}^{\prime}$ with this kind of convergence is referred as the space of generalized functions $\widetilde{D}^{\prime}$.

The space $\widetilde{D}^{\prime}$ is complete if, for the sequence $f_{1}, f_{2}, \ldots$ in $\widetilde{D}^{\prime}$ there exist a limits of the numerical sequence $\left(f_{1}, \varphi\right),\left(f_{2}, \varphi\right), \ldots$, for any test function $\varphi \in \widetilde{D}^{\prime}$ where exists a generalized function that is unique $f \in \widetilde{D}^{\prime}$, such that

$$
\lim _{k \rightarrow}\left(f_{k}, \varphi\right)=(f, \varphi), \quad \varphi \in \widetilde{D}^{\prime}
$$

proof of the theorem can be found in Shilov (1965).

### 1.7 Research Objective(s)

1. To estimate the Riesz means of the spectral function of the Laplace-Beltrami opertor on unit sphere.
2. To prove uniform convergence of the eigenfunction expansions of the LaplaceBeltrami operator by Riesz means in the classes of Nikolskii and Liouville.
3. To establish the conditions for localization of the Fourier-Laplace series of the distributions on unit sphere.

### 1.8 Thesis Outline

In this thesis, we have organized the chapter as following.

- Chapter 1 - Introduction: In this chapter we provide the background tools used for our subject matter, the objective and methods applied to solve the problems in hand and the factors responsible for our motivation behind the idea.
- Chapter 2 - Literature review: This chapter deals with researches by previous authors that dealt with issues related to our topic.
- Chapter 3 - Here we provide results related to the Riesz means of the spectral function of Laplace-Beltrami operator and divergence theorem on localization in regards to the maximal operator.
- Chapter 4 - Here we address problems related to the summability and localization of the Fourier-Laplace series of Riesz methods.
- Chapter 5 - In this chapter we will address issues of the Localization of Fourier Laplace series of distributions in various classes (Sobolev, Nikolskii, Liouville).
- Chapter 6 - Discussion, Contribution and Future Work: In the last section of the thesis we will present the outcome of this thesis and its contribution to the field of spherical harmonics. We also discuss the possibility for future research and give suggestions on open problems for future researchers of the subject.


## BIBLIOGRAPHY

Ahmedov, A. A. 1997. About spectral expansions of Laplace - Beltrami operator on sphere. Uzbek Mathematical Journal. 4: 20-27.

Ahmedov, A. A. 2009. The generalized principle of the localization on unit sphere. Journal of Mathematical Analysis and Applications. 56: 310-321.

Ahmedov, A. A. 2010. The generalized principle of the localization for the N -fold Fourier integrals. Malaysian Journal of Mathematical Science. 4 (2): 209-225.

Ahmedov, A. A. 2011. The estimations for maximal operators. Applied Mathematics Letter. 24 (5): 615-619.

Ahmedov, A. A., Rakhimov, A. A. and Zainuddin, H. 2011. Localizations of the Spectral Expansions of Distributions Connected with Schodinger Operator. Australian Journal of Basic and Applied Sciences. 5 (5): 1-4.

Ahmedov, A. A. and Ashurov, R. 2011. On the divergence of spectral expansions of elliptic differential operators. Malaysia Journal of Mathematical Sciences. 5 (2):185-196.

Ahmedov, A. A. And Abdulaziz. N. 2012. Approximation of functions from LlogL $(\log \log \mathrm{L})\left(S^{N}\right)$ by Fourier-Laplace series. Journal of Computational and Applied Mathematics. 236 (15):3827-3834.

Alimov, Sh. A. 1970. The summability of the Fourier series of functions in $L_{p}$ in terms of eigenfunctions. Differentsial'nye Uravnenija. 6: 416-423.

Alimov, Sh. A. 1972. Fractional powers of elliptic operators and isomorphism of classes of differentiable functions. Differentsial'nye Uravnenija. 8 (9): 1609-1626.

Alimov, Sh. A. 1976. On spectral decompositions of functions in $H_{p}^{a}$. Math. Sb. 101 (1): 3-20. English translation: Math. USSR, Sb. 30: 1-16 (1978).

Alimov, Sh. A. 1994. On spectral decomposition of distribution. Rus. Acad. Sci. Dokl. Math 48 (1): 175-177; translation from Rus. Acad. Sci. Dokl. Math. 331 (6): 661-662.

Alimov, SH. A. 2006. Dependence of the convergence domain of spectral expansions on the geometry of the set of discontinuity of the function being expanded. Mathematical Notes. 79 (1-2):165-177.

Alimov, Sh. A. 2012. Generalized localization of Riesz means of spectral expansions of distribution. Doklady Mathematics. 86 (2): 597-599.

Alimov, Sh. A., Ashurov, R. R. and Pulatov, A. K. 1992. Multiple Fourier series and Fourier integrals. In Commutative Harmonic Analysis -IV,1-97. Berlin: Springer-Verlag.

Alimov, Sh. A., Il’in, V. A. And Nikishin, E. M. 1976. Convergence problems of multiple trigonometric series and spectral decompositions. I. Russian Math. Surv. 31 (6): 29-86.

Alimov, Sh. A., Il'in, V. A. And Nikishin, E. M. 1977. Problems of convergence of multiple trigonometric series and spectral decompositions II. Russian Math. Surv. 32 (1): 115-139.

Alimov, Sh. A. and Rakhimov, A. A. 1986. On uniform convergence of spectral resolutions in a closed domain. Dokl. Akad. Nauk USSR.10: 5-7.

Alimov, Sh. A. and Rakhimov, A. A. 1996. Localization of spectral expansions of distribution. Differential Equations. 42 (6): 798-802.

AShUROV, R. R. 1983. Summability almost everywhere of Fourier series in Lp with respect to eigenfunctions. Mathematical Notes of the Academy of Sciences of the USSR. 34 (6): 913-916.

BAStis, A. I. 1983. Almost-everywhere convergence of expansions in eigenfunctions of the Laplace operator on the sphere. Mathematical Notes of the Academy of Sciences of the USSR. 33 (6): 440-443.

Bochner, S. 1936. Summation of multiple Fourier series by spherical means. Trans. Amer. Math. Soc. 40: 175-207.

Bonami, A. and Clerc, J. L. 1973. Sommes de Cesa'ro et multiplicateues de de'veloppements et harmonique sphe'riques. Trans. Amer. Math. Soc. 183: 183-223.

Carbery, A. And Soria, F. 1988. Almost everywhere convergence of Fourier integrals for functions in Sobolev spaces and an localization principle. Rev. Mat. Iberoamericana. 4 (2): 319-337.

Carleson, L. 1966. On convergence and growth of partial sums of Fourier series. Acta. Math. 116: 135-157.

CazZaniga, F. and Travaglini, G. 1993. On pointwise convergence and localization for Fourier series on compact Lie groups. Arch. Math. 60: 378-382.

Chandrasekharan, K. and Minakshisundaram, S. 1952. Typical Means. Oxford: Oxford University Press.

DaI, F. AND WANG, K. Y. 2001. Summability of Fourier-Laplace series with the method of Lacunary arithmetical means at Lebesgue Points. Acta Mathematica Sinica, English Series. 17 (3): 489-496.

DaI, F. AND WANG, K. Y. 2013. Approximation theory and harmonic analysis on spheres and balls. Springer Monographs in Mathematics. New York: Springer.

FEJER, L. 1904. Studies on trigonometric series. Math. Ann 58: 51-69.
GARDING, L. 1954. On the asymptotic properties of the spectral function belonging to a selfadjoint semi-bounded extension of an elliptic differential operator. Kungl. Fysiogr. Sillsk. Frh. 24: 1-18.

Gine, E. 1975. The additional formula for the eigenfunctions of the Laplacian. Advanced Math. 18: 102-107.

Golubov, B. I. 1975. On convergence of Riesz spherical means of multiple Fourier series. Math. USSR. Sbornik. 25 (2): 177-197.

Gronwall, T. 1914. On the degree of convergence of Laplace's series. Trans. Am. Math. Soc. 15 (1): 1-30.

Hardy, G. H. and Riesz, M. 1915. The general theory of Dirichlet series. Cambridge: Cambridge University Press.

Hardy, G. H. 1949. Divergent Series. New York: Oxford University Press.

Hobson, E. W. 1957. The theory of functions of a real variable II. New York: Dover.
Hobson, E. W. 1965. The theory of spherical and ellipsoidal harmonics. 2nd reprint. New York: Chealsea publishing company.

Hormander, L. 1969. On the Riesz means of spectral functions and eigenfunction expansions for elliptic differential operators. In Proc. Annual Sci. Conf., Belfer Grad. School Sci., Yeshiva Univ., New York, 19651966 (Some Recent Advances in the Basic Sciences, Vol. 2), 155-202. Belfer Graduate School of Science, Yeshiva Univ., New York.

Hunt, R. A. 1966. On $L(p, q)$ spaces. L'Enseignement Math. 12: 249-276.
Hyslop, J. M. 1936. On the absolute summablity of series by Rieszian means. Proceedings of the Edinburgh Mathematical Society. 5 (1): 46-54.

IL'IN, V. A. 1968. Problems of localization and convergence for fourier series in fundamental systems of functions of the Laplace operator. Russian Math. Surv. 23 (2): 61-120.

Il'in, V. A. And Alimov, Sh. A. 1974. Conditions for the convergence of spectral decompositions that correspond to self-adjoint extensions of elliptic operators. V. Differential equations. 10: 360-377.

IL'IN, V. A. 1975. Uniform convergence of expansions in eigen and associated functions of a non self-adjoint ordinary differential operator and in trigonometric Fourier series. Dokl. Akad. Nauk SSSR. 223: 548-551.

IL' IN, V. A. 1991. Spectral theory of differential operators. 367 pages, New York: Springer.
Ingham, A. E. 1968. The equivalence theorem for Cesaro and Riesz summability. Publ. Ramanujan Inst. 1: 107-113.

JACKSon, D. 1912. On the Degree of Convergence of the Development of a Continuous Function According to Legendre's Polynomials. Trans. Am. Math. Soc. 13 (3): 305-318.

JACKSON, D. 1912. On approximation by trigonometric sums and polynomials. Trans. Am. Math. Soc. 3 (4): 491-515.

Kaczor, W. J. and Nowak, M. T. 2003. Problems in Mathematical Analysis. 356 pages, Providence: American Mathematical Society.

Kogbetliantz, E. 1924. Recherches sur la sommabilit des sries ultrasphriques par la mthode des moyennes arithmtiques. J. Math. Pures Appl. 9 (3): 107-187.

Levitan, B. M. 1955. On the summation of multiple Fourier series and integral. Dokl. Akad. Nauk SSSR. 102: 1073-1074.

Li, L. and Yu, C. 2007. Convergence rate of Cesaro means of Fourier-Laplace series. Journal of Mathematical Analysis and Applications. 325 (2): 808-818.

Lizorkin, P. I. and Rustamov, Kh. P. 1993. Nikolskij-Besov spaces on the sphere in connection with approximation theory. Trudy Mat. Inst. Steklov.204: 172-200.

MEANEY, C. 1982. On almost-everywhere convergent eigenfunction expansions of the Laplace-Beltrami operator. Math. Proc. Cambridge Phil. Soc. 92: 129-131.

Meaney, C. 1984. Localization of spherical harmonics expansion. Monatsh. Math. 98: 6574.

Mitchell, T. 1951. On the spherical summability of multiple orthogonal series. Trans. Amer. Math. Soc. 71: 136-151.

Moiseev, E. I. 1977. The uniform convergence of certain expansions in a closed domain. Dokl. Akad. Nauk SSSR. 18: 549-533.

Nielsen, N. 1911. Theorie des fonctions metaspheriques. Paris, Gauthier-Villars. 4: 20-27.
Peetre, T. 1964. Remark on eigenfunction expansions for elliptic operators with constant coefficients. Math. Scand. 15: 83-92.

Pulatov, A. K. 1981. On uniform convergence and localization for arithmetic means of Fourier-Laplace series. J. Izvestiya Vuzov, Phys. Math. Sci. 3 (4): 47-50.

Pulatov, A. K. 1977. Absence of localization of the Laplace series on the sphere for functions of the Nikol'skii class $H_{1}^{1}\left(S^{2}\right)$. Mat. Zametkii. 22 (4): 517-523.

RAKhimov, A. A. 1983. On the almost everywhere localization of Fourier-Laplace series. Manuscript of Diploma Thesis, Preprint Tashkent State University.

Rakhimov, A. A. 1987. On localization almost everywhere of the Cesaro means of FourierLaplace series on the N-dimensional sphere. J. Izv. Akad. Nauk USSR, Ser. Fiz.-Mat. Nauk. 2: 28-33.

RAKHIMOV, A. A. 1987. On uniform convergence of spectral resolutions of a continuous function in a closed domain. J. Izv. Akad. Nauk USSR, Ser. Fiz.-Mat. Nauk. 6: 17-22.

RaKhimov, A. A. 1994. On an expansion of distributions that correspond to the Laplace operator. J.Vopr. Vychisl. Prikl. Mat. 97: 134-140.

RAKHIMOV, A. A. 1996. Localization conditions for spectral decompositions related to elliptic operators from class $A_{r}$. Math. Notes 59 3: 298-302; translation from Mat. Zametkii. 59 3: 421-427.

RaKhimov, A. A. 1996. Localization of spectral expansions of distributions in a closed domain. Differ. Equations 33 1: 80-82; translation from Differ. Uravn. 33 (1): 80-82.

RaKhimov, A. A. 1996. Spectral decompositions of distributions from negative Sobolev classes. Differ. Equations 32 7: 1011-1013; translation from Differ. Uravn. 32 (7): 10001001.

RAKHIMOV, A. A. 2000. On the localization of multiple trigonometric series of distributions. Dokl. Math. 62 (2): 163-165 ; translation from Dokl. Akad. Nauk, Ross. Akad. Nauk. 374 (1): 20-22.

Rakhimov, A. A. 2003. On the localization conditions of the Riesz means of distribution expansions of the Fourier series by eigenfunctions of the Laplace operator on sphere. J. Izvestiya Vuzov, Phys. Math. Sci. 3-4: 47-50.

RAKHIMOV, A. A. 2006. Localization conditions of spectral expansions of distributions connected with Laplace operator on sphere. Acta National University of Uzbekistan. 2: 47-49.

Rakhimov, A. A. 2011. On the localization of the Riesz means of multiple Fourier series of distributions. Journal Abstract and Applied Analysis. Volume 2011, Article ID 731249, 8 pages, doi:10.1155/2011/731249.

Rakhimov, A. A. 2013. On the Localization Eigenfunction Expansions Associated with the Schrodinger Operator. Middle-East Journal of Scientific Research. 13: 6-14. DOI: 10.5829/idosi.mejsr.2013.13.mae.9993.

RAKHIMOV, A. A. 2013. On the uniform convergence of the eigenfunction expansions. Journal of Physics. 435:011001 doi:10.1088/1742-6596/435/1/012010 .

Shapiro, V. L. 1957. Localization on spheres. Trans. Amer. Math. Soc. 86: 212219.
Shilov, G. E. 1965. Mathematical Analysis. The second special course. Moscow: Nauka.
SJOLIN, P. 1971. Convergence almost everywhere of certain singular integrals and multiple Fourier series. Ark. Mat. 9: 65-90.

Sobolev, S. L. 1936. Mthode nouvelle rsoudre le problme de Cauchy pour les quations linaires hyperboliques normales. Mat. Sbornik. 1: 39-72.

Stein, E. M. 1956. Interpolation of linear operators. Trans. Amer. Math. Soc. 83: 482-492.
Stein, E. M. 1958. Localization and summability of multiple Fourier series. Acta Mathematica. 100 (1-2):93-147.

Stein, E. M. and Weiss, G. 1971. Introduction to Fourier analysis on Euclidean spaces. Princeton Math. Series No. 32. New Jersey: Press University Press.

SChWARTZ, L. 1950. Theorie des distributions. Vol 1. Actualits Scientifiques et Industrielles, No. 1091. Paris: Hermann.

Schwartz, L. 1951. Theorie des distributions. Vol 2. Actualits Scientifiques et Industrielles, No. 1122. Paris: Hermann.

Schwartz, L. 1954. Sur l'impossibilit de la multiplications des distributions. C. R. Acad. Sci. Paris. 239:847-848.

Titchmarsh, E. C. 1946. Eigenfunction expansions associated with second-order equations- Part 1. Oxford: Clarendon Press.

Titchmarsh, E. C. 1958. Eigenfunction expansions associated with second-order equations- Part 2. Oxford: Clarendon Press.

TOPURIYA, S. B. 1987. Fourier-Laplace series on a sphere [in Russian]. Tbilisi University: Tbilisi.

Triebel, H. 1986. Spaces of Besov-Hardy-Sobolev type on complete Riemannian manifolds. Arkiv fr Matematik. 24 (2):299-337.

Ugulava, D. K. 1971. The approximation of functions on the $m$-dimensional sphere by the Cesaro means of Fourier-Laplace series. Mat. Zametki. 9 (3): 343-353 .

ZhizhiashVili, L. V. and Topuriya, S. B. 1979. Fourier-Laplace series on a sphere. Journal of Soviet Mathematics. 12 (6): 682-714.

Zygmund, A. 1968. Trigonometric series, Vol. I. Second edition. London- New York: Cambridge University Press.

