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Foreword

Welcome to the First Issue 2014 of the Journal of Science and Technology (JST)!

JST is an open-access journal for the studies in science and technology published by 
Universiti Putra Malaysia Press. It is independently owned and managed by the university 
and is run on a non-profit basis for the benefit of the world-wide science community. 

In this issue, 26 articles are published, out of which one is a review article, one is a 
short communication and 19 are regular articles. Four articles are from Curtin University 
Technology, Science and Engineering International Conference “Innovative Green 
Technology for Sustainable Development” (CUTSE 2011). The authors of these articles 
vary in country of origin, coming from Malaysia, India, Germany and Australia. 

The review article discusses a potential of Bi-Ag as an alternative high temperature solder, 
in search of lead-free solder replacement (Rohaizuan Rosilli, Azmah Hanim Mohamed 
Ariff and Shahrul Fadzli Muhamad Zam). The short communication proposes a method 
that uses chirp signal as a training sequence and employs fractional Fourier transform 
(FRFT) as a tool to localise the training sequence (chirp) received by the Orthogonal 
Frequency Division Multiplexing (OFDM) system (Saxena, R. and Joshi, H. D.).

The regular articles cover a wide range of study, and include the following: a new recursive 
circular algorithm for listing all permutations (Sharmila Karim, Zurni Omar, Haslinda 
Ibrahim, Khairil Iskandar Othman and Mohamed Suleiman); a comparative study of 
Yttrium-doped ceria ceramics synthesised using mechanochemical and solid state 
methods (Ong, P. S., Tan, Y. P., Taufiq-Yap, Y. H. and Zainal, Z.); design and development of 
a sweet potato digging device (Md. Akhir, H., Ahmad, D., Rukunudin, I. H., Shamsuddin, S. 
and A. Yahya); vegetative swales for treatment of stormwater runoff from construction 
sites (Ismail, A. F., Sapari, N. and Abdul Wahab, M. M.); The Performance of Robust 
Modification of Breusch-Godfrey Test in the Presence of Outliers (Lim, H. A. and Midi, H.). 
physical properties of liberica coffee (Coffea liberica) berries and beans (Ismail, I., Anuar, 
M. S. and Shamsudin, R.); a descriptive report on gycaemic control and treatment profile 
among 20646 adult type 2 diabetes mellitus (Chew, B. H., Lee, P. Y., Mastura, I., Cheong, 
A. T., Sri Wahyu, T. and Zaiton, A.); development of internet-based instrumentation for 
the study of the hall effect (Ariffin Abas, Abdul Halim Shaari, Zainal Abidin Talib and 
Zaidan Abdul Wahab); in-vitro antidermatophytic activity of methanolic fractions from 
Entada spiralis Ridl. stem bark and its bioautographic profile (Aiza Harun, Siti Zaiton Mat 
So’ad, Norazian Mohd Hassan and Neni Kartini Che Mohd Ramli); assessment of digital 
cameras in mapping meandering flumes using close range photogrammetric technique 
(Udin, W. S., Ahmad, A. and Ismail, Z.); correlation of electrical resistivity with some soil 
parameters for the development of possible prediction of slope stability and bearing 
capacity of soil using electrical parameters (Syed Baharom Syed Osman, Mohammad 
Nabil Fikri and Fahad Irfan Siddique); chemically modified sago waste for oil absorption 



(Zainab Ngaini, Rafeah Wahi, Dayang Halimatulzahara and Nur An-Nisaa’ Mohd Yusoff); 
chemical constituents of Aglaia lanuginose (Kamarulzaman, F. A., Mohamad, K., Awang, 
K. and Lee, H. B.); preconditioned subspace Quasi-Newton method for large scale 
optimisation (Hong Seng Sim, Wah June Leong, Malik Abu Hassan and Fudziah Ismail); 
GIS routing and modelling of residential waste collection for operational management 
and cost optimisation (Billa, L., Pradhan, B. and Yakuup, A.); performance evaluation 
and characteristics of selected tube wells in the coastal alluvium aquifer, Selangor 
(Fauzie, M. J., Azwan, M. M. Z., Hasfalina, C. M. and Mohammed, T. A.); optimisation of 
modified Fenton (FeGAC/H2O2) pretreatment of antibiotics (Augustine Chioma Affam, 
Malay Chaudhuri and Shamsul Rahman Mohammed Kutty); microclimate inside a 
tropical greenhouse equipped with evaporative cooling pads (Diyana Jamaludin, Desa 
Ahmad, Rezuwan Kamaruddin and Hawa Z. E. Jaafar); and the use of computational fluid 
dynamics in the determination of solar collector orientation and stack height of a solar 
induced ventilation prototype (Yusoff, W. F. M., Sapian, A. R., Salleh, E., Adam, N. M., 
Hamzah, Z. and Mamat, M. H. H.).

I conclude this issue with four articles arising from the CUTSE 2011 international 
conference: Full-scaled impulse turbine performance prediction using numerical 
simulation (A. Sahed and F. B. Ismail Alnaimi); sorption of SO2 and NO by modified palm 
shell activated carbon: Breakthrough curve model (Sumathi, S., S. Bhatia, K. T. Lee and A. 
R. Mohamed); geochemical assessment of sediment quality using multivariate statistical 
analysis of Ennore Creek, north of Chennai, SE coast of India (M. Jayaprakash, R. 
Nagarajan, P. M. Velmurugan, L. Giridharan, V. Neetha and B. Urban); and a preliminary 
investigation on electrochemical parameters of lake waters in and around Miri city, 
Malaysia (M. V. Prasanna, R. Nagarajan, A. Elayaraja and S. Chidambaram).

I anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking, and, hopefully, useful in setting up new milestones. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

I would also like to express my gratitude to all the contributors, namely, the authors, 
reviewers and editors for their professional contribution towards making this issue 
feasible. Last but not least, the editorial assistance of the journal division staff is fully 
appreciated.

JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Nayan Deep S. KANWAL, FRSA, ABIM, AMIS, Ph.D.

nayan@upm.my
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Review Article

Bi-Ag as an Alternative High Temperature Solder

Rohaizuan Rosilli*, Azmah Hanim Mohamed Ariff and  
Shahrul Fadzli Muhamad Zam
Department of Mechanical and Manufacturing Engineering, Faculty of Engineering,  
Universiti Putra Malaysia, 43400 Serdang, Selangor, Malaysia

ABSTRACT

The search for a high temperature lead-free solder replacement for high temperature leaded solder eutectic 
alloy has been an evolving process as the threat of a regional lead ban became a reality in July 2006. The 
advantages and disadvantages of lead-free solder in terms of manufacturing, performance and reliability 
have been increasingly revealed through companies’ Research and Development (R&D), industrial 
consortia and university researchers. Materials and component design are the primary criteria to focus 
on the development for the current generation of high temperature lead-free solder alloys. According to 
the current status of high temperature lead free soldering, there are many unsolved technical problems 
such as explanation on the lift-off phenomenon, establishment of high temperature lead-free plating 
technology, construction of a database of physical properties (solder, parts, PCBs), standardization of high 
temperature solder materials evaluation technology, and most importantly, the best candidate material 
for high temperature solder. Clearly, high temperature soldering is one of the unsolved problems of the 
century in lead-free soldering. Moreover, most of the questions still remain unanswered by researchers. 
This paper reviews research conducted on the Bi-Ag solder alloy, which is one of the candidate alloys 
that has been proposed as an alternative for high temperature lead-free solder.

Keywords: Lead-free Solder, Bi-Ag Solder Alloy, Intermetallic Compound (IMC), Microstructure
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INTRODUCTION

Soldering is a metallurgical process for 
joining metal parts and it uses molten filler 
metal to wet the surfaces of a joint that 
provides a conductive path required in 
achieving a connection from one circuit 
element to another. It is also important for 
interconnection in both level 1 (IC Packaging) 
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and level 2 (mounting of electronic components onto printed circuit boards) processes of 
the modern electronics industry. Hence, in order to produce a high quality high temperature 
soldering process, it is important to understand the fundamental of solder and soldering. The 
soldering process can be divided into three important factors that must be considered, namely, 
spreading, base metal dissolution, and formation of intermetallic compound layer (Lea, 1988).

Lead-free solder is defined as elimination of lead in solder alloys system because of the 
response to the concerns for the environment and human health. Environmental Protection 
Agency (EPA) already mentioned lead as one of the top 17 chemicals that poses the greatest 
threats to human life and the environment (Wood et al., 1994). Disposed lead can leach into 
drinking water, posing a severe health risks to human. Among the common types of lead 
poisoning are alimentary, neuromotor and encephalic (Ir. Sax, 1984). Lead poisoning can be 
detected when its level in blood exceeds 50 mg/dl of blood (Napp, 1995). Occupational Safety 
and Health Administration (OSHA) requires that workers have no more than 50 mg/dl of lead 
in their blood and recommends their workers to maintain blood level below 30 mg/dl if they 
plan to have children (EPA, 1991). Wave soldering produces dross on the molten solder and 
about 90% of dross can be refined to pure metal for reuse, but the remaining acts as waste 
product (Nriagu et al., 1988).

Attempts to recycle lead in printed wiring boards of consumer electronic products have 
not been successful. Therefore, Japan has required that all new electronic products be lead-free 
solder from January 2005, while the European Union introduced legislation to ban lead from 
electronic products by 1st July 2006. Nevertheless, the United States government has not yet 
legislated against the use of lead in electronic products. In response to the new legislation, most 
major electronic manufacturers, including those in the U.S., have stepped up their search for 
the alternatives to leaded solders. Even when the use of lead in electronics industry appears to 
be minimal, the potential for lead exposure cannot be ignored (Monsalve, 1984).

Although Sn-Pb can be replaced by lead-free solder for low temperature applications, 
there is no lead-free solder available in the market that can replace the high temperature leaded 
solders. Most of the internal joining such as in the first level interconnection flip chip uses 90 
to 95 wt. % of lead (Katsuaki et al., 2009). Stated in the RoHS (The Restriction on the Use of 
Hazardous Substances) regulation, the law gave exemptions to the industry by allowing the 
use of solder with above 85% lead. The challenge faced towards substituting leaded solder 
is finding the right combination of alloy that can withstand the high temperature working 
condition with the reflow peak temperature and must not overshoot the temperature range that 
may damage the substrate (warpage).

High-temperature solders have been widely used in various applications. It is not only used 
as a die-attach solder, but also in the aircraft industry, space satellite, automotive, oil and gas 
well explorations, assembling optical components, automobile circuit boards, circuit modules 
as step soldering and many more. Most importantly, it can produce reliable interconnections, 
in which the high-density packaging technology and high-service temperature are needed. 
Important characteristics of the high-temperature solders are good wetability, high ductility, 
low shear modulus and good resistance to thermo-mechanical fatigue. Due to environmental 
reasons, the development of lead-free solders has become an important issue and until now, only 
a few alloy candidates have been proposed for the lead-free high-temperature solders such as 
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Au-Sn, Bi-Ag, and Zn-Al based alloys. The Bi-Ag alloy is the most suitable because it exhibits 
a high melting temperature, similar hardness with Pb-5Sn and lower cost as compared to Au-Sn 
(Yaowu Shi et al., 2009). Meanwhile, silver element is widely used in hybrid microelectronics 
because the cost is lower compared to gold and palladium. Moreover, silver can be processed 
in air without having to concern about oxidation that affects its electrical resistivity as Ag2O is 
conductive. This unique property gives high electrical and thermal conductivity and exhibits 
limited fatigue.

The Bi-Ag Binary Phase Diagram

Phase diagram gives valuable information on the various phases of a substance and the 
conditions under which each phase exists. It is a powerful tool for developing new solder since 
a wide range of potential alloys can be easily evaluated in theory (Ursula, 2002). Bi-Ag phase 
diagram in Fig.1 shows that the eutectic point is 262.5°C when the composition is at 97.5 wt. 
% Bi and 2.5 wt. %Ag.

As in the soldering process, eutectic solder material is normally used because of its lower 
temperature that reduces the likelihood of component damage, as well as lower dross formation 
during the soldering process due to the one point melting phenomena. The Bi-Ag alloy system 
exhibits a higher melting point at other wt. % combination. A further investigation by Lalena 
has shown that increasing the Ag content of the Bi-Ag alloy to 11 wt. %, promotes an increase 
in thermal conductivity and ductility (Lalena et al., 1980).

 

Figure 1:  The Bi-Ag Binary Phase Diagram (Elliott et al., 1980)
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Melting Temperature Modifications

The solidus line of the Bi-Ag alloy solder remains almost constant at a temperature of 262.5°C 
according to the phase diagram. The temperature between the liquidus and solidus line increases 
linearly with Ag wt. %. Yaowu Shi, in Table 1, shows that addition of small amounts of rare 
earth Ce will slightly decrease the melting temperature. This is important because, for high lead 
solder replacement, the lead-free solders must have solidus temperature higher than 260°C so 
that it will not melt during further assembly process or during usage (Katsuaki et al., 2009). 
The Bi-Ag system may have fulfil the requirement of high temperature solder even when the 
solidus temperature of the Bi-Ag alloys is lower than that of Pb5Sn. However, to improve the 
properties of high temperature lead free solders, the rare earth (RE) elements are used. Other 
than reducing the melting temperature, it is also known as a surface-active element that promotes 
refinement of microstructure, alloying, and metamorphosis of inclusions. The addition of the 
rare elements on the lead free solders alloys has been widely studied by researchers (Xia et 
al., 2002; Chen et al., 2002; Wu et al., 2007). The melting temperatures of Bi-Ag, Bi-Ag-RE, 
and Pb-Sn solder are as shown in Table 1:

TABLE 1 
Melting temperature of Bi-Ag, Bi-Ag-RE and Pb-Sn solder (Yaowu Shi et al., 2009)

Solder Liquidus (°C) Solidus (°C)
Bi2.5Ag 262.6 260.9
Bi2.5AgRE 262.3 260.9
Bi5AgRE 301.5 260.9
Bi7.5AgRE 334.5 260.7
Bi10Ag 380.6 261.4
Bi10AgRE 378.2 260.8
Pb5Sn 311.6 310.6

Intermetallic Compund (IMC)

The diffusion layer between solder and substrate is known as intermetallic compound (IMC). 
In the soldering theory, the most important part that must be considered during a soldering 
process is intermetallic formation. Soldering does not only involve physical dissolution, but 
it is also a chemical reaction process when the solder wets on the substrate (Humpston et al., 
1993). In other words, without intermetallic compound formation, soldering can not take 
place. Intermetallic compounds will enhance solder wetting on the substrate and reduce the 
dissolution rate of substrate in solder through the diffusion barrier role of the intermetallics 
layer. Intermetallic formation strictly follows stoichiometric ratios of elements, where some 
elements have high affinity for each other to even deny bonding with other elements (Lea, 1988).

Microstructure of Bi-Ag/Cu Interface and Tensile Behavior of Cu/Bi-Ag/Cu Joints

Fig.2 shows the rapidly solidified structure of Bi-Ag pellets examined using Scanning Electron 
Microscope (SEM). Non-equilibrium solidification structural features were identified. The Bi-
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2.5Ag sample microstructure contains coarse proeutectic Bi and fine Bi-Ag eutectics, while 
the hypereutectic microstructure comprises of dendritic primary Ag, proeutectic Bi, and Bi-Ag 
eutectics that can be seen in the Bi-11Ag sample. In a study conducted by Jenn-Ming Song, 
some primary Ag were also found in the Bi-2.5Ag sample at the eutectic cell boundaries. 
Higher Ag wt% resulted in an increased population of the primary Ag and proeutectic Bi in 
the Bi-11Ag sample compared to the Bi-2.5Ag sample (Jenn et al., 2007b).

 

Fig.2: Microstructure of Bi-Ag solders balls; (a) Bi-2.5Ag, and (b) Bi-11Ag (Jenn et al., 2006)

Fig.3 shows the microstructure of the Bi-2.5Ag sample on Cu substrate after soldering for 
1 min and 5 min. From the observation, there was no intermetallic compound formed but the 
Cu substrate became rougher, as illustrated in Fig.3a. In Fig.3a and Fig.3b, the small amount 
of Ag-rich compound precipitates on the Cu substrate, regardless of the reaction time. A Cu-
rich phase, with acicular morphology, and the elements composition of 60 at.%Cu-35at.% 
Bi-5at.%Ag, were seen when the soldering time reached 5 min. Fig.2c shows the fan-like 
appearance of the Cu-rich needles.

 

Fig.3: The structural features of the Bi-2.5Ag/Cu interface after soldering at 350°C for (a) 1 min. and 
(b) 5 min.; (c) Cu-rich needle within the solder after 5min (Jenn et al., 2006)
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Fig.4 shows the structural feature of the interface between the Bi-11Ag sample and Cu 
substrate after the reaction at 350 °C for 1 min and 5 min. There was a similarity found between 
the structure and Bi-2.5Ag interface, except for the appearance of massive primary Ag and 
Cu-Bi-Ag needles already existing in the Bi-11Ag/Cu sample even after soldering at 350°C 
for only 1 min, as illustrated in Fig.4a.

 

Fig.4: The structural feature of the Bi-11Ag/Cu interface after the reaction at 350°C for (a) 1 min  
(b) 5 min.; (c) primary Ag and Cu-rich needle within the solder (Jenn et al., 2006)

Fig.5 shows the magnified images of the grooved grain boundaries at Bi-11Ag/Cu 
interfaces, indicating the dissolution of solder at the Cu grain boundaries. The molten solder 
tended to penetrate into the Cu grain boundaries with the prolonged reaction time. The Ag 
addition accelerated the grain boundary grooving of Cu by molten solder (Jenn et al., 2007a).

 

Fig.5: The grooved grain boundaries at the Bi-11Ag/Cu interface for varying reaction times:  
(a) 1 min. and, (b) 5 min. GB: grain boundary (Jenn et al., 2006)

Yaowu Shi, in his study, confirmed the findings from Jenn in 2006. He conducted a study 
using Bi-2.5Ag and Bi-10Ag on Cu substrate for 30 min. The microstructure of Bi-2.5Ag and 
Bi-10Ag solder joints shown in Fig.5 show that the Bi-2.5Ag sample mainly consists of fine 
Bi-Ag eutectics. Meanwhile, the non-equilibrium solidification of soldering process causes the 
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primary Ag particles to be found only at some visual fields and often located at the eutectic cell 
boundaries. However, Bi-10Ag alloy consists of a hypereutectic microstructure comprising 
dendritic primary Ag and Bi-Ag eutectics. Yaowu Shi also confirmed the formation of Cu-rich 
acicular morphology in his work. Once again, no intermetallic compound (IMC) formed at the 
interface between the Bi-Ag solder and substrate.

Fig.6b and Fig.6c clearly show many Ag-rich phases that are formed near the solder side 
at the interface. The formation of Cu-rich acicular phase results in the Ag-rich phase formation 
near the interface of Bi-Ag solder.

 

Fig.6: The microstructure of Bi-Ag solders joints; a) Bi-2.5Ag, b) Bi-10Ag, (c) Bi-10Ag with high 
magnification (Yaowu Shi et al., 2009).

The fracture surface of the Bi-11Ag/Cu sample in a study conducted by Jenn showed that 
fracturing mostly occurred within the solder, as shown in Fig.7. However, the Bi-2.5Ag/Cu 
sample, with a relatively low joint strength, showed a large area of exposed Cu, indicating an 
interfacial fracturing (Jenn et al., 2006).

 

Fig.7: The tensile fracture surface of the Cu/Bi-Ag/Cu joints; (a) Bi-2.5Ag (backscattered electron 
image), and (b) Bi-11Ag (Jenn et al., 2006)
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Fig.8 focuses on the cross-sectional structure and a magnified image of the fractography. 
Fig.8c and Fig.8d indicate that the grain boundary grooving of Cu was more pronounced in the 
case of the Bi-11Ag/Cu interface. It is also shown that the degree of grain boundary grooving 
at the Bi-11Ag interface is higher compared to the Bi-2.5Ag interface because the addition 
of Ag content in molten solder enhances the grooving behaviour at grain boundaries (Jenn 
et al., 2006). The surface of exposed Cu substrate is smoother for the Bi-2.5Ag interface, as 
illustrated in Fig.8a and Fig8.b.

 

Fig.8: The cross-sectional image showing grooved grain boundaries on the exposed Cu substrate of 
fractured Cu/Bi-Ag/Cu joints: (a and b) Bi-2.5Ag, (c and d) Bi-11Ag.  Arrows in (c) indicate grooved 

grain boundaries (Jenn et al., 2006)

Microstructure of Bi-Ag Solder Joints with Addition of Rare Earth (RE) Element 

The effects of different Ag contents and the addition of rare earth element on the microstructure 
of Bi-Ag solder joints are displayed in Fig.9. In his work, Yaowu Shi describes that a higher 
Ag content gives an increase in the formation of dendritic primary Ag and acicular Cu-rich 
phase in the solder but the microstructure of the Bi-Ag solders has no obvious change with the 
addition of 0.1wt % rare earth element such as Ce in the solder. An acicular Cu-rich phase and 
the coarse Ag-rich phase are obviously refined, and this indicates that the needle-like structure 
is shortened by the addition of rare earth element. A few other research studies have confirmed 
that the addition of RE element can help to refine the microstructures of the solders, as seen in 
Sn-based solders such as Sn-Ag-Cu (Chen et al., 2002), Sn-Ag-Bi (Xia et al., 2002), and Sn-
Bi (Dong et al., 2008). The unique properties of the rare earth element play an important role 
during the solidification process that will affect the microstructure of alloys (Wu et al., 2007; 
Zhang, 2006). The RE element tends to agglomerate at the interfaces of the primary phases 
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and at the grain boundaries during solidification. This phenomenon will reduce the interfacial 
energy and also refine grain size because RE acts as a surface active element.

 

Fig.9: The effect of rare earth addition on microstructure of Bi-Ag solders joints; (a) Bi-2.5Ag-RE, 
(b) Bi-5Ag-RE, (c) Bi-7.5Ag-RE, (d) Bi-10Ag-RE (Yaowu Shi et al., 2009).

Microstructural Evolution during Long-Time Soaking

Fig.10a and Fig.10b display the magnified microstructure of the grain boundaries grooves 
formation at the interface of pure Bi/Cu and Bi-11Ag/Cu after a short period of soaking time 
at 350°C for 10 min and 410°C for 120 min, respectively. It is shown that a greater degree of 
grain boundaries grooving appeared when a higher temperature and an extended reaction time 
were used, as illustrated in Fig.10c and Fig.10d (Jenn et al., 2007a). The increasing depth of the 
grain boundary grooves is also dependent upon the addition of Ag related with the dissolution 
of the grain boundary, which is important in the interfacial reaction between Bi-Ag solders 
alloy and Cu substrate.

In a similar study by Jenn in 2007, soaking Cu wires in molten Bi and Bi-Ag alloys led to 
newborn phases in the solder with variable soaking times and temperatures (see Fig.11). The 
newborn phases compound elements are identified in Fig.12.

Fig.12 displays the newborn phase identified from the reaction of dissolved Cu and molten 
solders at 380°C for 120 min. In the interaction between pure Bi and Cu, acicular Cu-Bi phase 
with the composition of 59.6at. %Cu-40.4at. %Bi gathered with a fanlike appearance, as 
illustrated in Fig.12a and Fig.12b. Meanwhile in the Bi-11Ag and Cu wire samples, the Cu-Bi 
phase exhibited a round appearance and contained a certain amount of Ag (the composition was 
56.3 at%Cu-39.2at. %Bi-4.5at.%Ag), as shown in Fig.12c and Fig.12d. A comparison between 
Fig.12a and Fig.12c reveals that the amount of Cu-Bi phase in the Bi-11Ag solder is larger 
than that of pure Bi because the Ag element will enhance the formation of Cu-Bi phase that 
reduces the Cu concentration in liquid Bi. Besides, the Cu-Bi phase has a round appearance in 
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Bi-11Ag solder alloys because the small amount of Cu has been replaced by the Ag element 
that modifies the fanlike appearance to round appearance.

 

Fig.10: The interfacial morphologies of the samples after reaction under different conditions; (a) pure 
Bi/Cu at 350°C for 10 min, (b) Bi-11Ag/Cu at 350°C for 10 min, (c) pure Bi/Cu at 410°C for 120 

min, and (d) Bi-11Ag/Cu at 410°C for 120 min (Jenn et al., 2007a).

 

Fig.10: The microstructure in the vicinity at the interface of Bi/Cu; (a) 350°C for 120 min, and  
(b) 410°C for 120 min; and Bi-11Ag/Cu: (c) 350°C for 120 min, and (d) 410°C for 120 min (the gray 

newborn phase is indicated by the arrows) (Jenn et al., 2007a).
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Fig.11: The micrographs of pure Bi and Bi-11Ag samples after the reaction with Cu at 380°C for 120 
min; (a and b) pure Bi and (c and d) Bi-11Ag (Jenn et al., 2007a).

CONCLUSION

This paper reviews the microstructure of the Bi-Ag solder alloys at the interface and tensile 
behaviour of Cu/Bi-Ag/Cu joints, microstructure of Bi-Ag solder joints, with the addition of 
Rare Earth (RE) element and microstructural evolution during the long-time soaking. The Bi-
Ag alloys showed a non-equilibrium solidification structural feature. Mostly, primary Ag, Bi 
grains, and Bi-Ag eutectics coexisted in the microstructure that is effective for microelectronic 
soldering application because primary Ag enhanced the ductility of the Bi-Ag solder at high 
deformation rates to avoid from crack growth (Jenn et al., 2007b). Unfortunately, Bi-Ag alloy 
has some disadvantages which include low electrical conductivity and thermal conductivity with 
low Ag wt%. However, electrical conductivity can be increased by increasing the Ag content 
more than 11 wt% (Lalena et al., 2002; Jenn et al., 2006; Fang et al., 2008). Similarly, the 
Bismuth solder also possesses poor wetting on substrate such as copper (Kim et al., 2002) and 
to improve the wetting properties, the solder must be alloyed with other elements such as tin 
and rare earth element (Katsuaki et al., 2009). Meanwhile, increasing Ag wt. % will improve 
the ductility of brittle Bi solder and effectively strengthen the solder joint. Higher Ag wt. % 
will also enhance the dissolution and grain boundary grooving of Cu substrate, but this also 
imposes a side effect, i.e. it increases the melting temperature which in real life depends on the 
temperature limit of the substrate (Jenn et al., 2007a). The Bi-Ag alloy system, coupled with 
the optimum level of Ag wt. % with small amount of rare earth element, has a better potential 
as a candidate for high leaded solders. This is because the addition of a small amount of rare 
earth element will not influence the melting temperature and electrical conductivity of the 
solder joint (Yaowu Shi et al., 2009). Nonetheless, further research needs to be done on Bi-Ag 
alloys. For example, a study is required to determine the effect of doping with other elements 
such as tin or rare earth element on Bi-Ag solders to substitute for the lead containing alloys. 
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Even with some of the limitations arising from the use of Bi-Ag solders as high temperature 
solder candidates such as reliability and manufacturing issues, Bi-Ag alloy is still a promising 
material and thus, further research work in this field is required (Kim et al., 2002; Rettenmayr 
et al., 2005; Song et al., 2006; Suganuma, 2007).
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ABSTRACT

The Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier modulation (MCM) 
technique which is adopted by many wireless communication standards for transmitting data at very 
high rates over time dispersive radio channels. In an OFDM system, the timing estimation is extremely 
important for maintaining orthogonality among the subcarriers. In this paper, a method of timing 
estimation is proposed for an OFDM system. The proposed method used chirp signal as a training 
sequence and employed the fractional Fourier transform (FRFT) as a tool to localize the training sequence 
(chirp) at the receiver. The comparative study showed the superiority of the proposed estimator in terms 
of mean and MSE of timing offset. The MSE of timing offset with proposed method was found to be 
76% (5 dB SNR) and 63% (8 dB SNR) lower than Awoseyila et al.’s method in HIPERLAN/2 indoor 
channel-A and in Wi-Max system (strong fading channel), respectively. However, the improvement in 
MSE is obtained in the proposed method at the cost of increased computational complexity, in terms
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in broad band wireless communication. Due 
to advantageous features such as high spectral 
efficiency, robustness to fading channel 
and easy equalization, the OFDM has been 
adopted as a major data transmission technique 
by many wireless communication standards 
such as IEEE 802.11a, IEEE 802.16a and 
terrestrial digital video broadcasting (DVB-T) 
systems (Keller & Hanzo, 2000).
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However, one of the major disadvantages of OFDM system is its sensitivity to 
synchronization errors (time and frequency) at the receiver. Inaccurate estimation of timing 
and carrier frequency offset destroys the orthogonality among sub-carrier, which generates 
inter-carrier interference (ICI) and inter-block interference (IBI) (Morelli et al., 2007). Several 
methods which are based on the transmission of known preamble have been proposed in the 
past for correct timing and frequency estimation, either jointly or individually (Schmidl & Cox, 
1997; Minn et al., 2000; Park et al., 2003; Shi & Serpedin, 2004; Ren et al., 2005; Awoseyila 
et al., 2008). The basic concept of these methods is to transmit a preamble which consists of 
some repetitive blocks and then, applying a sliding window correlator at the receiver to detect 
the maximum of timing metric. The timing metric with a sharp peak is desired for better timing 
estimate.

In the method by Schmidl and Cox (S&C) (1997), the timing metric exhibits a large 
plateau which causes a large variance in timing estimation. In order to reduce the variance, 
more algorithms are given by (Minn et al., 2000; Park et al., 2003; Shi & Serpedin, 2004; Ren 
et al., 2005; Awoseyila et al., 2008; Boumard & Mammela, 2009) with sharper timing metric 
and less variance. In this paper, a new timing estimation method is proposed which is based on 
localization of chirp signal with the help of fractional Fourier transform (FRFT).

In the proposed estimator, the emphasis is on the use of fractional Fourier transform based 
correlation and chirp signal. The application of chirp signal for the synchronization in OFDM 
system along with its advantages is very well documented by Boumard and Mammela (2009). 
The chirp signals have characteristics such as finite duration, finite bandwidth and better auto-
correlation property. The FRFT is a generalization of the conventional Fourier transform in 
time-frequency plane and has found applications in non-stationary signals (chirp signal) analysis, 
especially in filtering, time delay estimation and radar signal processing (Almeida, 1994; Sun et 
al., 2002; Sharma & Joshi, 2007; Tao et al., 2009; Singh & Saxena, 2011). It is due to the fact 
that the FRFT nicely localizes the chirp signal in time-frequency plane (Tao et al., 2009). This 
characteristic of FRFT on chirp signal has been exploited in the proposed estimator.

Various properties of the FRFT have already been derived and established, as given by 
Almeida (1994). Recently, the new weighted convolution and correlation theorems in the FRFT 
domain have been given by Singh et al. (2011). The correlation theorem given by Singh and 
Saxena (2011) is used in the proposed timing estimation method.

The performance of proposed timing estimator is compared with the algorithms given by 
Schmidl and Cox (1997), Minn et al. (2000), Park et al. (2003), Shi and Serpedin (2004) and 
Awoseyila et al. (2008). It was found that the mean and mean-square error (MSE) of timing 
offset with proposed algorithm was better than other algorithms as mentioned above, both in 
HIPERLAN/2 indoor channel-A (Channel Models, 1998) and in strong fading channel (Wi-
Max with 256 sub-carriers).

SYSTEM MODEL

An OFDM system with N sub-carrier has been considered for the present analysis. The received 
signal ( )y n  from a multipath fading channel of memory length L may be represented as:



FRFT Based Timing Estimation Method for an OFDM System

17Pertanika J. Sci. & Technol. 22 (1): 15 - 24 (2014)

1

0
( ) ( ) ( ) , 0,1, 2...... 1

L

m
y n h m s n m n N

−

=

= − = −∑
         (1)

where, h(m) is the channel impulse response of mth path and s(n) is the transmitted time domain 
OFDM signal expressed by:

1
2 /

0

( ) , 0,1, 2...... 1
N

j k n N
k

k

s n d e n Nπ
−

=

= = −∑            (2)

where, dk is the complex data symbol modulated on the kth sub-carrier.  At the receiver, timing 
offset is considered as a delay in the received signal and frequency offset is taken as phase 
distortion of received data in time domain. After considering the effects of timing offset, 
frequency offset, and AWGN noise in  the received signal, the y(n) given by (1) can be re-
written as:

2 /( ) ( ) ( )j n Nr n y n d e w nπ ε
= − +

            (3)

where, d  is the integer-valued unknown arrival time of a symbol, ‘ε’ is the frequency 
offset normalized by the sub-carrier spacing (1 sNT ), w(n) is a zero-mean, complex value 
Gaussian noise process with variance 2

wσ , and Ts is the sampling interval. The aim of timing 
synchronization is to estimate the value of d . The timing estimation is performed by feeding 
the received time-domain samples to a sliding window correlator.  The output of this correlator 
is expected to exhibit a peak when the sliding window is perfectly aligned with the received 
reference (preamble) block.  The resulting timing estimate d , as given by Morelli et al. (2007) is:

{ }arg max ( )
d

d M d
 
 =  
 



            (4)

where, M(d) is the timing metric.

PROPOSED ESTIMATOR

The proposed timing offset estimation method has exploited the basic property of the chirp signal 
which showed that it peaked in the fractional Fourier domain corresponding to an optimum 
angle optá ' associated with the FRFT kernel. This particular characteristic of the FRFT on chirp 
signal has been used for searching the start of training sequence in received signal. Therefore, 
at the receiver side, the FRFT of auto-correlation of received signal is determined and its peak 
is observed. Almeida (1994) defines the FRFT of a signal x(t) at an angle α as:

( ) ( , )[ ( )] ( ) x t K t u dtx t X u αα

∞

−∞
ℑ = = ∫

            (5)

where, ( )áK t,u  is the kernel of FRFT, which is given as:
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α α

α

α

π

α π

δ α π

δ α π
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≠=

− =

+ = +








  

               (6)

In order to make the transform technique compatible with the discrete signal as normally 
encountered in signal processing applications, the discrete version of the transform technique is 
needed.  Therefore, the sampling type discrete FRFT (DFRFT) algorithm as given by Ozaktas 
et al. (1996) has been considered for the calculation of the FRFT of the signal in the proposed 
scheme.

The training sequence of proposed method is a chirp signal with chirp rate ‘2a’, duration 
‘τ’ and bandwidth ‘2a τ’, defined as:

22 ( )
( )

j at bt
rect tx t e π

τ
+

  =             (7)

where, b is the centre frequency of chirp signal.  It is known that a finite duration chirp signal 
can be concentrated maximally in the fractional Fourier domain with an angle optα , which is 
determined by the chirp rate ‘2a’of the signal satisfying the relation as given by (Ozaktas et 
al., 1996; Tao et al., 2009):

4cot ( )opt aπα = −              (8)

To illustrate this behaviour of chirp signal, a simulation exercise was performed by 
considering the chirp signal with chirp rate of 16 and unity duration.  Thereafter, FRFT of chirp 
signal at optimum angle ( )3.13165optα =  and two nearby angles (α = 3.12 and α = 3.15) was 
determined, as shown in fig.1. It can easily be depicted from the results that at an optimum angle, 
the FRFT of chirp has a sharp and pronounced peak in comparison to other nearby angles.  This 
conforms to the fact that the FRFT transforms a chirp signal into a delta function at an optimum 
angle corresponding to the chirp rate associated with the chirp signal.

The correlation theorem for FRFT domain as given by Singh & Saxena (2011) is:

( )( )xx uxxr Rτ ↔              (9)

where, rxx(τ) is defined as weighted auto-correlation of signal x(t) and Rxx(u) is defined as FRFT 
of rxx(τ), which are defined as:

( ) ( )( ) ( )( )xx
j t t Cotx t x t e d tr τ αττ

∞
++

−∞
= ∫

         (10)



FRFT Based Timing Estimation Method for an OFDM System

19Pertanika J. Sci. & Technol. 22 (1): 15 - 24 (2014)

{ }2 ( )
22

1 ( )
( ) ( ) ( )

j u Cot

xx j Cot
R u e X u X u

α
π

α αα

−

−
= −

        (11)

From (11), it is evident that the FRFT at an angle of the time-domain weighted auto-
correlation (rxx(τ)) is equivalent to the multiplication of signal’s FRFT ( )á(X u ) , the mirror 
image of signal’s FRFT ( )á(X u )− , a chirp function and a scaling factor. The proposed timing 
estimation method is based on the auto-correlation of received signal. However, the timing 
metric is generated by using (11). The algorithm to generate timing metric is described in the 
following paragraph.

A sliding window (N samples) method is used to generate timing metric M(d). The 'd'  
is a time index. First, the DFRFT of every N samples of received signal is determined at the 
optimum angle optá ′ . Then, this DFRFT is used to calculate the Rxx(u) as given in (11). The 
maximum of |Rxx(u)| is used to give the value of timing metric corresponding to index 'd'. This 
window slides sample by sample as the receiver searches for the training symbol. Therefore, 
the timing metric of proposed method is defined as:

{ } ( ) ( )
2 ( ) 2 22 2 ( ) ( ), ,1 ( )

( ) max
opt optd d

j u C o t
e X u X u

j C o t
M d

u α α
απ

α

−

−
−

=

     (12)

where, ( ),opt dX uα is a N-point DFRFT of x(n+d). The maximum of timing metric M(d) gives 
the starting point of the training symbol.

The timing metric of the proposed method, under no noise and no channel condition is 
shown in Fig.2. The 1024 sub-carrier OFDM system with 128 cyclic prefix has been considered 
for the generation of this timing metric. The correct timing point is indexed as 0 in the figure.  
The timing metric of algorithms given by Schmidl and Cox (1997), Minn et al. (2000) and 
Park et al. (2003) is also  shown in Fig.2 for comparison.

Fig.1: FRFT of a chirp signal (7) for different angle α with a = 8, b=55



Saxena, R. and Joshi, H. D.

20 Pertanika J. Sci. & Technol. 22 (1): 15 - 24 (2014)

 

Fig.2: Timing Metric of Different Estimators

 

Fig.3: DFRFT of an OFDM and chirp signal

The timing metric of Schmidl and Cox’s method has a plateau of length equal to length 
of cyclic prefix (128 in the present example). This plateau is reduced in Minn’s method.  The 
timing metric with Park’s method has a sharp peak at correct time but some side peaks are 
also visible, whereas in the proposed method, the timing metric has a sharp peak with no side 
peaks and is clearly evident from the plots.

In order to explain the superiority of the proposed timing metric over other included methods 
in Fig.2, the DFRFT of an OFDM symbol and of a chirp signal under both  conditions (no 
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channel distortion and channel distortion with noise) are shown in Fig.3. An OFDM symbol 
with 512 sub-carriers has been considered for this analysis and a chirp signal defined in (7) is 
taken with values of ‘a’ = 435 and ‘b’ =76. It is clearly visible from the plots (Fig.3) that the 
maximum value of DFRFT of chirp signal is much larger than the maximum value of DFRFT 
of OFDM symbol. This concept is used to search the preamble in received signal.

PERFORMANCE EVALUATION

In this section, the performance of the proposed method is presented and compared with the 
methods given by Schmidl and Cox (1997), Minn et al. (2000), Park et al. (2003), Shi and 
Serpedin (2004) and Awoseyila et al. (2008). In this comparison, an OFDM system with 64 
sub-carriers and 16 cyclic prefix with QPSK modulation is considered. The HIPERLAN/2 
indoor channel model (Channel Models, 1998) is used for simulations. A normalized frequency 
offset of 0.1 is considered to explore the robustness of proposed method. The mean and mean 
square error was taken as performance evaluation parameter.

Fig.4 and Fig.5 show the comparison of mean and MSE of timing offset with all four 
estimators in the HIPERLAN/2 indoor channel-A. It is clearly visible from Fig.4 that the 
value of mean with proposed method is very low (lies in the range of 2 to 0.1) at all the signal 
to noise ratios (SNR). The values of MSE of timing offset with proposed method are much 
better as compared to other estimators, as shown in Fig.5.

Simulation results for advance OFDM system like Wi-Max with 256 sub-carriers 
are also presented in Fig.6. An ISI channel consisting of L=8 paths with path delays of 

0,1, , 1im L= … −  samples and an exponential power delay profile having average power of 
/im Le−  has been considered for simulation.

 

Fig.4: Mean of Timing offset estimation of different methods in HIPERLAN/2 indoor channel-A
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Fig.5: MSE of Timing offset estimation of different methods in HIPERLAN/2 indoor channel-A

 

Fig.6: MSE of Timing offset estimation of different methods in Wi-Max system

This improvement in the performance is due to the impulse–shape like timing metric of 
proposed method in contrast to the timing metric of other methods, as discussed in the previous 
sections and shown in Fig.2. In addition, as shown in Fig.3, the effect of fading channel and 
noise is less on chirp signal. The DFRFT of chirp signal gives one sharp peak in fading channel 
in comparison to OFDM symbol. This concept has been used for generating timing metric. 
Therefore, the timing offset with proposed timing metric is lesser in both types of channel.
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The cost of this improvement is complexity in terms of complex multiplications and 
additions. The complexity of the proposed method is high in comparison to other methods as 
shown in Table 1 because other methods generate timing metric by taking auto-correlation in 
time domain directly whereas the proposed method firstly takes the DFRFT of received signal 
and then generates timing metric, as given in expression (12).

TABLE 1 
Approximate Computational Complexity of Various Estimators

Methods Complex multiplication Complex Addition 

Schmidl & Cox (S&C,1997)   

Minn et al (2000)   

Park et al (2003)   

Shi & Serpedin (2004)   

Awoseyila et al (2008)   

Proposed   

 

CONCLUSION

A new method is proposed for timing offset estimation in an OFDM system. The proposed 
method is based on the localization of chirp signal in the FRFT domain. The suggested algorithm 
for timing offset estimation in both HIPERLAN/2 indoor channel-A and in strong fading 
channel (Wi-Max with 256 sub-carriers) provides the lowest MSE when compared to other 
available methods. However, to obtain such improvements in MSE of timing offset estimation, 
the computational complexity (in terms of number of complex additions and multiplications) 
increases. The proposed algorithm of timing offset estimation with better accuracy will certainly 
improve the performance metric of an OFDM system by way of making the ICI and bit error 
rate better. This augmentation of performance metric is a better proposition even at the cost 
of enhanced computational complexity.

REFERENCES
Almeida, L. B. (1994). The fractional Fourier transform and time–frequency representations. IEEE 

Trans. Signal Process, 42(11), 3084–3091.

Awoseyila, A. B., Kasparis, C., & Evans, B.G. (2008). Improved preamble aided timing estimation for 
OFDM systems. IEEE Commun. Lett., 12(11), 825-827.

Boumard, S., & Mammela, A. (2009). Robust and Accurate Frequency and Timing Synchronization 
using Chirp Signals. IEEE Trans. Broadcasting, 55(1), 115-123.

Channel Models for HIPERLAN/2 in Different Indoor Scenarios (1998), ETSI BRAN 3ERI085B.

Keller, T., & Hanzo, L. (2000). Adaptive multicarrier modulation: A convenient framework for time-
frequency processing in wireless communications. Proc. IEEE, 88(5), 611–640.



Saxena, R. and Joshi, H. D.

24 Pertanika J. Sci. & Technol. 22 (1): 15 - 24 (2014)

Minn, H., Zeng, M., & Bhargava, V. K. (2000). On timing offset estimation for OFDM systems. IEEE 
Commun. Lett., 4(7), 242–244.

Morelli, M., Kuo, C.-C. J., & Pun, M.-O. (2007). Synchronization Techniques for Orthogonal Frequency 
Division Multiple Access (OFDMA) A Tutorial Review. Proc. IEEE, 95(7), 1394-1427.

Ozaktas, H. M., Arikan, O., Kutay, M.A., & Bozdagi, G. (1996). Digital computation of the fractional 
Fourier transform. IEEE Trans. Signal Process, 44(9), 2141–2150.

Park, B., Cheon, H., Kang, C., & Hong, D. (2003). A Novel Timing Estimation Method for OFDM 
Systems. IEEE Commun. Lett., 7(5), 239-241.

Ren, G., Chang, Y., Zhang, H., & Zhang, H. (2005). Synchronization methods based on a new constant 
envelope preamble for OFDM systems. IEEE Trans. Broadcasting, 51(1), 139-143.

Schmidl, T. M., & Cox, D. C. (1997). Robust frequency and timing synchronization for OFDM. IEEE 
Trans. Commun., 45(12), 1613–1621.

Sharma, K. K., & Joshi, S. D. (2007). Time delay estimation using fractional Fourier transform. Signal 
Processing, 87(5), 853–865.

Shi, K., & Serpedin, K. (2004). Coarse frame and carrier synchronization of OFDM systems: A new 
metric and comparison. IEEE Trans. Wireless Commun., 3(4), 1271–1284.

Singh, A. K., & Saxena, R. (2011). Correlation theorem for fractional Fourier transform. International 
Journal of Signal Processing, Image Processing and Pattern Recognition, 4(2), 31-39.

Singh, A. K., & Saxena, R. (2011). On convolution and product theorems for FRFT, Wireless Personal 
Communications. DOI 10.1007/s11277-011-0235-5.

Singh, A. K., & Saxena, R. (2011). Recent developments in FRFT, DFRFT with their applications in 
signal and image processing. Recent Patents on Engineering, 5(2) 113-138.

Sun, H. B., Liu, G. S., Gu, H., & Su, W. M. (2002). Application of the fractional Fourier transform to 
moving target detection in airborne SAR. IEEE Trans. on Aerospace and Electronics Systems, 38(4), 
1416-1424.

Tao, R., Li, X. M., Li, Y., & Wang, Y. (2009). Time-Delay Estimation of Chirp Signals in the Fractional 
Fourier domain. IEEE Trans. Signal Process, 57(7), 2852–2855.



Pertanika J. Sci. & Technol. 22 (1): 25 - 33 (2014)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

ISSN: 0128-7680  © 2014 Universiti Putra Malaysia Press.

INTRODUCTION

The generation of all n! permutations of 
n elements is a fundamental problem in 
combinatorics and important in computing. 
Various methods on listing all permutations 
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have been published and can be classified 
into two categories: (i) exchange-based 
techniques;  ( i i)  non-exchange-based 
techniques (Sedgewick, 1977). The exchange-
based techniques generate new permutations 
by making possible changes among two 
consecutive elements such as transposition 
of non-adjacent elements (Well, 1961; Heap, 
1963), and transposition with adjacent 
elements (Trotter, 1962; Johnson, 1963; Ives, 
1976; Gao & Wang, 2003; Viktorov, 2007; 
Borisenko et al. 2008). Whilst non-exchange-
based techniques generate new permutations 
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with certain restrictions such as lexicographic order (Ord-Smith, 1970), nested cyclic (Langdon, 
1967), and partial reversion (Zaks, 1984; Shin, 2002; Thongchiew, 2007). 

According to Sedgewick (1977), generating permutation under cycling restrictions is 
simpler and more powerful compared to other restriction techniques. Langdon (1967) and Iyer 
(1995) proposed a cycling technique where the main idea is to start with cycling interchange 
of n elements until two elements are cycled. However, Iyer’s (1995) technique is only valid 
for n <5 because repetition of permutation occurs when n > 4. 

In spite of that, Ibrahim et al. (2010) introduced a new permutation technique based on 
distinct starter sets that employ circular and reversing operations. The crucial task of these 
operations is to generate the distinct starter sets by eliminating the equivalence starter sets. 
Although this technique is simple and easy to use, unfortunately, eliminating the equivalence 
starters is quite tedious when the number of elements increases. This paper attempts to 
overcome this drawback by introducing a new strategy for generating distinct starter sets 
without eliminating the equivalence starter sets. 

MATERIALS AND METHODS

Preliminary definition

The following definitions will be used throughout this paper.

Definition 1. A starter set is a set that is used as a basis to enumerate other permutations.

Definition 2. An equivalence starter set is a set that can produce the same permutation from  
 other starter sets.

Definition 3. The reverse set is a set that is produced by reversing the order of the permutation  
 set.

Definition 4. A Latin square of order n is an n × n array in which n distinct symbols are arranged  
 where each symbol occurs once in each row and column.

Definition 5. The circular permutation (CP) of order n is a Latin square of order n.

Definition 6. The reverse of circular permutation (RoCP) is also a Latin square of order n  
 which is obtained by reversing arrangement elements in each row of circular  
 permutation.

Example 1. Consider n = 4 and the fixed element is 1. There are two starters: (1234) and  
 (1432). 

The circular process is applied on both starters. The CP of each starter is listed as followed:

1234 1432
2341 4321
3412 3214
4123 2143
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We may then apply the reversing process to either CP of the starter sets e.g. (1234) and RoCP 
as follows:

4321
1432
2143
3214

The RoCP of the starter (1234) generates the same permutation CP of (1432). Therefore, 
we refer to (1432) as the equivalence starter set of (1234). That equivalence starter set needs 
to be discarded. With a new algorithm, the equivalence starter sets will not be generated.

The development of the algorithm

The general algorithm for permutation generation follows:

Let S be the set of n elements i.e. (1, 2,3, , 3, 2, 1, )n n n n… − − −

Step 1: Set (1, 2,3, 4, , 3, 2, 1, )n n n n… − − − is taken as the initial permutation and it is assumed  
 to be without loss of generality; therefore, the first element is fixed.

Step 2: Identify the last three elements of initial permutation from Step 1. By employing  
 CP to the last three elements in initial permutation from step 1 three other distinct 
 starter sets are produced, as shown below:

1, 2, …, n−3, n−2, n−1, n
1, 2, …, n−3, n−1, n, n−2
1, 2, …, n−3, n, n−2, n−1

Step 3: Identify the last four elements of each starter set in Step 2. By employing CP to the  
 final four elements in each starter set in Step 2, 12 distinct starter sets are obtained,  
 as shown below.

1, 2, …, n−3, n−2, n−1, n 1, 2, …, n−3, n−1, n, n−2 1, 2, …, n−3, n, n−2, n−1
1, 2,…, n−2, n−1, n, n−3 1, 2, …, n−1, n, n−2, n−3 1, 2, …, n, n−2, n−1, n−3
1, 2, …, n−1, n, n−3, n−2 1, 2, …, n, n−2, n−3, n−1 1, 2, …, n−2, n−1, n−3, n
1, 2, …, n, n−3, n−2, n−1 1, 2, …, n−2, n−3, n−1, n 1, 2, …, n−1, n−3, n, n−2



Step n−2: Identify the last n−1 elements of each starter sets in step n−3 By employing to the

 last n−1 elements on each starter set in step n−3, the ( )-1 !
2

n  distinct starter sets are  
 obtained.

Step n−1: Perform CP and RoCP simultaneously on all n elements of the ( )-1 !
2

n  distinct starter  
 set, and n! distinct permutations are obtained.
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Step n: Display all n! permutations.

There are (n−2) steps needed to generate a starter set, after which, the CP and RoCP are 
employed on these starter sets to list down all n! distinct permutations.

To illustrate this algorithm, let’s consider the set of five elements, i.e. S = (1,2,3,4,5).

Step 1: Take Set (1, 2, 3, 4, 5) as the initial permutation that appears without loss of generality,  
 and the first element is fixed.

Step 2: Identify the last three elements of the initial permutation from Step 1. By employing  
 CP to the last three elements in the initial permutation from Step 1 three other distinct  
 starter sets are produced, as shown below:

1, 2, 3, 4, 5
1, 2, 4, 5, 3
1, 2, 5, 3, 4

Step 3: Identify the last four elements of each starter set in Step 2. By employing CP to the  
 last four elements on each starter set in Step 2, 12 distinct starter sets are obtained, as 
 shown below:

1, 2, 4, 5, 3 1, 2, 5, 3, 4 1, 2, 3, 4, 5
1, 4, 5, 3, 2 1, 5, 3, 4, 2 1, 3, 4, 5, 2
1, 5, 3, 2, 4 1, 3, 4, 2, 5 1, 4, 5, 2, 3
1, 3, 2, 4, 5 1, 4, 2, 5, 3 1, 5, 2, 3, 4

Step 4: Perform CP and RoCP simultaneously to all n elements of the 12 distinct starter sets  
 and 5! distinct permutations are obtained (see Table 1) .

Step 5: Display 5! distinct permutations ( see Table 1).

TABLE 1 
The 5! Distinct Permutations

CP RoCP CP RoCP
14532 23541 14253 35241
45321 12354 42531 13524
53214 41235 25314 41352
32145 54123 53142 24135
21453 35412 31425 52413
15324 42351 12534 43521
53241 14235 25341 14352
32415 51423 53412 21435
24153 35142 34125 52143
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CP RoCP CP RoCP
41532 23514 41253 35214
13245 54231 13452 25431
32451 15423 34521 12543
24513 31542 45213 31254
45132 23154 52134 43125
51324 42315 21345 54312
12453 35421 14523 32541
24531 13542 45231 13254
45312 21354 52314 41325
53124 42135 23145 54132
31245 54213 31452 25413
15342 24351 15234 43251
53421 12435 52341 14325
34215 51243 23415 51432
42153 35124 34152 25143
21534 43512 41523 32514
13425 52431 12345 54321
34251 51243 23451 15432
42513 31524 34512 21543
25134 43152 45123 32154
51342 24315 51234 43215

Remark 2: Permutations in bold represent the 12 starter sets for case n = 5. 

RESULTS AND DISCUSSION

Some theoretical results

The following lemmas and theorem are produced from the recursive circular permutation 
generation method.

Lemma 1. 2n distinct permutations are produced by each distinct starter set.

Proof: Suppose we have a starter set of A = (1,2,3 ... ,n−1, n) with n distinct elements.  
 By using definition 5 where all the elements are cycled to the left, n distinct  
 permutations are obtained, as given below:

1 2 … n−2 n−1 n
2 … n−2 n−1 n 1

n−2 n−1 n 1 2 …
n−1 n 1 2 … n−2
n 1 2 … n−2 n−1

TABLE 1 (continued) 



Sharmila Karim, Zurni Omar, Haslinda Ibrahim, Khairil Iskandar Othman and Mohamed Suleiman

30 Pertanika J. Sci. & Technol. 22 (1): 25 - 33 (2014)

Following then from definition 6 and reversing each row of CP produces other n 
distinct permutations, as given below:

n n−1 n−2 … 2 1
1 n n−1 n−2 … 2

… 2 1 n n−1 n−2
n−2 … 2 1 n n−1
n−1 n−2 … 2 1 n

Thus, 2n distinct permutations are produced.            �

Lemma 2. There are ( )-1 !
2

n  distinct starter sets which are generated recursively for 3n ≥  
 under circular operation.

Proof: Let (1, 2, 3, ..., n−3, n−2, n−1, n) be taken as the initial starter for any 3n ≥ . By 
 employing CP to the last three elements, three distinct starters are produced, as shown    
 below:

1 2 3 ... n−3 n−2 n−1 n (starter 1)
1 2 3 ... n−3 n−1 n n−2 (starter 2)
1 2 3 ... n−3  n n−2 n−1 (starter 3)

Then for each previous starter set, the last four elements are selected, and by employing 
CP on these elements of the previous starter sets, four distinct starters are produced, 
as shown below:

From starter 1,

1 2 3 ... n−1 n−1 n n−3
1 2 3 ... n−1 n n−3 n−2
1 2 3 ... n  n−3 n−2 n−1
1 2 3 ... n−3  n−2 n−1 n

From starter 2,

1 2 3 ... n−1 n n−2 n−3
1 2 3 ... n n−2 n−3 n−1
1 2 3 ... n−2  n−3 n−1 n
1 2 3 ... n−3  n−1 n n−2

From starter 3,

1 2 3 ... n n−2 n−1 n−3
1 2 3 ... n−2 n−1 n−3 n−1
1 2 3 ... n−1  n−3 n n−1
1 2 3 ... n−3  n n−2 n−1
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Thus, at this stage, the total starter sets are 3 × 4 = 12. The process will be continued 
until the last (n−1) element is selected.

3 last elements  3 starter sets
4 last elements  4 starter sets
5 last elements  5 starter sets

(n−2) last elements (n−2) starter sets
(n−1) last elements (n−1) starter sets

By product rule, the number of starter sets is

3 4 5 2 1n n× × × × − × −            (1)

1 2 3 4 5 2 1
2

n n= × × × × × × − × −            (2)

( )1 1 !
2

n= −
             (3)

Remark 3: For case n = 2 is impossible since it has only one distinct starter set 

 while ( )2 1 ! 1
2 2
−

= .

Theorem 1. The generation of all n! distinct permutations can be obtained by ( )-1 !
2

n  distinct  
 starter sets.

Proof: Lemma 2, there are ( )-1 !
2

n  distinct starter sets for 3n ≥  while from lemma 1,

2n distinct permutations are obtained by employing the circular and reversing process on the 
starter sets. 

 Thus, ( )1 !
2

2
n

n
−

×  = n! permutations are generated.                                                      

Analysis of time computation

In this section, this new algorithm is compared with Langdon’s (1967) algorithm and 
Thongchiew’s (2007) algorithm because these algorithms fall under the non-exchange 
restriction. The comparison over time computation between the new algorithm, Langdon’s 
(1967) algorithm and Thongchiew’s (2007) algorithm is given in Table 2. The results are given 
in milliseconds and all the algorithms are written in C language.

As can be observed from Table 2, the new algorithm is faster than Langdon’s (1967) 
algorithm and Thongchiew’s (2007) algorithm. At n = 9, the new algorithm runs the same as 
Langdon’s (1967), but almost twice as fast as Thongchiew’s(2007). In other words, Langdon’s 
algorithm runs two times slower than the new algorithm, and Thongchiew’s (2007) is the 
slowest among the three algorithms.
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TABLE 2 
Time Computation of Algorithms

n New algorithm Langdon’s (1967) algorithm Thongchiew’s (2007) algorithm
8 0 0 0
9 15 15 63
10 109 171 687
11 983 2012 7488
12 12839 26520 90106
13 173270 365213 1672510
14 2590946 5423443 22448205
15 41885652 85173825 246139962

CONCLUSION

A new approach to listing n! permutations that is based on recursive circular generated starter 
sets is proposed in this paper. Furthermore, this recursive circular algorithm is efficient as the 
starter sets can be generated without eliminating the equivalence starter sets, thus reducing 
computation time. 
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ABSTRACT

In this work, 10 mol% yttrium-doped ceria powders, Ce0.9Y0.1O1.95, were synthesised using a new 
mechanical technique, mechanochemical reaction, in which both impact action and shearing forces were 
applied for efficient fine grinding, subsequently leading to higher homogeneity of the resultant powders. 
Ce0.9Y0.1O1.95 prepared using this new technique was systematically compared with a sample of the same 
prepared using conventional solid-state methodology. X-ray diffraction analysis showed all prepared 
samples were single phase with a cubic fluorite structure. Generally, Y2O3-doped CeO2 electrolytes 
prepared by mechanochemical reactions were stable at a lower temperature (1100 °C) compared with 
a sample of the same synthesised using the conventional solid-state method. Characterisations using 
differential thermal analysis (DTA) and thermogravimetric analysis (TGA) showed no thermal changes 
and phase transitions, indicating all materials were thermally stable. The electrical properties of the 
samples investigated by AC impedance spectroscopy in the temperature range 200–800 ̊ C are presented 
and discussed. Scanning electron microscopy (SEM) was used to study the morphology of the materials. 
Fine-grained powders with uniform grain-size distribution were obtained from the mechanochemical 
reaction.
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INTRODUCTION

Doped ceria is a solid electrolyte which is 
becoming increasingly attractive for use 
in solid oxide fuel cells because of its high 
oxygen ion conductivity at low temperature. 
Solid oxide fuel cells continue to attract wide 
interest due to their high energy conversion 
and low pollution capacity. Currently, 
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stabilised zirconia electrolytes are considered the main or established choice of electrolyte in 
solid oxide fuel cells under restricted conditions (Dudek. 2008). This is in spite of the short 
life-span of materials of cells at operation temperature range of 900–1000 ˚C. In attempting 
to reduce the operation temperature, several researchers have turned their attention to the 
application of doped-ceria electrolytes as an alternative to the conventional stabilised zirconia 
electrolytes. The top variants of doped-ceria systems are comprised of products resulting from 
a substitution of lower-valent metals such as Y, Sm, Gd and Ca (Huang et al., 1997). Y2O3-

doped ceria is considered a potential solid electrolyte for use in intermediate temperature solid 
oxide fuel cells (IT-SOFC). Wang et al. (2006) have studied the relationship between defect 
structures in Y2O3-doped ceria by diffusion and electrical conduction in order to understand 
the conduction mechanisms of this electrolyte. 

Powders of nano-scale have excellent properties suited for various applications as 
highlighted by Singh and Hegde (2008). This study was carried out because no systematic 
research has yet been conducted on the mechanochemical synthetic route, better known as the 
ball-milling method, due to drawbacks encountered using mechanical synthesis compared to 
the wet chemical approach in terms of sinterability and densification (Li et al., 2002). However, 
this study was conducted with the main purpose of contributing to the construction of a solid-
state method basis by addressing this matter, which might then enable us to draw more reliable 
conclusions about the potential as well as the limitations of this synthetic route. 

MATERIALS AND METHODS

Yttrium oxide-substituted ceria samples were synthesised using two methods i.e. the 
conventional solid state method and the mechanochemical method with starting materials 
CeO2 (99.9% Acros Organics) and Y2O3 (98% Fluka-Garantie). All starting materials were 
dried at 500-600 ̊ C prior to weighing. Stoichiometric amounts of these materials were mixed. 
The mechanochemical method used a total mass of approximately 15.0 g of stoichiometric 
mixtures of CeO2 with Y2O3, placed in an agate bowl (99.9 % SiO2) with agate balls of 10 mm 
diameter. Ethanol was added as a milling medium to prevent excessive abrasion. The mixture 
was milled using a planetary ball mill (Model Pulverisette 4 vario-Planetary mill) for one 
hour. The slurry was dried at 60–70 ̊ C to evaporate the ethanol. In the conventional solid state 
method, mixtures of required molar ratios of materials were weighed and wet-mixed manually 
with acetone as the wetting medium using an agate mortar and pestle. The materials were 
subjected to heat treatments at different temperatures and durations to ensure the formation 
of single phase materials.

Phase purity was characterised by X-ray diffraction analysis (XRD) (Shimadzu 
diffractormeter XRD 6000, CuKα radiation) in 2θ range of 10–60 ˚ at 2 ˚/minute. The 
CHEKCELL refinement programme was used to obtain lattice parameters of the structure. 
Thermal events were recorded from room temperature to 1000 ̊ C on heat and cool cycles (10 ̊ C/
minute) using differential thermal analysis (DTA, Perkin-Elmer DTA 7) and thermogravimetric 
analysis (TGA, Perkin Elmer TGA 7).

The electrical conductivity of sintered ceramic pellets was measured. The pellets were 
pressed uniaxially and sintered at a temperature range of 1200–1500 °C. The densities of the 
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pellets (85 %) were determined through the Archimedes method using deionised water as the 
medium. The electrical properties were determined by AC impedance spectroscopy using a 
Hewlett Packard Impedance Analyzer, HP4192A, over the frequency range 5 Hz to 13 MHz. 
Measurements were made from 100 ˚C to 800 ˚C by incremental steps of 50 ˚C on a heating 
cycle with 30 min equilibration time. Scanning electron microscopy (SEM) analysis was 
carried out using SEM JEOL JSM-6400 operated at 15 kV, with a working distance of 13 mm.

RESULTS AND DISCUSSION

XRD Analysis

X-ray diffraction analysis (XRD) was used to identify the crystalline phases as well as the lattice 
parameters of solid solution powders. The diffracted X-rays were collected over 2θ range 10 
˚–60 ˚ using a step width of 0.02 ˚. The diffractometer was calibrated using Si standard. The 
XRD spectra of the 10 mol% yttrium-doped CeO2 powders are illustrated in Fig.1 and Fig.2. 
X-ray diffraction analysis showed that all the yttrium-doped ceria samples were monophase 
materials. (JCPDS powder diffraction File No. 34-0394). Bragg peaks for the unreacted 
Y2O3 phase were found in the XRD spectra of compounds prepared using the conventional 
solid-state method after calcination at 800-–1200 ˚C. The Y-doped CeO2 prepared using the 
mechanochemical method showed the presence of strong XRD Bragg peaks of a fluorite-type 
phase, indicating the presence of CeO2 (JCPDS card No. 34-0394) at a lower temperature 
compared to that of the material synthesised using the conventional solid-state method. X-ray 
diffraction analysis also showed all doped ceria powders obtained in Ce1-xYxO2-δ (0.05≤x≤0.3) 
ceramics were monophasic material (Fig.3). These results demonstrated that successful 
synthesis was achieved at a temperature ~200 ˚C lower than previously reported by Zhang et 
al. (2003) using the same mechanical synthesis approach.
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Fig.1: XRD diffraction patterns of Y2O3 doped CeO2 system prepared by conventional solid-state 
method. ∆ denotes the unreacted Y2O3 (JCPDS powder diffraction File No. 19-1448).
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Fig.2: XRD diffraction patterns of Y2O3 doped CeO2 system prepared by mechanochemical method. ∆ 
denotes the un-reacted Y2O3 (JCPDS powder diffraction File No. 19-1448).
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Fig.3: Powder XRD (CuKα) patterns of Ce1-xYxO2-δ (0.05≤x≤0.3) prepared by mechanical syntheses.

Calculation of the cell parameters was done using the main reflection of a material having 
a typical fluorite structure with an fcc cell, corresponding to the (1 1 1) plane at ~ 28.5˚. 
Comparison of lattice parameters as a function of yttrium content is shown in Fig.4. The 
lattice constants of Ce1-xYxO2-δ samples synthesised by both methods decreased linearly with 
increasing yttrium content in the investigated substitution range x = 0.05 - 0.3. The results in 
Fig.4 further suggest that all the doped ceria samples in this work are ceria-based solid solutions. 
Incorporation of Y2O3 into the CeO2 system caused an almost linear decrease of cell parameter 
and is in good agreement with effective ionic radii for which the radius of Y3+ (0.1019 nm) 
is smaller than the radius of Ce4+ (0.1111 nm) (Shannon, 1976). It was also found that the 2θ 
values of the doped ceria shift slightly towards higher angles when x varies from 0.05 to 0.3 
(Fig.3). Dissolution of a smaller radius cation into the ceria system is testimony that yttrium 
is soluble into the ceria crystal lattice and is in good agreement with Vegard’s rule of lattice 
parameter linear dependence against the composition.
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Fig.4: Variation of cell parameters with x inCe1-xYxO2-δ solid solutions prepared by both 
mechanochemical and solid state methods

Thermal Analysis

Thermal analysis showed no significant thermal events, verifying that all the compounds are 
thermally stable at a temperature range from room temperature to 1000 ˚C.

Impedance Analysis

The conductivity data measured in air below 1073 K for Y-doped ceria samples prepared by 
solid-state and mechanochemical methods were analysed using Arrhenius’ equation:

exp E
T kT
σσ  = − 

 



             (1)

where E is the activation energy of electrical conduction, k Boltzmann’s constant, T the absolute 
temperature and σо the pre-exponential factor.

This study showed the conductivity measurement upon Ce0.9Y0.1O1.95 samples synthesised 
using both methods, which were sintered at 1200 – 1500 ˚C (Fig.5 and Fig.6). The optimum 
temperature for the highest conductivity for Ce0.9Y0.1O1.95 prepared by the solid-state method 
was determined to be 1400 ˚C, whereas for samples prepared using the mechanochemical 
method, comparable conductivity occurred at 1300 ˚C. Both samples showed similar values 
at 600 ˚C (~ 10-3 S cm-1) with activation energy, Ea ~ 0.89 eV, in agreement with the value 
reported previously (Van Herle et al., 1996). 

Morphology Analysis

The powder samples were pelletised and sintered at 1200 ˚C overnight with a programmed 
heating and cooling rate of 5 ˚C/minute. Fig.7 and Fig.8 show typical micrographs of 
samples prepared by the solid-state reaction and the mechanochemical method. Ce0.9Y0.1O1.95 
prepared by solid-state reaction revealed poor densification. It was difficult to distinguish the 
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grain boundaries and to estimate the corresponding grain size. The sample prepared by the 
mechanochemical method, however, appeared dense with low intergranular porosity. The 
solid-state reaction method yields higher particle size and larger intergranular porosity due 
to high-firing temperature. The average grain size measured from the sample prepared by the 
mechanochemical method is 1.04 μm compared to 4.25 μm, prepared by solid-state reaction.

Fig.5: Arrhenius conductivity plot of the ionic conductivity of Ce0.9Y0.1O1.95 prepared by conventional 
solid-state method.

Fig.6: Arrhenius conductivity plot of the ionic conductivity of Ce0.9Y0.1O1.95 prepared by 
mechanochemical method.
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Fig.7: Scanning electron micrograph of Ce0.9Y0.1O1.95 prepared by conventional solid-state method

Fig.8: Scanning electron micrograph of Ce0.9Y0.1O1.95 prepared by mechanochemical method

CONCLUSION

The yttrium-doped ceria solid solutions, Ce1-xYxO2-δ (0.05≤x≤0.3) with fluorite structure, were 
successfully prepared using different mechanical syntheses. The results of X-ray diffraction 
showed that all samples were single phase with a cubic fluorite structure. The employment of 
the mechanochemical synthetic route had proven promising in terms of phase stability. The 
best conductivity of the Ce0.9Y0.1O1.95 studied prepared by the conventional solid-state method 
(σ600˚C ~ 2.97 x 10-3 S cm-1) was close to those previously recorded by Zhang et al. (2003) and 
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Yamashita et al. (1995) (σ600˚C ~ 10-2 S cm-1) and one order of magnitude higher than that of 
stabilised zirconia, the most commonly used solid electrolyte at the corresponding temperatures 
(σ600˚C ~ 10-4 S cm-1) (Marques et al., 2006).
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ABSTRACT

This paper describes a study on the design, fabrication and testing of a prototype digging device for 
sweet potato tubers in bris soil. The soil texture was sandy soil (fine sand 94.53%), with mean moisture 
content of 9.16% and mean bulk density of 1.44 g-cm-3. The soil was prepared in a soil bin. Three types 
of soil digging tools were designed and fabricated to determine the optimum draft force. These were 
Flat or plane, V-shaped and Hoe type blades. Plane and V-shaped blades were 30 cm long, and 13 cm 
wide, while the Hoe type had three rods, 25 mm in diameter, 30 cm long and 6.5 cm wide with sharp 
cutting edge. The digging tools were tested in a soil bin filled with bris soil to determine the optimum 
draft force and area of soil disturbance. The results were analysed using statistical analysis of variance 
(ANOVA). Comparison between all blade types and blade depths to measured draft force and the area 
of soil disturbed showed that the highest draft of 0.54 kN-m-2 was caused by a flat or plane blade at the 
optimum depth of 20 cm when the area of soil disturbed was 0.180 m2. The V-shaped blade had the mean 
draft of 0.51 kN-m-2, with area of soil disturbance of 0.185 m2. The best choice was V-shaped blade with 
a rake angle of 30o at 20 cm. depth. The selected blade was fixed onto the sweet potato harvester and 
tested on bris soil planted with sweet potato of Telong and VitAto varieties. The harvesting efficiency 
of the machine in bris soil was 93.64% and 90.49% for Telong (Plot A) and VitAto (Plot B) varieties, 
respectively. The average ground speed and turning time during operation for plots A and B was 0.56 
km-hr-1 and 102.7 s and 0.99 km-hr-1 and 81.22 s, respectively. The harvesting efficiencies for both plots 
showed no significant difference. The total productive time (harvesting time) and unproductive time 
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(turning time) in plot A, at a tractor speed of 0.56 
km.hr-1, was 14.8 hours for harvesting a hectare 
of sweet potato ( 0.068 ha.hr-1). In plot B, the total 
time for harvesting a hectare of sweet potato was 
8.35 hours (0.12 ha.hr-1) at a tractor speed of 0.99 
km.hr-1. The average harvesting time for both plots 
was 11.47 hr.ha-1. The average field work rate was 
0.087 ha.hr-1 or 34 man-hr.ha-1 compared to manual 
harvesting of 150 man-hrs.ha-1.
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INTRODUCTION

Sweet potato is a minor crop mainly grown for local consumption. Currently, there are about 
2,000 ha of the crop grown in Peninsular Malaysia (Tan et al., 2006). Even though it is a small 
industry, sweet potato is being promoted to be grown on an extensive scale to replace the 
tobacco crop on the coastal sand ridges (bris) of Kelantan and Terengganu on the east coast of 
Peninsular Malaysia. Its promotion is part of the strategy to counter the increasing competitive 
pressure on the tobacco crop arising from global trade liberation. At the same time, there are 
large areas of sand tailings on the ex-mining area which is still not re-utilised and thus, suitable 
for cultivating sweet potato. Sweet potato has been proven to be cultivable on this type of soil 
(Tan, 1998; Tan et al., 2000).

Cultivation in a large area will involve labour intensive work especially during the 
harvesting operation. Currently, sweet potato is mostly harvested manually. The manual labour 
cost for a harvesting operation constitutes about 30 - 40% of the total operational cost (Md. 
Akhir & Desa., 2005). In manual harvesting of sweet potato tubers, the farmers have to cut 
and pull out the vines and lay them along the furrow. The tubers will then be dug by using a 
hand tool such as a hoe and fork, followed by manual collection. The tubers are transported in 
a basket or gunny sack. The most strenuous and back-breaking task is digging the tubers. The 
harvesting operation of sweet potato requires about 150 man-hours per hectare (Md. Akhir & 
Tan, 2002; Md. Akhir et al., 2005).

Lately, attempts at harvesting sweet potato mechanically have been made by a few farmers. 
Tractor mounted tillage tools such as the chisel plough digger, mould-board plough digger and 
double disk harrow have been used. These diggers are simple and cheap but tend to damage 
the tubers and usually cause field losses. Such operations also do not leave the tubers well 
exposed on the ground. In contrast, the digger elevator lifts the dug-out tubers exposed on 
the ground surface to facilitate easier gathering of tubers. In addition, the sieving action of its 
elevator conveyor minimises the extent of root losses.

The potato digger-elevator for a single-row crop has also been tested for sweet potato 
harvesting in mineral and bris soils (Md. Akhir et al., 2008). However, its performance 
was found to be not very effective under local conditions. In view of the current need for a 
mechanized sweet potato harvesting system to facilitate large scale production, a sweet potato 
harvester needs to be developed. The major part involved in the design of tuber crop harvester 
is the digger blade device.

Dash et al. (1998) reported on the performance of four different types of bullock-drawn 
groundnut diggers, namely, two-row ridging type, ridging type with semi-circular blade v-type 
and ridger type. The results showed that the average draft for two-row ridging type, semi-
circular blade, v-type blade and ridger type were 85.5, 72.3, 66.8 and 57.0 kgf, respectively. 
Meanwhile, the maximum digging efficiencies were 74.3, 65.5, 81.9 and 92.0%, respectively.

This paper highlights the study on the three types of digger blades in bris soil under 
controlled conditions. The blades were Flat blade, V-Shaped and Hoe type. The most suitable 
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blade among the three was selected to be fixed onto the designed and fabricated sweet potato 
harvester. The completed prototype was then tested in the sweet potato field to study its 
performance.

MATERIALS AND METHODS

Bris Soil Properties

Five random samples of bris soil were taken from the sweet potato fields for analysis of the 
properties. Bris soil texture was determined by float pipette method, while soil moisture and 
bulk density were determined by using the gravity method.

Blade Design and Fabrication

Three types of digger blades were designed and developed to study their draft force and soil 
disturbance in a soil bin. The blades were Flat blade (B1) 13 cm wide, 30 cm long; V- shaped 
(B2) with 13 cm width, 30 cm long; and Hoe type (B3) with three iron rods, 25 mm in diameter, 
30cm long and sharp at the end (Fig.1a). All the blades were tested in a soil bin filled with bris 
soil with average moisture content and bulk density similar to field conditions before harvesting. 
The draft force was determined using different blade types (B1, B2 and B3) at different rake 
angles with the horizontal (A1 = 30o, A2 = 45o and A3 = 60o) and depths of cutting (D1=10 cm, 
D2=15 cm and D3= 20 cm). The best blade with the optimum angle and depth was selected 
to be fixed onto the digger frame (Fig.1b.) and attached to a prototype sweet potato harvester 
(Fig.2). The harvester with the selected blade was tested to harvest the sweet potato in bris 
soil. The data on the performance of the device and prototype sweet potato harvester were 
analysed using one way analysis of variance (ANOVA).

 

     

                          Flat blade (B1)                V-Shaped blade (B2)              Hoe type (B3) 

 
Fig.1a: A schematic diagram of digger blade devices
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Fig.1b: A detailed design of selected digger blade (V-shape) attached to the digger frame

Fig.2: A schematic diagram of prototype sweet potato harvester
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RESULTS AND DISCUSSION

Soil Condition

The physical properties of bris soil in this study are shown in Table 1.

TABLE 1 
The Physical Properties of Bris Soil

Soil depth 
(cm)

Mechanical analysis (%) Other material 
(%)

Moisture content 
(%)

Bulk density 
(t/m3)

Clay Silt Sand compost
0- 15 9.3 1.49
15-30 0.11 0.13 94.63 5.13 9.51 1.56
30-45 10.2 1.57

Average 9.67 1.54

Table 1 shows that silt, clay, sand, and other material contents were 0.13%, 0.11%, 94.63% 
and 5.13%, respectively. The average moisture content and bulk density of the soil during 
harvesting operation were 9.67% and 1.54 t/m3, respectively. In order to simulate the actual 
field condition, bris soil in soil bin was compacted and watered to achieve a bulk density and 
moisture content similar to that measured in the field.

Blade Performance in Soil Bin

Results from statistical analysis of draft force and soil disturbance areas for different blade 
types, rake angles and depths in soil bin are shown in Fig.3 to Fig.8. In these figures, the means 
between treatments followed by similar letters do not differ significantly at p>0.05.
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Fig.3: Draft force (Fx) in combination with blade type (B) and rake angle (A)
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Fig.4: Soil disturbance area (S) in combination with blade type (B) and rake  angle

Fig.3 shows that there are no significant effects of draft force (Fx) combination with the 
blade type and rake angle. The hoe type blade rake angle of 30o gives the lowest draft force 
of 0.209 kN-m-2.. The highest draft force of 0.389 kN-m-2 was obtained by Flat blade (B1) at 
a rake angle of 45o (A2).

The effects on soil disturbance area(S) during the experiment in combination with blade 
type (B) and rake angle (A) are shown in Fig.4. It shows that there was no significant effect 
on soil disturbance area in combination with blade types and rake angle. The highest soil 
disturbance area of 0.164 m2 was for Hoe type blade at a rake angle of 45o and no significant 
effect was found between blade types. There were no significant effects at level p>0.05 on soil 
disturbance area at the rake angle of 60o.

The effect on draft force (Fx) in combination with blade type (B) and depth (D) is shown 
in Fig.5. The figure shows that there was no significant effect on the draft force by the blade 
types, but there were significant effects on the draft force at p> 0.01 in combination with blade 
type and depth. The figure also shows that an increase of blade depth will increase the draft 
force, except for hoe type (B3) at the depth of 15cm(D2) and 20 cm (D3). This happened 
because the soil moved between the rods. The lowest draft force caused by the Flat blade at 
10cm depth was 0.148 kN-m-2. The highest draft force of 0.535 kNm-2 was caused by the Flat 
blade, followed by V-Shaped blade with 0.51 kN- m-2 and Hoe type of 0.492 kNm-2 at a depth 
of 20 cm, respectively.

The effects on soil disturbance area (S), in combination with blade type (B) and depth (D), 
are shown in Fig.6. There was no significant effect on soil disturbance area between blade types 
but there were highly significant effect at p> 0.01 for both the depth and combination blade 
type and depth. The high effect of soil disturbance area of 0.183 m2 was at a depth of 20 cm. 
The highest effect in combination with blade type and depth was caused by the V-shaped blade. 
The lowest effect was hoe type blade at a depth of 10 cm with soil disturbance area of 0.112 m2.

Fig.7 shows that there was no significant effect of draft force between the rake angles, 
but highly significant effect at p>0.01 for both the depth and combination with the rake angle 
and the depth. The lowest draft force (Fx) of 0.156 kN-m-2 was at a depth of 10 cm (D1). At 
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the rake angle of 30o (A1), the draft force of 0.105 kN-m-2 was at a depth of 10 cm. The high 
draft force of 0.742 kN-m-2 was for 45o rake angle at a depth of 20cm (D3).

Fig.8 shows that there were significant effects at p>0.01 of soil disturbance area for the 
depth and combination with the blade rake angle and depth. The highest soil disturbance area 
of 0.193 m2 was at a depth of 20 cm (D3) and at a rake angle of 45o. For the high rake angle 
of 60o, and at a depth of 20 cm (D3), the soil disturbance area was 0.173 m2.

Based on Fig.3 to Fig.8, the best combination was blade type (B) and rake angle (A) at 
the depth of 20 cm (D3) for getting the high soil disturbance area via the optimum draft force 
for the selected blade that was fitted to the sweet potato harvester. The V-shaped blade had the 
optimum draft of 0.51 kN-m-2 at a rake angle of 30o with soil disturbance area of 0.185 m2 at 
the depth of 20 cm. The Hoe-type tool with the lowest draft of 0.34 kN-m-2 and soil disturbance 
area of 0.184 m2 was not selected because soil can pass through the rods easily and can cause 
excessive damage to tubers.
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Digger Blade Design and Development

The selected V-shaped digger blade was used in this design based on the performance test in 
a soil bin. The data such as blade rake angle, blade depth and blade width were used to design 
and develop the sweet potato digging device. Fig.1b shows the detailed design of the selected 
digger blade (V-shaped) attached to the digger frame. The digger blade and frame (digging 
device) were than attached to the sweet potato harvester for performance testing (Fig.2).

Performance of Sweet Potato Harvester

The study was conducted on two plots, A and B, where each plot had an area of 0.25 ha. Plot 
A had 10 beds of 50 m length, 1.5 m from furrow to furrow and 1 m wide at the top. Plot B 
also had 10 beds, but these were 70 m in length. Both plots were of bris soil located at MARDI 
Research Station at Telong in Kelantan. Land preparation was carried out in accordance with the 
standard procedures as recommended by Md. Akhir et al. (2002). For a double-row planting, 
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the bed size was 1.5 m wide and 30 cm high. Sweet potato vines were planted along the bed 
in two rows using a mechanical transplanter. The plant spacing was 30 cm between plants and 
45 cm between rows. Plot A was planted with Telong variety while plot B was planted with 
VitAto variety. The crop agronomies application and maintainence were done according to the 
standard procedure as proposed by Tan et al. (1998), and harvested 120 days after planting.

The field evaluation of the harvester was carried out at the experimental plots when the 
sweet potato plants were about 120 days old and ready for harvest. Prior to harvesting, the 
vines and leafs were mechanically removed from the surface to ensure smooth operation of 
the harvester. During harvesting operation, the time taken to cover the distance as well as the 
turning time for each operation was measured using a stopwatch. In addition, the functional 
performance of the machine such as durability, consistency during operation, conveyor 
operation and machine manoeuvrability were observed and noted. The machine performance 
data which were collected included tractor speed, digging losses, tuber damage and overall 
machine efficiency.

The harvesting results were analysed through simple statistical analysis RBD (Randomized 
block design) to determine the harvesting performance for each plot, A and B. The harvesting 
performance in bris soil with Telong and Vitato variety of sweet potatoes are shown in Tables 
2 and 3, respectively.

TABLE 2 
Harvesting performance in bris soil with Telong variety

No. of 
rows

Distance  
(m)

Harvesting 
time (s)

Turning 
time (s)

Tractor 
speed 
(km/h)

Yield 
collected/row

Damaged 
+ 

missing

Harvesting 
efficiency

(kg) Kg/row %
Total 500 3217 924 5.63 922 62.7 93.64
Average 50 321.7 102.7 0.56 92.2 6.27 93.64
Max 50 338 112 0.68 111 8.6 95.72
Min 50 265 95 0.53 84.0 3.8 91.00
Stdev 0.00 23.28 6.26 0.046 8.28 1.31 1.31
Cv 0.07 0.06 0.082 0.09 0.22 0.014

TABLE 3 
Harvesting performance in bris soil with VitAto variety

No. of 
rows

Distance 
(m)

Harvesting 
time (s)

Turning 
time(s)

Tractor 
speed 
(km/h)

Yield 
collected/row

Damaged 
+  

missing

Harvesting 
efficiency

(kg) Kg/row %
Total 70 2540 731 9.99 999.66 105.60 90.49
Average 70 254.0 81.22 0.99 99.97 10.56 90.49
Max 70 297 103 1.14 121.38 16.40 93.22
Min 70 221 62.0 0.85 80.92 6.80 86.83
Stdev 0.00 22.59 28.66 0.09 14.38 3.15 2.13
Cv 0.09 0.35 0.09 0.14 0.30 0.02
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Table 2 shows the machine performance on bris soil for the Telong variety. There were ten 
beds and each bed was 50 m in length. The mean harvest time for each bed was 321.7 s at an 
average ground speed of 0.56 km/hr. The harvester was capable of collecting 92.2 kg of tubers 
per row with a corresponding loss (missing or damaged) of 6.27 kg per row. The average time 
for turning the tractor from row to row was 102.7 s (1.43 minutes). The harvesting efficiency 
was 93.6% with coefficient of variation of 0.014. Table 3 shows the statistical analysis on the 
performance of sweet potato harvesting machine on VitAto variety. There were ten beds and 
each bed was 70 m in length. The mean harvesting time for each bed was 254.0 s, with a mean 
turning time between beds of 81.2 s. The mean harvesting speed was 0.99 km-hr-1. The mean 
yield collected was 99.97 kg of tubers per row while missing and damaged tubers were 10.56 kg 
per row. The total mean harvesting efficiency was 90.5%, with a coefficient of variation of 0.02.

Based on Tables 2 and 3, the total mean harvesting efficiency showed no significant 
difference. These results also showed that the mean effective work-rate of the machine in bris 
soil was 93.64% and 90.49% for Telong and VitAto varieties, respectively. The average tractor 
speed and turning time was 0.56 km/hr and 102.7 s and 0.99 km/hr and 81.2 s for plots A and 
B, respectively. Differences in results of ground speed and turning time between plots may 
have been attributed to different operators. Neither operator had experience with the prototype 
machine. Other factors included plot length as Plot A had a 50 m seedbed length while Plot 
B was 70 m. A comparison of harvesting efficiency shows that there was not much difference 
between the plots. The harvesting efficiencies for both plots were above 90%. The effective 
field capacity or field work rate was obtained after considering time losses for unproductive 
tasks such as headland turn and travel between beds. The total productive time (harvesting 
time) and unproductive time (turning time) resulted in a sweet potato harvest capacity of 0.068 
ha/hr for plot A and nearly double the capacity or 0.12 ha/hr for plot B. The average field work 
rate was 0.087 ha/hr or 34 man-hr/ha compared to manual harvesting of 150 man-hr/ha.

CONCLUSION

Based on the results of the soil bin experiments, the best digging device was the V-shaped 
blade with a rake angle of 30o to be fixed onto the prototype sweet potato harvester. In the field 
study, the performance of the prototype sweet potato harvester was evaluated and observed. 
It was found that the machine efficiency in bris soil were 93.64% and 90.49% for Telong and 
VitAto varieties, respectively, with a corresponding work rate of 0.28 kg/sec (1.032 ton/hr) and 
0.39kg/s (1.42 t/hr). The harvested yields were 92.2 kg/row for Telong and 99.97kg/row for 
VitAto varieties. Sweet potato losses and damages during harvesting operations were 6.27kg 
(6.36%) and 10.56kg (9.51%) for each variety respectively. The coefficient of variation (CV) 
of the machine operation was 0.014 and 0.02 for both varieties, respectively.
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ABSTRACT

Land development, especially construction works, increase storm water volumes and pollution loads into 
rivers and lakes. The temporary drainage system at construction sites, particularly during the construction 
stage discharges a large amount of pollutants that can damage the aquatic system of the receiving 
water bodies. The potential of vegetative swale to alleviate this problem was evaluated. The size of the 
constructed vegetative swale was 7cm deep, 400cm long and 15cm wide at the bottom, and 17cm wide at 
the top. The experiment was conducted batch wise by filling the storage tank with the run-off water from 
the construction site. The water was allowed to flow through a pipe into the retention basin to maintain 
uniform flow before it entered the swale. The study showed that the run-off infiltrated through the soil 
at a rate of 489.6 mm/hr. Samples of surface run-off and infiltration water were collected at the end and 
the bottom of the swale. The results indicate that chemical oxygen demand (COD), total suspended solid 
(TSS), turbidity, iron and zinc were reduced by 85.4%, 80.8%, 36.4%, 52.8% and 96.0%, respectively, 
by surface flow and 91.1%, 98.8%, 58.2% 55.5% and 98.1%, respectively, by infiltration. Removal of 
nitrate and phosphorus by the planted vegetation was 69.4% and 21.1%, respectively, by infiltration. 
However, nutrient removal by surface flow was negligible. In conclusion, the vegetative swale was able 
to improve the water quality of the storm water run-off from the construction site from Class V to Class 
III, according to the Interim National Water Quality Standards for Malaysia.
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INTRODUCTION

The rapid rate of urban development in recent 
decades has led to significant changes in both 
the quantity and quality of storm water runoff 
(Line & White, 2007; Walsh et al., 2004). 
Areas disturbed for construction activity 
have undergone soil erosion which carries 
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pollutants (suspended solids, asphalt, sealants, oil, etc.) at rates from 2 to 40,000 times greater 
than the pre-construction conditions, and are important components of nonpoint source pollution 
that degrades surface water quality (Harbor, 1999). The pollutants found in storm water also 
cause ground water contamination with metals, suspended solids (SS) and oxygen depleting 
material (Pitt et al., 1996). Over the last 50 years the effects of SS on fish and aquatic life 
have been studied intensively throughout the world. It is now accepted that SS is an extremely 
important cause of water quality deterioration leading to aesthetic issues, higher cost of water 
treatment, decline in the fisheries resource and serious ecological degradation of the aquatic 
environment (Bilotta & Brazier, 2008).

According to the Malaysia Environmental Quality Report (DOE, 2006), forty-two (42) of 
the rivers in Malaysia are categorised as being heavily polluted with suspended solids. Sediment 
deposition in river channesl also causes flash floods due to the reduction in the flow-carrying 
capacity of rivers (Zakaria et al., 2004). In order to protect surface and ground water quality, 
urban development must be guided by plans that limit run-off and reduce pollutant loading 
(EPA, 2008). Storm water quality is considered as improved when the quality status is at 
least Class IIB, based on the Interim National Water Quality Standards for Malaysia (Zulkifli, 
2008). Class IIB is typically for water that is suitable for recreational use with body contact. 
According to the standard, Class V is the worst quality where the water is not suitable for any 
use (DOE, 2006).

Swales are often called grassed channels or biofilters. They are vegetated open channels 
for water management and have been designed specifically to treat storm water for a specified 
volume of run-off. Polluted storm water runs as a shallow overland flow through the grass which 
grows on porous soil; the water, together with dissolved pollutants, infiltrates into the soil while 
suspended particles settle in the grass, while the outflow from the grass is of much better quality 
and of lesser quantity than the incoming water (Deletic, 2005). Biofiltration is becoming widely 
used, due to its flexibility in terms of size, location, configuration and appearance. Biofilters 
may also be used as vegetated strips (Bratieres et al., 2008). They operate by filtering run-off 
through planted filtration media and provide treatment through fine filtration, extended detention 
and biological uptake (Melbourne Water, 2005). Most studies of biofilter performance have 
reported its potential for the removal of total Kjeldahl nitrogen (TKN) and ammonia (NH3) 
(Henderson et al., 2007; Davis et al., 2006; Hseih & Davis, 2005a,b). However, in almost all 
studies (both laboratory and field), nitrate (NO3

-) has been shown to leach out, often resulting 
in poor total nitrogen (TN) removal. The percolation through soil and gravel layers caused 
all constituents to be reduced except for nitrate (Walsh et al., 1997). Total phosphorus (TP) 
removal has generally been moderate to good (Henderson et al., 2007; Davis et al., 2006; 
Hseih & Davis, 2005b). Eventually, measured removal efficiencies for total suspended solids 
(TSS) were found to be consistently high (>90%) in all of the reviewed studies (Hatt et al., 
2007; Hatt et al., 2006; Hseih & Davis, 2005a,b). Studies showed that vegetative swales are 
now widely employed in urban environments as an effective best management practice for 
controlling pollutants in storm water run-off (Kirby et al., 2005).

This paper presents the findings of a study on the performance of vegetative swale in 
removing pollutants from storm water runoff from a construction site. The main objective 
was to determine the efficiency of vegetative swale in removing sediment (TSS and turbidity), 
nutrient and metal.
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MATERIALS AND METHOD

Study Site

This study was conducted using storm water run-off from a residential construction site in 
Batu Gajah, Perak. The study area is a typical construction site which is not only involved in 
construction work but also domestic activities in the workers’ quarters. This study was done 
during the construction phase of the residential development project.

Field Water Sampling and Analysis

Initially, water samples from the construction site were collected for preliminary analysis. The 
samples were collected from the middle of the stream that was used as a temporary drainage. 
The sample bottle was lowered in the stream and rinsed three times with the run-off. The bottle 
was then filled by lowering to 60 percent depth of water column (making sure not to disturb the 
bottom sediment) while facing the current. One inch of air space was left in the bottle to allow 
for shaking or mixing before analysis, except for the samples for chemical oxygen demand 
(COD) and biochemical oxygen demand (BOD) analysis. The collected water samples were 
analysed in terms of TSS, turbidity, pH, COD, nitrate and metals according to the Standard 
Methods for the Examination of Water and Wastewater (APHA, 1995). Table 1 summarizes the 
water quality from the construction site as compared to the water quality standard for Malaysia.

TABLE 1 
Results for water quality at construction site as compared to the Interim Water Quality Standards for 
Malaysia

Parameters
Interim National Water Quality Standards for Malaysia Construction 

siteI IIA IIB III IV V
TSS, mg/L 25 50 50 150 300 300 652
Turbidity, NTU 5 50 50 N/A N/A N/A 2750
pH 6.5-8.5 6-9 6-9 5-9 5-9 N/A 7.96
COD, mg/L 10 25 25 50 100 >100 246
Nitrate, mg/L Natural levels 7 N/A 5 Levels above IV 180

Metal, 
mg/L

Zinc
Natural levels

5 0.4* 2
Levels above IV

1.3411

Iron 1 1 1(leaf) 
5(others) 4.6143

The water quality shows high concentration of TSS, metals and also nutrients in the storm 
water run-off during the active construction activities. The average class of the discharged water 
is Class V. Water samples from the construction site were then used to test the effectiveness of 
vegetative swale in removing the pollutants.

Experimental Setup

A vegetative swale was constructed using galvanized iron, plywood and wooden planks. The 
size of the vegetated swale was 7cm deep, 400cm long, 15cm wide at the bottom and 17cm 
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wide at the top with side projection of 3cm wall provided to allow run-off water containment 
during the experiment (Fig.1 and Fig.2). The empty-bed volume of the vegetated swale was 
approximately 39 200cm3. The trench bottom and walls were lined with linen cloth to retain 
the soil inside the swale. A bottom slope of 0.44% was kept to maintain the hydraulic gradient.

 

15 cm 

7 cm 

Linen cloth for 
infiltration 

Grassy 
sod 

Topsoil 

17 cm 
3 cm 

Fig.1. A cross section of vegetative swale

 

Effective length   : 350 cm 
Slope   : 0.44% 
Retention time  : 7 min. 

400 cm 

Sampling Point 1 
at 200 cm 

Sampling Point 2 
at 350 cm 

Fig.2: An overview of the infiltration points

The swale was provided with a feeding system which consisted of a storage tank and 
detention basin as shown in Fig.3. A detention basin was used to provide a constant inflow 
to the swale. A perforated PVC pipe was used to transfer the surface run-off from the storage 
tank to the swale. The grass species and the top soil used in this experiment were collected 
from Seri Iskandar wetland area.
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Fig.3: The constructed vegetative swale configuration

The experiment was conducted batch wise by filling the storage tank with 40 L run-off water 
from the construction site. The water was allowed to flow through the swale by gravity. On the 
other end of the swale, run-off water was allowed to overflow into a container and collected 
for water quality analysis. Water samples were also collected from two sampling points at the 
bottom of the swale, located at 200cm and 350cm from the influent point, respectively. This 
was done to measure the removal of pollutants through infiltration process.

The collected inflow and outflow samples were tested for total suspended solids (TSS), 
turbidity, pH, nitrate (NO3

-), phosphorus (PO4
3-), chemical oxygen demand (COD), and 

metals (zinc and iron). All samples were analysed according to the Standard Methods for the 
Examination of Water and Wastewater (APHA, 1995).

RESULTS AND DISCUSSION

Infiltration Rate

The infiltration rate, F, is the velocity or speed at which water enters into the soil. It was 
measured by the depth of water (mm) that can enter the soil in one hour (Abdelhak, 2009). Out 
of 40 L of storm water run-off, only 6 L flowed through as surface flow. Thus, the infiltration 
rate for this swale system was calculated based on the 34 L infiltrated in 7 minutes run-off, 
as follows:
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volume of water runoffF
surface area

=

( )
( )

3 3 334 10 10

170 3500 7

mm
mm  mm min

× ×
=

× ×

8.16 / mm min=

489.6 / mm hr=

Sediment Removal

Storm water discharges from construction sites carry large sediment loads resulting in highly 
turbid water (Patil et al., 2011). Turbidity and TSS removal occur mainly by infiltration through 
the soil and deposition during surface flow. The infiltration reduced turbidity and TSS of the 
run-off by 96.6-98.8% and 50.9-58.2%, respectively (Fig.4). The surface flow showed lower 
removal efficiency for turbidity (80.8%) and TSS (36.4%), mainly because solid particles were 
carried to the outlet by the surface water.

Turbidity of the influent was reduced from 2750 NTU to 1750 NTU (surface flow), 1350 
NTU (sampling point 1) and 1150 NTU (sampling point 2). Influent TSS of 652 mg/L was 
reduced to 125 mg/L (surface flow), 20 mg/L (sampling point 1) and 8 mg/ L (sampling point 
2). Dillaha et al. (1986) assessed the pollutants’ removal by vegetative filter strip and found 
that the sediment reduction was 81-91%.

Metal Removal

Infiltration reduced iron and zinc of the run-off by 54.2-55.5% and 87.2-98.1%, respectively 
(Fig.5). The surface flow showed lower removal efficiency for iron (52.8%) and zinc (96%). 
Iron in the influent was reduced from 4.614 mg/L to 2.178 mg/L (surface flow), 2.113 mg/L 
(sampling point 1) and 2.054 mg/ L (sampling point 2). Zinc in the influent was reduced from 
1.341 mg/L to 0.054 mg/L (surface flow), 0.038 mg/L (sampling point 1) and 0.026 mg/ L 
(sampling point 2).

 

Fig.4: Turbidity and TSS removal efficiency by surface flow and infiltration through the swale
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Fig.5: Metal removal efficiency by surface flow and infiltration through the swale

Similar results were obtained by Delgado et al. (1995), where the typical percentage 
reductions of zinc by vegetative filter strip was in the range of 75-84%. Yousef et al. (1987) 
deduced that the removal of metals will be greater for species present as charged ion, with 
the dominant removal mechanism being adsorption onto particles which are then removed by 
sedimentation.

Nutrient Removal

Results on the reduction of COD are presented in Fig.6. Significant COD reduction of more 
than 85% was achieved both by infiltration and surface flow. The COD in the influent was 
reduced from 246 mg/L to 36 mg/L (surface flow), 24 mg/L (sampling point 1) and 22 mg/ 
L (sampling point 2). As expected, the results from surface flow indicated less reduction as 
compared to the results by infiltration. Removal of phosphorus and nitrate by the swale was 
observed in the water that infiltrated through the soil. The removal was within the range of 9.6-
21.1% and 63.9-69.4% for phosphorus and nitrate. This could be due to plant uptake through 
the root system or by denitrification in the soil. Flow through the surface of the swale did not 
remove any nutrient.

 

Fig.6: Nutrient removal efficiency by surface flow and infiltration through the swale
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Higher value of nitrate in the surface flow (200 mg/L) as compared to the influent (180 
mg/L) was probably due to nitrification of ammonia. Initial phosphorus value of 1.66 mg/L 
also increased to 1.69 mg/L in the surface flow and only reduced to 1.31-1.50 mg/L through 
infiltration. These results were similar to the findings by Dillaha et al. (1986), who found that 
soluble phosphorus was not successfully removed and in some cases, even increased as a 
result of solubilisation and leaching of previously accumulated phosphorus. Nutrient removal, 
however, can be optimised by selecting suitable species with higher capacities for assimilation 
of inorganic nitrogen and phosphorus and conversion into plant biomass (Vymazal, 2007; 
Greenway, 2003).

CONCLUSION

In conclusion, COD, turbidity, TSS, iron and zinc were reduced by 85.4%, 36.4%, 80.8%, 
52.8% and 96%, respectively by surface flow. Infiltration through the swale provided higher 
removals than by the surface flow. Removal by infiltration for TSS, turbidity, iron, zinc and 
COD were 98.8%, 58.2%, 55.5%, 98.1% and 91.1%, respectively. Removal of nutrients by 
infiltration was 69.4% for nitrate and 21.1% for phosphorus. However, the surface flow did 
not remove any nutrient. It was found that vegetative swale could improve the water quality 
of the storm water run-off from Class V to Class III according to the Interim National Water 
Quality Standards for Malaysia.
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INTRODUCTION

Coffee is one of the most popular beverages 
consumed around the world. Besides coffee 
based beverages, coffee beans are also used 
to produce other products such as coffee 
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ABSTRACT

Liberica coffee is the most important coffee species grown in Malaysia. However, there is little or no 
research at all conducted on coffee berries and green coffee beans since the plant itself is a low income 
crop in Malaysia. Therefore, research on Malaysian Liberica coffee can help to increase the knowledge 
of coffee farmers and coffee manufacturers in the processing and handling of the coffee. Physical 
properties of Liberica coffee berries and beans were investigated the current study. The properties 
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colour. In comparison to Arabica and Robusta coffee, Liberica coffee has the biggest size, mass, true 
density and fracture force values but were lower in bulk density in both berries and beans. The Liberica 
berries and beans were found to be orange-ish and yellowish colour respectively. Angle of repose was 
low and approximately similar in berries and beans while jute fibre gave the highest friction to both 
Liberica berries and beans.
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essence, coffee syrup and coffee caramel 
(Zainun 1991), which are widely utilised in 
the confectionary industry. The major coffee 
species planted and traded around the world 
are Arabica (80%) and Robusta (20%), while 
the minor species are Liberica and Excelsa 
which accounts for less than 1% (Wintgens, 
2009). In Malaysia, however, the situation 
is different where the major coffee species 
planted are Liberica (73%) and Robusta (27%) 
while Arabica is only planted in highland 
areas in negligible quantities. This is due 
to the climatic condition which makes it 
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unsuitable to grow Arabica in lowland (MARDI 1986). Azmil (1991) stated that Liberica and 
Robusta coffee can be suitably cultivated in Malaysia due to its optimum growth temperature 
of 18 ºC to 28 ºC (maximum at 34ºC). However, Arabica can only be grown at temperatures 
below 23 ºC which is applicable in highland areas only, such as Cameron Highlands in Pahang.

Before a cup of coffee is made, freshly harvested coffee berries have to undergo various 
processes in the post-harvest operation. Then, the coffee beans will undergo roasting, grinding, 
packing and transporting processes which require knowledge of basic physical properties data 
of the coffee beans. Hence, the basic information on physical properties of coffee berries and 
the green coffee beans are crucial in the design of the coffee processing machinery, and in the 
development of a mechanised coffee processing system (Ghosh & Gacanja 1970). The coffee 
berries’ size, density, and crushing strength are important in classification of berries, and also 
in the design of pulper. In designing the handling system, grading and hulling of coffee beans, 
the information on size, friction, angle of repose, crushing strength and bulk density is crucial 
(Chandrasekar & Viswanathan 1999). Due to the greater demand for Arabica and Robusta 
coffee, most commercial coffee processing machinery have standard sizes according to Arabica 
and Robusta. Hence, it will be difficult to process the Liberica coffee in the Malaysian coffee 
industry since it possesses different physical attributes.

Many investigations have been done on the physical properties of Arabica and Robusta 
coffee berries and beans (Chandrasekar & Viswanathan, 1999; Mendonca et al., 2009; Franca 
et al., 2005; Afonso Jr. et al., 2007). However, data on physical properties of Liberica coffee 
is scarce, whereby the latest published data was in 1991 (Ghawas & Rubiah, 1991) and some 
properties which are important in evaluating quality of coffee in the literature are based on 
non-Malaysian Liberica coffee (Campa et al., 2004; Campa et al., 2005). Therefore, it is the aim 
of the current study to evaluate the physical properties of Malaysian Liberica coffee species.

MATERIALS AND METHODS

Coffee Sample 

Liberica coffee berries and green beans were obtained from a factory producing coffee -Kilang 
Kopi FAMA Banting (Selangor, Malaysia) - in May, 2010. The coffee berries and beans were 
then subjected to sorting and selecting processes which were done manually. For berries, only 
the ripe and fully ripe berries were used whereas the black, immature and defective berries 
were rejected. Then, the coffee berries were separated into pulp and mucilageous parchments 
manually. In the current study, the coffee pulp consisted of the epicarp (skin) and mesocarp 
(pulp). The mucilageous coffee parchment consisted of mucilage, endocarp (parchment), 
integument (silverskin) and endosperm (bean), as shown in Fig.1. The coffee beans used 
consisted of mixed beans (which may contain sour or immature beans) but defective beans 
(black, partly black, broken or infested) were discarded. The beans were processed using a dry 
method whereby the crushed berries were sun-dried for 7-21 days, depending upon the climate 
conditions. The aim of the sun-drying process is to reduce the moisture content of the coffee 
to 12% (Zainun, 1991). The beans were wholly processed by the coffee farmers.



Physical Properties of Liberica Coffee (Coffea liberica) Berries and Beans

67Pertanika J. Sci. & Technol. 22 (1): 65 - 79 (2014)

Moisture Content

The coffee pulp was cut into sizes of approximately 0.5 cm (width) x 2.5 cm (length) after 
being separated from the mucilageous parchment and before it can be tested for its moisture 
content. The mucilageous parchment and the green coffee beans were used as a whole without 
any size reduction procedure. Moisture content was determined by drying 3-5g of sample at 
105°C in an oven (UNB400, Memmert, Germany) for 24 hours. Triplicate measurements were 
done (Reh et al., 2006).

Water Activity 

The pre-test procedure for coffee pulp, mucilageous parchment and green coffee beans 
were the same as in Section 2.2, before they can be tested for their water activity. The water 
activity of sample was determined using a water activity meter (Fast lab, GBX, France). Five 
measurements were recorded (Vasconcelos et al., 2007).

Size and Dimension

A digital vernier calliper with 0.01 mm accuracy (Series 500, Mitutoyo, Japan) was used to 
measure the dimensions of the 100 samples of coffee berries and beans, as shown in Fig.2. The 
length (L), width (W) and thickness (T) measurements were taken. The L, W and T can also be 
referred as major diameter, intermediate diameter and minor diameter respectively. The mean 
diameter of geometric (Dg), arithmetic (Da), square (Ds) and equivalent (De) were calculated 
from Equations (1), (2), (3) and (4), respectively. Sphericity and aspect ratio were calculated 
by Equations (5) and (6) (Mohsenin, 1986). Surface area was calculated using Equation (7), 
according to McCabe and others (1986).

1
3

gD  = (WTL)
                                                                                               (1)

a
1D  = (W+T+L)
3                                                                                          (2)
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Mass

The mass was determined by a digital balance (ER-120A, AND, Japan), with an accuracy of 
0.0001 g.  A total of 100 samples were weighed and the values were then divided by 100 to 
get the average sample weight. After the berries’ mass was obtained, each berry was separated 
into pulp and mucilageous parchments. Then, the pulp and mucilageous parchments were 
weighed separately to determine their proportions in the berries. Three replications were done 
(Bart-Plange & Baryeh 2003).

Volume

The volume of berries was estimated by water displacement method (Chandrasekar & 
Viswanathan, 1999). The test was done 10 times. Following Dutra and others (2001), the bean 
can be assumed as half a triaxial ellipsoid. The bean volume was calculated using Equation (8).

V = 2
3

πabc             (8)

where 2a, 2b and c are the length, width and thickness of the bean respectively.

Density

The volume of berries obtained in Section 2.6 was used to calculate the berry’s true density.  
In bean true density, 100 beans were first weighed and then each bean volume was calculated 
by using equation (8). Bean true density was calculated by dividing the weight of 100 beans 

 

Fig.1: Longitudinal sections of coffee fruit

 

Fig.2: Dimensions of coffee berries
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with the total volume of the 100 beans (Franca et al., 2005). Bulk density was determined by 
filling a sample into a 500 ml measuring cylinder. By dividing weight of filled sample with 
the cylinder volume, bulk density was obtained. The test was done in triplicate (Chandrasekar 
& Viswanathan, 1999).

Coefficient of Friction

In determining the coefficient of friction, friction surfaces used were aluminium, plywood and 
jute fibre. The sample was filled into a 10 cm (diameter) x 5 cm (height) PVC cylinder which 
was placed on the friction surface. The PVC cylinder was then lifted 3 mm from the friction 
surface so that the cylinder will not touch the friction surface. The friction surface was lifted 
slowly until the cylinder started to slide down. The angle (θ) between the lifted friction surface 
and the horizontal surface is known as the static angle of friction between the sample and the 
friction surface. Coefficient of static friction was obtained from Equation (9) (Bart-Plange & 
Baryeh, 2003). Five measurements were taken.

μ = tanθ              (9)

Filling Angle of Repose

By following Razavi et al. (2007) with a slight modification, filling angle of repose (θ f) was 
acquired by filling a round container with a layer of sample. Then, a PVC cylinder (16 cm x 
16 cm) was placed at the centre of the container, on top of the sample layer and the cylinder 
was filled with sample. The cylinder was lifted slowly until the sample formed a cone. The 
height of the cone was measured and the angle of repose was calculated using Equation (10). 
The test was replicated five times.

θ f = tan-1 2h
D

 
  

            (10)

where h is the height of the cone and D is the cone diameter.

Emptying Angle of Repose

For emptying angle of repose, a plywood box with a dimension of 20 cm (L) x 15 cm (W) x 30 
cm (H) was filled with the sample. The front panel of the box was quickly slid upward to let the 
sample flow out freely to form a natural heap. Emptying angle of repose (θ e) was determined 
by measuring the height of the beans at two points in the sloping bean heap and the horizontal 
distance between the points as in Equation (11) (Chandrasekar & Viswanathan, 1999).

(θ e) = 
-1

2 1

2 1

tan (h h )
x x

−
−

           (11)

where h is the height of sample at two points in the sloping heap and x is the horizontal distance 
between the two points in the sloping heap. Five measurements were recorded for this test.
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Fracture Force

Samples were randomly chosen and positioned horizontally on the platform of Instron testing 
machine (Instron, 5566, USA). Berries were placed with its front side (Fig.2) facing upward 
while the beans were placed with their flat sides facing upward. Uniaxial compression was 
conducted at the rate of 0.83 cm/s. The maximum force recorded during the test before 
the sample fracture was taken as the fracture force of the sample. From the fracture force, 
deformation was determined. 10 samples were recorded for its values (Pittia et al., 2007).

Colour

Colour of berries and beans were observed using a colour meter (CR-10, Konica Minolta, 
Japan). The values of L*, a* and b* obtained were used to determine the chroma and hue 
angle by using Equations (12) and (13) (Leite da Silveira et al., 2007). The test was replicated 
five times.

Chroma, c* = [(a*)2 +(b*)2]1/2            (12)

Hue angle, h* = tan-1 (b*/a*)          (13)

RESULTS AND DISCUSSION

Initial Moisture Content and Water Activity

Based on Table 1, the moisture content for pulp was 20.86% and 37.78% for mucilageous 
parchment. Hence, the mean berries moisture content was 29.32% whereas the beans had 
12.53% moisture content. Water activity is 0.943 for pulp and this is 0.946 for mucilageous 
parchment, with an average of 0.945 for the berries. From the berries’ water activity, the 
berries’ rate of deterioration will be fast since the value is near to 1. This also indicates that 
the berries need to be processed immediately after harvesting to prevent any loss of quality. 
The bean water activity is 0.603. Both moisture content and water activity values of Liberica 
beans are in the safe range from further deterioration (Reh et al., 2006; Quiroz et al., 2004).

TABLE 1 
Initial moisture content and water activity of Liberica coffee

Coffee Moisture content (%) Water activity
Berries 29.32 0.945

- Pulp 20.86 0.943
- Mucilageous parchment 37.78 0.946

Bean 12.53 0.603
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Dimension

Dimension or size is important in the screening as well as the grading process, and in 
evaluating the quality of the food (Sahin & Sumnu, 2006). Dimensions of Liberica coffee 
berries are displayed in Table 2. Based on the result, the mean length, width and thickness of 
Liberica berries are 23.44, 20.37 and 18.89 mm, respectively. It was found that the values of 
the maximum length (29.77 mm) and maximum width (26.11 mm) of Liberica berries were 
higher compared to 25 mm (length) and 21 mm (thickness) in previous works (Wrigley, 1988). 
Meanwhile, the mean length (23.44 mm) and width (20.37 mm) of Liberica coffee berries in 
this study were larger than Arabica (15.65mm, 13.90 mm) and Robusta (13.50 mm, 11.50 mm), 
as found in Chandrasekar’s and Viswanathan’s (1999) research. Hence, compared to Arabica 
and Robusta berries, Liberica berries are bigger and need different processing equipment such 
as screener and siever.

The dimension of Liberica beans is presented in Table 3. The mean length, width and 
thickness of Liberica beans are 11.99 mm, 7.67 mm and 4.67 mm, respectively. The maximum 
length of Liberica beans is 15.16 mm. However, the mean length (11.99 mm) is lower than in 
a previous MARDI (1986) study, which was 12.7 mm. This could be attributed to the usage 
of a mixture of random coffee bean sample in this study, where the immature or green bean 
may have been included. In addition, the Liberica beans’ mean length is longer than Arabica 
(10.5 mm) and Robusta (8 mm) beans according to MARDI (1986). Therefore, Liberica beans 
have a bigger dimension than Arabica and Robusta beans and also need equipment (sieves, 
graders) suited to its bigger size.

TABLE 2 
Dimension of Liberica coffee berries

Properties Minimum Mean Maximum Std. dev.
Length (mm) 19.6 23.44 29.77 1.84
Width (mm) 16.04 20.37  26.11 1.62
Thickness (mm) 15.52 18.89 24.18 1.40
Diameter (mm)

- Arithmetic 17.05 20.90 26.69 1.37
- Geometric 16.96 20.80 26.59 1.37
- Square mean 17.01 20.85 26.64 1.37
- Equivalent 17.01 20.85 26.64 1.37

Sphericity 0.87 0.89 0.90 0.05
Aspect ratio 0.82 0.87 0.89 0.07
Volume (m3) 5000 x 10-9 5500 x 10-9 6000 x 10-9 527.05 x 10-9

Surface area (mm2) 2839.97 4271.09 6978.69 580.76
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TABLE 3 
Dimensions of Liberica coffee beans

Properties Minimum Mean Maximum Std. dev.
Length (mm) 9.64 11.99  15.16 1.03
Width (mm) 6.26 7.67  9.25 0.57
Thickness (mm) 3.78 4.67  6.31 0.51
Diameter (mm)

- Arithmetic 6.56 8.11 10.24 0.49
- Geometric 6.11 7.53 9.60 0.46
- Square mean 6.34 7.82 9.90 0.47
- Equivalent 6.34 7.82 9.91 0.47

Sphericity 0.62 0.63 0.65 0.04
Aspect ratio 0.61 0.64 0.67 0.06
Volume (m3) 119.45 x 10-9 225.96 x 10-9 463.37 x 10-9  41.95 x 10-9

Surface area (mm2) 368.56 561.66 909.90 68.75

Sphericity and Aspect Ratio

Sphericity and aspect ratio has been used in heat and mass transfer calculations (Sahin & 
Sumnu 2006). Sphericity and aspect ratio values of Liberica berries can be observed in Table 
2. Liberica berries have 0.89 for mean sphericity and 0.87 for mean aspect ratio. Based on the 
sphericity value of Liberica berries, it can be observed that the berries have a spherical-like 
shape since the sphericity exceeds 70% (Eke et al., 2007). Comparing to other species in the 
work of Afonso Jr. et al. (2007). Liberica berries sphericity is only slightly higher than Arabica 
and Robusta, whereby both berries have a 0.82 sphericity value. From Table 2, with an aspect 
ratio value of more than 70%, Liberica berries are also more likely to roll than to slide. Hence, 
Liberica berries have higher sphericity than other coffee species and move by rolling rather 
than to slide on top of each berry. Sphericity will affect the materials’ angle of repose since 
rounded materials give low angle of repose which means high flowability of materials (Sahin 
& Sumnu, 2006).

Referring to Table 3, the mean sphericity and the mean aspect ratio of Liberica beans are 
0.63 and 0.64, respectively. Liberica beans’ sphericity is lower than other major species where 
the values are 0.68 (Arabica) and 0.72 (Robusta). From Table 3, with an aspect ratio value of 
less than 70%, Liberica beans are more likely to slide. Low aspect ratio of the Liberica beans 
also indicates the tendency of the bean shape to be oblong like (Eke et al., 2007). Therefore, 
Liberica beans have lower sphericity compared to Arabica and Robusta beans and also move 
on top of each bean by sliding. There is a significant difference in sphericity and aspect ratio 
between Liberica berries and beans.
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Volume and Surface Area

Since coffee berries in Malaysia are processed using the dry method, the berries’ volume 
is important in drying simulation models where the change of volume will lead to a major 
error in the modelling (Lang & Sokhansaj, 1993). Volume also plays an important role in the 
roasting process where roasting makes the beans expand (Franca et al., 2005). According 
to Table 2, the mean volume and mean surface area of Liberica berries are 5500 x 10-9 m3 
and 4271.09 mm2, respectively. In the current study, the mean volume of Liberica berries is 
comparatively higher than Arabica and Robusta. Based on a previous study by Afonso Jr. et 
al. (2003), the maximum volume of Arabica and Robusta berries are 1100 x 10-9 m3 and 800 
x 10-9 m3, respectively. Liberica berries also have a higher mean surface area of 4271.09 mm2 
compared to the maximum values for Arabica (600 mm2) and Robusta (450 mm2) (Afonso Jr. 
et al., 2003). To conclude, Liberica berries have bigger volume and surface area values than 
other major coffee species.

The volume and surface area of Liberica beans are presented in Table 3. Based on the 
result, the mean volume and mean surface area of Liberica beans are 225.96 x 10-9 m3 and 
561.66 mm2. The mean volume of Liberica beans is approximately twice the volume of Arabica 
(114.9 x 10-9 m3) and triple the volume of Robusta (73.7 x 10-9 m3) beans, based on a study by 
Mendonca et al. (2009). This means that Liberica beans have a bigger volume compared to 
Arabica and Robusta coffee beans.

Mass

Mass is important in calculation of densities and it can determine quality of materials. From 
Table 4, the mass composition of Liberica berries are shown. An average Liberica berry’s 
mass is 5.31 g. It is approximately 4 times heavier than the Arabica (1.65 g) and Robusta 
(1.35g) berry, according to Chandrasekar and Viswanathan (1999). In this study, the pulp to 
parchment ratio is 60:40 for Liberica and 40:60 for both Arabica and Robusta from the study 
by Chandrasekar and Viswanathan (1999). This indicates Liberica berries are heavier than 
Arabica and Robusta berries. Liberica berries also have thicker epicarp (skin) and mesocarp 
(pulp) with a smaller portion of endocarp (parchment), integument (silverskin) and endosperm 
(bean) compared to other species of berries. In addition, Ghawas and Rubiah (1991) stated that 
Liberica berries have a higher quantity of mucilage compared to Arabica and Robusta coffee. 
This affects the drying rate of Liberica coffee since it is heavier and has more mucilage than 
other types of coffee.

The mass of an average Liberica bean is 0.26 g (from Table 4). By referring to a study by 
Ramalakshmi et al. (2007), the average bean mass of a Liberica bean evaluated in the current 
study is higher than Arabica (0.19 g) and Robusta (0.20 g). Hence, Liberica beans are found 
to be heavier than Arabica and Robusta beans.
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TABLE 4 
Mass composition of Liberica coffee berries and beans

Properties (g) Mass Std.dev. Percentage (%)
100 berries 530.60 5.50 -
    - Pulp 318.34 3.30 60
    - Parchment 212.23 2.20 40
One berry 5.31 0.06 -
100 beans 25.72 0.90 -
One bean 0.26 0.01 -

Density

Density is required in a separation process such as hulling and in quality evaluation (Mohsenin, 
1978). Bulk density is the material’s density when packed or stacked in bulk while true density 
is the density of the pure substance (Sahin & Sumnu, 2006). The Liberica berries’ bulk density is 
497.83 kg/m3 while the true density is 1112.13 kg/m3, according to Table 5. Following previous 
literature, bulk density of Liberica berries is lower than Arabica and Robusta, where the values 
are 921 kg/m3 and 933 kg/m3. However, Liberica berries’ true density is higher than Arabica 
and Robusta berries (1055 kg/m3) (Chandrasekar & Viswanathan, 1999).

TABLE 5 
Physical properties of Liberica green coffee beans and berries

Properties Berries Std. dev. Beans Std. dev. 
Density (kg/m3)

- Bulk 497.83   0.66 677.79 1.49
- True 1112.13 84.72 1138.25 -

Coefficient of static friction 
- Plywood 0.41 0.03 0.34 0.01
- Aluminium 0.46 0.03 0.30 0.02
- Jute fibre 0.61 0.02 0.51 0.02

Angle of repose (°)
- Filling (FAOR) 21.86 3.28 22.49 0.40
- Emptying (EAOR) 21.52 4.44 19.67 0.45

Fracture force (N) 128.52   34.27 308.94   207.34
Deformation (mm)  4.62     0.62   1.16    0.40

From Table 5, Liberica beans’ bulk density and true density are 677.79 kg/m3 and 1138.25 
kg/m3, respectively. The beans’ bulk density is lower than the Arabica and Robusta beans 
(1200-1300 kg/m3) while the true density is higher following previous studies (600-650 kg/
m3) (Rodrigues et al., 2003; Dutra et al., 2001). Data on bulk density of Liberica coffee berries 
and beans showed that Liberica coffee is packed in lesser amount which could be due to its 
bigger volume compared to Arabica and Robusta coffee while higher true density of Liberica 
coffee could be contributed by both its higher mass and volume.
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Coefficient of Friction 

Coefficient of friction is used in designing storage structures and also agricultural machinery 
(Mohsenin, 1978). Table 5 shows the coefficient of friction of Liberica berries and beans. 
From the table, Liberica beans have the highest friction on jute fibre, followed by plywood 
and aluminium. The surfaces’ texture trend is rough (jute fibre), less rough (plywood) and 
smooth (aluminium). However, the trend is different for the berries where the order is jute 
fibre (rough), aluminium (smooth) and plywood (less rough). The reason could be the bean’s 
silverskin is less smooth than the berries’ skin. Hence, the friction between rough surfaces 
(plywood and bean’s silverskin) is higher compared to friction between rough and smooth 
surfaces (plywood and berries’ skin). Jute fibre offered the maximum friction for both berries 
and beans which could be due to the micro projections of the jute fibre which offered more 
resistance to the skin of berries and beans. Besides, rough surfaces have irregularities which 
make the real area of contact very small and almost independent of the apparent area of the 
surface (Mohsenin, 1978). Thus, high resistance materials such as jute fibre should be limited 
to ensure flowability along the tracks of coffee processing.

Angle of Repose (AOR)

Angle of repose can determine the materials’ flow behaviour (Ileleji & Zhou, 2008). Therefore, 
AOR is also used in equipment design and storage structures (Mohsenin, 1978). According 
to Table 5, Liberica berries and beans filling angle of repose (FAOR) are 21.86° and 22.49°, 
while the emptying angle of repose are 21.52° and 19.67°, respectively. The FAOR is higher 
for both berries and beans. AOR will increase with increasing moisture content because the 
surface layer of moisture which surrounds each particle makes the surface tension effects 
become predominant in holding solids together (Mohsenin, 1978). The mean value between 
FAOR and EAOR of berries is 21.69° and this is 21.08° for the beans. The mean value of 
berries is slightly higher than the beans. This could be due to the sphere-like shape of the 
berries which make the berries easier to roll, thus, it contributes to an approximately higher 
value. Meanwhile, the Liberica beans tend to slide on top of each layer of beans making the 
mean values of FAOR and EAOR lower.

Fracture Force and Deformation 

Fracture force is also important in equipment design such as the crusher. The fracture force 
will determine the maximum force which can be applied to a material. If the maximum force is 
exceeded, the crusher could damage the coffee beans rather than only the pulp. Table 5 presents 
the fracture force and deformation of Liberica berries and beans. The values of fracture force 
for Liberica berries and beans are 128.52 N and 308.94 N, respectively. Based on the result, 
Liberica berries have lower fracture force compared to the beans. This is because of the nature 
of the berries which are softer and easier to crush than the beans. According to Chandrasekar 
and Viswanathan (1999), fracture force values for Arabica and Robusta berries are lower than 
Liberica berries. The values are 30 N and 50 N, respectively. This shows that Liberica coffee 
berries need a special crusher for their processing. The value of Liberica berries fracture force 
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supports the fact from Brando (2009) where the Liberica berries’ pulp adheres to the beans 
strongly, making it difficult to separate the berries’ pulp and beans prior to sun drying. For 
this reason, aggressive pulpers which cut and bruised the pulp have been used in Malaysia 
rather than the normal pulpers which are used for Arabica and Robusta coffee. In a study by 
Pittia et al. (2007), the Liberica beans have higher fracture force (308.94 N) values compared 
to Arabica beans (150 N).

Colour

Colour can determine the materials’ maturity. Hence, colour can be used in separating ripe 
berries from green berries. It also assists in the electronic sorting and grading processes 
(Mohsenin, 1978). This can be applied in sorting the good coffee beans from black or infested 
beans. Table 6 shows the colour of Liberica berries and beans. The L*, c* and h* values for 
Liberica berries are 43.76, 49.86 and 39.34, respectively. Liberica beans’ values of L*, c* and 
h* are 39.94, 28.16 and 62.96 each. In comparison to Arabica and Robusta beans, Liberica 
beans have higher luminosity compared to Arabica (36) and slightly higher than Robusta (39). 
The chroma value of Liberica beans is higher than Arabica (17) but lower than Robusta (37). 
Furthermore, both Arabica and Robusta beans have higher values of hue angle which are 88 
and 84 respectively which correspond to a yellowish colour (Mendonca et al., 2009). 

TABLE 6 
Colour values of Liberica coffee berries and bean

Properties Berries Std. dev. Beans Std. dev.
a* 37.47 4.77 12.80 0.50
b* 31.74  10.90 25.08 0.87
L* - luminosity 43.76 3.17 39.94 1.60
c* - chroma 49.86 7.01 28.16 0.94
h* - hue angle 39.34 11.45 62.96 0.69

Comparing Liberica berries and beans, the berries’ luminosity (measurement of brightness) 
and chroma (colour intensity) values are higher than the beans’. Liberica berries’ value for hue 
(element of the colour wheel) angle correspond to an orange shade while the beans correspond 
to a yellowish colour when referring to the L*a*b* colour system. Wrigley (1988) stated that 
Liberica berries have a colour ranging from yellow to a dark, reddish brown with spots or 
flecks of red. Thus, the colour of mature Liberica berries helps in distinguishing the mature 
from immature berries, while the green of the coffee beans aids in separating bad beans from 
the good ones.

CONCLUSION

In this study, it was found that Liberica berries have a relatively bigger size, higher sphericity, 
volume, surface area, mass, true density, and fracture force value, but lower bulk density in 
comparison to Arabica and Robusta coffee. The order of Liberica berries’ coefficient of friction 
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is jute fibre, aluminium and plywood. While Liberica beans have a bigger size, higher volume, 
mass, bean average density, fracture force, and luminosity value, but possess lower sphericity, 
bulk density, and hue angle in comparison to other coffee species. The order of Liberica 
beans’ coefficient of friction is jute fibre, plywood, and aluminium. The physical properties of 
Liberica coffee berries and beans can be used to determine the quality of the coffee, and assist 
in machinery design, storage and handling in coffee-related industries.
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INTRODUCTION

Many statisticians employ the Ordinary 
Least Squares (OLS) method to estimate 
the parameters of a linear model because of 
ease of computation. In many occasions, the 
assumptions of random and uncorrelated errors 
are taken for granted by statisticians without 
any rigorous check. These assumptions 
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may not be true most of the time. The 
residuals may be correlated with the previous 
errors, which means that 0),( ≠ji uuE  
o r  0),cov( ≠ji uu  f o r  ji ≠ .  M a n y 
statistics practitioners are not aware of the 
consequences of the autocorrelation problem. 
In specific, it ruins the important properties 
of OLS (Grassian & Boer, 1980; White & 
Brisbon, 1980). The OLS estimators are no 
longer the Best Linear Unbiased Estimators 
(BLUE) in the sense that the residual variance 

2σ̂  is likely to be underestimated, the true 
2σ . Hence, less efficient estimates are 

obtained as a result of employing an incorrect 
model based on the erroneous assumption. 
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Additionally, the usual t and F tests of significance are no longer persuasive. These tests tend 
to be statistically significant when in fact they are not. The coefficient of determination, 2R , 
becomes inflated. As such, the estimator will look more accurate as compared to its actual value. 
All these problems contribute to the failure of the hypothesis testing. Hence, the autocorrelation 
problem will most likely give misleading conclusions about the statistical significance of the 
estimated regression coefficients (Gujarati & Porter, 2009). Therefore, it is very important to 
detect the presence of autocorrelation.

Many graphical methods have been developed and they are now available in the literature 
for detecting autocorrelation (Davidson & MacKinnon, 1998; Gujarati & Portter, 2009; Mirer, 
1995; Murray, 2006). However, due to the fact that diagnostic plots can be very subjective, it is 
necessary to have some statistical methods to detect the problem of autocorrelation. Rigorous 
procedures for testing the autocorrelation of data have also been suggested in the literature 
(see Breusch, 1978; Durbin & Watson, 1951; Godfrey, 1978; Hosking, 1980; Hosking, 1981; 
Mirer, 1995; Murray, 2006). Most of these techniques are based on the OLS estimation.

The Breusch-Godfrey (BG) test is the most commonly used method to detect the presence 
of autocorrelation. It was developed by Breusch (1978) and Godfrey (1978). This test has 
many practical points than other existing tests of autocorrelation such as Durbin-Watson Test, 
Runs Test, and Portmanteau Test. First, it allows for nonstochastic regressors. Secondly, the 
regressors included in the regression may contain lagged values of the regressand Y, that is Yt−1, 
Yt−2, etc. These lagged values may also appear as explanatory variables in the model. Thirdly, it 
allows the lagged values of the regressand to follow higher-order autoregressive scheme such 
as AR(1), AR(2), etc. Other existing tests are not applicable in these circumstances (Breusch, 
1978; Godfrey, 1978; Gujarati & Porter, 2009; Mirer, 1995; Murray, 2006).

Suppose

ttt uXY += β ,              (1)

if the error term tu  follows the pth-order autoregressive, AR(p), scheme

tptpttt uuuu ερρρ ++++= −−− ....2211             (2)
where tε  is a white noise error term that satisfies all the classical assumptions.

Then, the null hypothesis, 0H , to be tested is:

0...: 210 ==== pH ρρρ
            (3)

that is, there is no serial correlation between pttt uuu −− ,...,, 1  of any order.

The procedures of the BG test are as follows:

Step 1: Estimate the coefficients of Eq. 1 by the OLS and obtain the estimated residual, tû .

Step 2: Regress tû  on the original tX  and lagged values of the estimated residuals in Step  
 (1). In summary, the following auxiliary regression is carried out:
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tptptttt uuuXu ερρρα +++++= −−− ˆˆ...ˆˆˆˆˆ 2211~
          (4)

where α


 is the regression coefficients of matrix X .

Step 3: Obtain 2R from the above auxiliary regression. 2R  is given by:

SST
SSRR =2 ,              (5)

where SSR is the sum of the squared regression and SST is the sum of the squared total of the 
auxiliary regression.

When the sample size is large, the statistic 2)( Rpn −  is asymptotically following the 
Chi-squared distribution with a degree of freedom of p, that is 22 ~)( pRpn χ− . The null 
hypothesis is rejected if the statistic 2)( Rpn − exceeds the Chi-square value at the level of 
significant, which means at least one iρ  in Eq. 2 is statistically significantly different from zero.

In this article, a simple linear regression with autocorrelated errors are considered, as 
follows:

ttt XY µββ ++= 21 ,             (6)

and the error term is set to follow the first-order autoregressive AR(1) scheme,

11    ,1 <<−+= − ρερ ttt uu .            (7)

The auxiliary regression to be examined is therefore simplified to:

tttt uXu ερα ++= −1~
ˆˆˆ              (8)

Since this test is based on the OLS estimates, it is suspected to be easily affected by the 
outliers. It is now evident that the outlier(s) have an unduly effect on the OLS estimates (Midi, 
1999; Habshah et al., 2009; Rana et al., 2008; Riazosham et al., 2010).

In this paper, an attempt was made to robustify the Breusch-Godfrey test by incorporating 
the high efficient and high breakdown MM-estimator (Yohai, 1987) in the formulation of the 
new robust test for the identification of autocorrelation problem. We called this new test the 
Modified Breusch-Godfrey test (MBG). Real data and simulation experiments show that the 
proposed MBG outperforms the classical BG test in detecting autocorrelation in the presence 
of outliers.

MATERIALS AND METHODS

We have briefly discussed the Breusch-Godfrey (BG) test for autocorrelation detection. The 
BG test uses the OLS to estimate the regression coefficient, so we expect it to suffer a huge 
setback when outliers are present in the data. Therefore, we propose a test which is robust 
against outliers. Here, we propose a new test which is a modification of Breusch-Godfrey 
test. We first identify the components of the BG test that are affected by the outliers and then 
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replace them with robust alternative. From the preceding procedures, we can see that the BG test 
requires two times of minimizing the sum of squares residuals to get the estimated coefficients. 
Firstly, we regress the original regression and then regress the auxiliary regression. Edgeworth 
(1887) has proven that squaring of the residual causes the least square to become extremely 
vulnerable to the presence of outliers. Therefore, the coefficients obtained are easily affected by 
the outlier. The MM-estimators introduced by Yohai (1987), which combined high-breakdown 
point and a high efficiency, are incorporated into the BG test. The robustified BG test is proven 
to minimize the impact of outliers on the regression model. This test is called the Modified 
Breusch-Godfrey test, or in short, MBG.

The proposed MBG test is summarized as follows:

Step 1: Unlike the classical BG test, we estimate the coefficients of the two variables   
 regression by MM-estimator and get the residuals, tû .

Step 2: Regress tX  on the original tX  and 1ˆ −tu  or run the auxiliary regression stated in   
 equation (8) by the MM-estimator.

Step 3: Find 2R from the auxiliary regression in Step 2. 2R  for MBG test is defined as:

)(
2

SSRSSE
SSRR
+

= ,             (9)

where, SSE is the sum of squared errors and SSR is the sum of squared regression of the 
auxiliary regression.

The null hypothesis of no serial correlation between tµ  and 1−tµ  will be rejected if the 
statistic 2)1( Rn − exceeds the Chi-square value at 0.05 significant level.

RESULTS AND DISCUSSION

In this section, a few real world examples and a simulation study are presented to demonstrate 
the advantage of using the proposed Breusch-Godfrey test over the classical Breusch-Godfrey 
test in detecting serial autocorrelation problems. 

Indexes of Real Compensation and Productivity Data

The first example is the Indexes of Real Compensation and Productivity data by Gujarati and 
Porter (2009). The data set contains 46 observations that give the Index of Output (X) and 
the Index of Real Compensation per hour (Y) in U.S from 1960 to 2005. The data are shown 
in Table 1.

In this study, the performances of the classical BG test and the MBG test in the original 
data and contaminated data sets were examined. Three types of contaminated data sets were 
studied. The first type of the contaminated data is the data with one outlier in the x direction. An 
observation in X is replaced with an outlier; there will be a point that is in the far lower right 
corner. The second type of contaminated data is the data with one outlier in the y direction. 
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One observation in Y is replaced with an outlier; there will be a point that it is in the far upper 
left corner. The third type of the contaminated data is the data with a point that is in the far 
upper and far right corner, and the outlier is in both the x and y directions. For this case, a 
good observation is randomly replaced with an outlier. There are many definitions of outlier. 
In this study, outliers are considered as the values that lay outside the 3 deviation scopes from 
its mean. Fig.1 shows a scatter plot of the original data and the contaminated data.

Fig.2 shows the scatter plot of the current residuals (Res1) versus lagged residuals (Res(-1)) 
for the original data. From the plot, it is clearly seen that there is a positive serial correlation 
problem in the data. 

  

 
 Fig.1: Scatter plot for the original and contaminated data

 

Fig.2: Current residuals (Res1) versus lagged residuals (Res(-1))
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TABLE 1 
Original and modified Real Compensation and Productivity Data, 1960-2005

No X Y No X Y
1 48.9 60.8 24 83.0 90.3
2 50.6 62.5 25 85.2 90.7
3 52.9 64.6 26 87.1 92.0
4 55.0 66.1 27 89.7 94.95 
5 6.8 67.7 28 90.1 95.2
6 58.8 69.1 29   91.5 96.5
7 61.2 71.7 [171.7] 30 92.4 95.0
8 62.5 73.5 31 94.4 96.2
9 64.7 76.2 32 95.9 97.4
10  65.0 77.3 33 100.0 (170) 100.0 (200)
11 66.3 78.8 34  100.4 99.7
12 69.0 80.2 35  101.3 99.0
13 71.2 82.6 36 101.5 98.7
14 73.4 84.3 37  104.5 99.4
15 72.3 83.3 38  106.5  100.5
16 74.8 {166} 84.1 39 109.5 105.2
17 77.1   86.4 40  112.8  108.0
18   78.5   87.6 41  116.1  112.0
19   79.3   89.1 42  119.1  113.5
20   79.3   89.3 43  124.0  115.7
21   79.2   89.1 44  128.7  117.7
22   80.8   89.3 45  132.7  119.0
23   80.1   90.4 46  135.7  120.2

Note: X = index of output 
 Y = index of real compensation per hour
 {  } = outlier in X
 [  ] = outlier in Y
 (  ) = outlier in X and Y direction

The performances of the BG and MBG tests are evaluated based on the p-values and the 
results are presented in Table 2.

TABLE 2 
Autocorrelation diagnostics for Real Compensation and Productivity 

Test No Outlier
(p-value) 

One Outlier in X
(p-value)

One Outlier in Y 
(p-value)

One Outlier  
in X and Y Direction  

(p-value)
BG

MBG

7.667e-10

5.703e-10

5.664e-02

1.268e-04

5.650e-01

1.571e-04

2.590e-01

1.363e-04
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We observe from this table that the classical BG test is able to detect autocorrelation at 
0.05 significance level if there is no outlier in the data. However, it fails to detect the problem 
of autocorrelation when the outlier occurs in the data set. We now observe the results of the 
MBG test on the original and modified Indexes of Real Compensation and Productivity data. 
Unlike the BG test, the MBG test can successfully detect the autocorrelation in the presence 
of an outlier yielding a highly significant p-value.

Economic Report of the President 1982 Data

Our next example is the economic report of the president data given by Mirer (1995). These data 
contain 25 observations that show the relationship between personal consumption expenditures 
(CON) and disposable personal income (DPI). We deliberately replace a good observation with 
an outlier into the data set in order to get the modified data in vertical direction, horizontal 
direction, as well as both vertical and horizontal directions. This data set, together with the 
contaminated data, is presented in Table 3.

TABLE 3 
Original and modified Economic Report of the President 1982 data

No DPI(X) CON(Y) No DPI(X) CON(Y)
1 446.1 405.4 14 722.5 657.9
2 455.5 413.8 15 751.6 672.1
3 460.7 418.0 16 779.2 696.8
4 479.7 440.4 17 810.3 737.1
5 489.7 452.0 18 865.3 768.5
6 503.8(1570.0) 461.4(1461.4) 19 858.4 763.6
7 524.9 482.0 20 875.8 780.2
8 542.3 500.5 21 907.4 823.7
9 580.8{1400.0} 528.0 22 939.8 863.9
10 616.3 557.5[1557.5] 23 981.5 904.8
11 646.8 585.7 24 1011.5 930.9
12 673.5 602.7 25 1018.4 935.1
13 701.3 634.4

Note: {  } = outlier in X
 [  ] = outlier in Y
 (  ) = outlier in X and Y directions

Fig.3 shows the scatter plot of the original and modified economic reports of the president 
1982 data, while Fig.4 illustrates the scatter plot of the current residuals (Res1) versus lagged 
residuals (Res(-1)) for the original data.  Most of the residuals are bunched, in the first and the 
third quadrants, suggesting a positive correlation in the data.
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Fig.3: Scatter plots for the original and contaminated data for the Economic Report of the President 
data

 

Fig.4: Current residuals (Res1) versus lagged residuals (Res(-1)) for the Economic Report of the 
President data

The results of the newly proposed MBG test and the classical BG test in detecting 
autocorrelation for the Economic Report of President data are presented in Table 4. Table 4 
signifies that the classical BG test can only correctly identify the autocorrelation problem at 
0.05 significance level, i.e. when the data are free from contamination although they give a 
false detection in the presence of outliers. The MBG test still successfully detects the presence 
of autocorrelation problem with and without the presence of outliers.
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TABLE 4 
Autocorrelation diagnostics for the real compensation and productivity data

Test No Outlier
(p-value) 

One Outlier in X 
(p-value)

One Outlier in Y 
(p-value)

One  Outlier in 
X and Y Direction 

(p-value)
BG

MBG
1.217e-03
8.765e-04

6.284e-02
1.495e-02

7.760e-01
1.496e-02

8.752e-02
3.711e-03

Inventories and Sales in U.S. Manufacturing, 1950 – 1991 data

For the last numerical example, we consider inventories and sales taken from Gujarati and 
Porter (2009). Once again, we randomly replace a good observation in the sales and inventories 
with the outliers and replace a coordinate paired with a contaminated pair in the sales and 
inventories direction. The original and contaminated data are shown in Table 5, and the scatter 
pot of each data set is shown in Fig.5. It can be seen by looking at the residual plot in Figure 
6 that the data have positive autocorrelation problem.

TABLE 5 
Original and contaminated Inventories and Sales data

No Sales(X) Inventories(Y) No Sales(X) Inventories(Y)
1 46486 84646  22 224619 369374
2 50229 90560  23 236698 391212
3 53501 98145  24 242686 405073
4 52805 101599 25 239847 390950
5 55906 102567[802567] 26 250394 382510
6 63027 108121 27 242002 378762
7 72931 124499 28 251708 379706
8 84790 157625 29 269843 399970
9 86589 159708 30 289973 424843
10 98797 174636 31 299766 430518
11 113201 188378 32 319558 443622
12 126905 211691  33 324984 449083
13 143936 242157 34 335991 463563
14 154391 265215 35 350715 481633
15 168129{579000} 283413 36 330875 428108
16 163351(547551) 311852(1900000) 37 326227 423082
17 172547 312379 38 334616 408226
18 190682 339516 39 359081 439821
19 194538 334749 40 394615 479106
20 194657 322654 41 411663 509902
21 206326 338109

Note: { } =outlier in X
 [ ] =outlier in Y
 (  ) =outlier in X and Y directions
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 Fig.5: Scatter plot for the original and contaminated data for the Inventories and Sales data

 
Fig.6: Current residuals (Res1) versus lagged residuals (Res(-1))  for the Inventories and Sales data

We employ the classical BG and MBG tests to the sales and inventories data. The test 
results are exhibited in Table 6. Similar results are obtained as in the previous examples. The 
power of detection of the classical BG test becomes poor when the outliers are present in the 
data. The MBG test is reliable in detecting the serial correlation irrespective of the presence 
of outliers at 0.05 significance level.
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TABLE 6 
Autocorrelation diagnostics for the real compensation and productivity data

Test No Outlier 
(p-value) 

One Outlier in X 
(p-value)

One Outlier in Y 
(p-value)

One  Outlier in 
X and Y Direction 

(p-value)
BG

MBG

2.789e-09

3.097e-09

5.043e-02

3.996e-04

4.937e-01

4.640e-04

5.047e-02

2.831e-04

Simulation Study

We have seen the performance of the MBG test in the real world data. Now, we want to verify 
the results by checking a Monte Carlo simulation experiment. In this study, we considered 
three different samples sizes, n = 20, 60 and 100, to represent the small, medium and large 
samples. For each sample, n ‘good” data are generated according to the following relation:

uXY ++= 42             (10)

where, all the values of X are generated from Uniform Distribution, U(0,10). The error term 
tu  is generated by the first-order autoregressive scheme, as follows:

ttt uu ε+= −19.0              (11)

with an initial value of 1u  equals to 2. The white noise, tε  is generated from the Normal 
distribution, with mean 0 and standard deviation 0.1. This autoregressive scheme is repeated 
for every 10 observations. Based on our experiences, the value of 0.9 is chosen in Eq. 11 to 
ensure the existence of a high autocorrelation problem.

We would like to compare the performance of the BG and MBG tests with 5% and 10% 
outlier in x, y and both x and y directions. For each sample size, outliers are generated by 
deleting the ‘good’ observations and substituting them with ‘bad’ data points. The outliers in x 
are represented by a uniform distributed variate ix  from Uniform Distribution U(15,20), with 

iy  being randomly selected Y values which are less than 15. Similarly, the outliers in the y 
direction are represented by generating the iy  variate from a Uniform Distribution U(50,60), 
with ix  being randomly chosen X values which are less than 4.

Finally, the data sets with the outliers in both x and y directions are created by randomly 
replacing good observations with ix  from U(15,20) and iy from U(50,60). In this study, we 
set the significance level to 0.05 and in each simulation run, there are 10,000 simulations.

Table 7 exhibits the classical BG and MBG tests. The classical BG test performs very 
poorly in the simulation. Throughout the simulation, the classical BG tests show inconsistency 
in detecting autocorrelation. In fact, the BG tests fail when there are outliers in the data set 
for all the three sample sizes. Nonetheless, the MBG test performs superbly throughout. This 
test is robust when the data are contaminated with the outliers. The MBG test also has higher 
power of detection with the increase of sample sizes. Thus, the MBG test outperforms the 
classical BG test in every respect of contamination.
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TABLE 7 
Simulation results of autocorrelation

5% of Outliers (p-value) 10% of Outliers (p-value)
Sample 

sizes
Tests No Outlier 

(p-value) X Y
Both  

X and Y X Y
Both  

X and Y
n = 20 BG 1.643e-02 4.702e-01 6.635e-01 4.669e-01 4.362e-01 4.975e-01 4.491e-01

MBG 4.214e-03 4.701e-02 4.399e-02 4.729e-02 3.584e-02 3.553e-02 3.758e-02 
n = 60 BG 5.906e-04 4.813e-01 5.947e-01 4.957e-01 4.740e-01 4.787e-01 4.781e-01

MBG 5.099e-07 5.594e-05 5.181e-05 6.205e-05 6.211e-05 6.828e-05 7.495e-05
n = 100 BG 1.759e-05 4.870e-01 5.290e-01 5.032e-01 4.808e-01 4.887e-01 4.815e-01

MBG 6.958e-11 1.294e-07 1.331e-07 1.429e-07 2.163e-07 1.797e-07  1.697e-07

CONCLUSION

In this research, the commonly used test for detecting autocorrelation has been shown to fail 
when outliers are present in any respect of the data. Hence, we formulate a simple but robust 
modification of the Breusch-Godfrey test to overcome the problem. Meanwhile, the comparison 
using the real data and Monte Carlo simulation experiments proved that the proposed Breusch-
Godfrey test is consistent and reliable in offering substantial improvements over the classical 
Breusch-Godfrey test and also performs excellently in the detection of autocorrelation in the 
presence of outliers.
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ABSTRACT

An audit of Diabetes Control and Management-Diabetes Registry Malaysia (ADCM-DRM) was started 
to monitor the provision of diabetes care in the country. A total of 20,646 patients were registered in 
the registry until 31st December 2008. This report set out to determine the Type 2 diabetes controls and 
treatment profiles of these cohorts of patients. This was a registry-based observational study conducted 
from May to December, 2008. An online standard case record form was available for site data providers 
to register their diabetic patients aged 18 years old and above annually. Demographic data, diabetes 
duration, treatment modalities, as well as various risk factors and diabetes complications were reported. 
Data were analyzed using Data Analysis and Statistical Software (Stata) version 9. A total of 81 centres, 
6 of which were hospitals, participated in this registry until 31st December 2008, contributing a total 
of 20646 patients. A majority of them (99.2%) had Type 2 diabetes mellitus. The mean HbA1c was 
8.0% (SD 2.10), with 30.1% and 17.9% of the patients who attained HbA1c < 7% and HbA1c < 6.5%, 
respectively. Metformin was prescribed more than sulfonylurea while only 11% had insulin. A review of 
the diabetic care policy and strategies in the primary health care clinics is needed to implement a more 
effective treatment of diabetes in this country.
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INTRODUCTION

The number of people with diabetes is 
expected to increase alarmingly in the coming 
decades. In 1985, an estimated 30 million 
people worldwide had diabetes; in 2000, a 
little over a decade later, the figure had risen 
to over 150 million. By 2030, the figure is 
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expected to rise to 439 million (International Diabetes Federation, 2009). The prevalence of 
diabetes mellitus in Malaysian adults aged 30 years old and above has doubled over the ten 
year period from 8.3% in 1996 to 14.9% in 2006 (National Health Morbidity Survey,1996; 
Institute of Public Health, 2008). According to the International Diabetes Federation estimates 
for 2010 and 2030, Malaysia is among the top ten countries with the highest prevalence of 
diabetes mellitus (International Diabetes Federation, 2009).

Diabetes mellitus is one of the commonest chronic, non-communicable diseases which 
contribute to a high level of morbidity and mortality globally with its impacts coming not 
only from diabetes mellitus itself, but mainly arising from its complications such as coronary 
artery disease and chronic kidney disease (Garcia et al., 1974; National Health Morbidity 
Survey, 1996; Lim et al. 2009). Studies have shown that with good glycaemic control and 
control of other concomitant cardiovascular risk factors, there would be delay in complications 
(The Diabetes Control and Complications Trial Research Group, 1993; UKPDS, 1998; Berl 
et al., 2003; Sever et al., 2005; Patel et al., 2007; Action to Control Cardiovascular Risk in 
Diabetes Study Group, 2008; ADVANCE Collaborative Group, 2008). Findings from UKPDS 
showed that for every 1% reduction in HbA1c, there was 37% reduction in micro-vascular 
complications, about 40% reduction of all diabetic-related end-points, myocardial infarction 
and death in the metformin sub-group analysis (UKPDS, 1998). This protective effect of early 
intensive glycaemic control persisted into the following decade post study (Holman, 2008). 
However, the achievement of the control to the recommended target level is not satisfactory. 

Clinical audit is one of the measures which health care providers use to assess and monitor their 
care to the patients. By implementing changes to the shortfalls found, health care providers 
hope to improve on the quality of care to the patients and subsequently delay the complications. 

Clinical audit is one of the measures which health care providers may use to assess and 
monitor their care to the patients (Costa, 2009). An online diabetes registry database called the 
“Audit of Diabetes Control and Management-Diabetes Registry Malaysia (ADCM-DRM)” was 
started in July 2008 as a pilot project in Negeri Sembilan (NS) (ADCM manual; CRC, Kuala 
Lumpur). The objectives of this online registry was to gather and monitor the provision of 
diabetes care; hence, to better inform outcomes of treatment, budget planning, health education 
for both the physician and patients as well as to increase awareness of the potential serious 
impact of this disease on the country (Stamler et al., 1993; American Diabetes Association, 
1998; American Diabetes Association, 2001). This registry was managed by a secretariat based 
at Clinical Research Centre, Hospital Kuala Lumpur. The main source data providers (SDP) 
were those from government health clinics and hospitals throughout NS, Selangor and Perak. 
This report set out to determine the Type 2 diabetes controls and treatment profiles as up to 
31st December 2008.

MATERIALS AND METHODS

This study was approved by the Medical Research Ethics Committee (MREC), Ministry of 
Health, Malaysia. ADCM-DRM database from July to 31st December 2008 was cleaned before 
the analyses were carried out. All public hospitals and health clinics were invited to participate 
as SDP. Participation was voluntary. An online standard case record form (CRF) was available 



Gycaemic Control and Treatment Profile amongst 20646 Adult T2DM

97Pertanika J. Sci. & Technol. 22 (1): 95 - 103 (2014)

in the ADCM website for SDP to register their diabetic patients aged 18 years old and above 
annually. This was done by trained physicians and paramedics. Patients with T2D were defined 
as when their case record fulfilled all these criteria: (1) either documented diagnosis of diabetes 
mellitus according to World Health Organisation (WHO) criteria, or (2) those whose current 
treatment consisted of life-style modification, on oral anti-diabetics or insulin. The data 
captured include demography, diabetes duration, treatment modalities, as well as various risk 
factors and diabetes complications. Each of the selected SDP site administrators was given a 
password guarded access to the website in order to generate local data that was analysed by 
the secretariat. Data were analysed using STATA version 9. The detailed methodology of this 
project has been described elsewhere (Mastura et al., 2008).

RESULTS

A total of 81 centres, 6 of which were hospitals, participated in this registry until 31st December 
2008, contributing a total of 20,646 patients. A majority of the patients (89.6%) were from 
Negeri Sembilan and most of the cases were Type 2 diabetes mellitus (T2D) (99.2%). In more 
specific, 57.2% were females, while Malays made up 57.1%, Chinese were 19.7%, Indians 
formed 22.6% and other races made up 0.2% (see Table 1). The mean age was 58.0 years (SD 
11.49) with 77.6% of them aged 50 years old and above. About 82% of the patients had their 
body mass index (BMI) in the overweight category (BMI ≥ 23 Kgm-2), with 42.3% of them who 
were actually at least in the Obese class I (BMI ≥ 27.5 Kgm-2). The mean age at diagnosis was 
54.8 years old (SD 11.47) and the mean duration of diabetes was 4.7 years (SD 4.20) (see Fig.1).

TABLE 1 
Demographic profile

Profile n (%)
Gender

Male 8687 (42.4)
Female 11722 (57.2)
Missing 72 (0.4)

Ethnicity
Malay 11694 (57.1)
Chinese 4026 (19.7)
Indian 4637 (22.6)
Other Malaysian 48 (0.2)
Non – Malaysian 7 (0.03)
Missing 69 (0.3)

Age group (years)
< 30 178 (0.9)
30-49 4423 (21.6)
50-69 12424 (60.7)
≤ 70 3456 (16.9)
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Fig.1: The percentage of patients according to duration of diabetes

The mean casual blood glucose (CBG) and fasting blood glucose (FBG) were 11.1 mmol/L 
(SD 4.47) and 8.4 mmol/L (SD 3.26), respectively. The mean HbA1c was 8.0% (SD 2.10) out 
of about two thirds of tests carried out (Table 2). From a total of 13310 HbA1c test results 
available for analysis, 4012 (30.1%) of the patients attained HbA1c < 7% and 2386 (17.9%) 
achieved HbA1c < 6.5%.

Table 3 shows the treatment modalities of the patients. There were 326 (1.6%) patients 
who were prescribed diet control only. Most of the patients (42.7%) were on two and more oral 
anti-diabetic agents (OAD) as compared to monotherapy of OAD (34.9%). The most common 
OAD was either Metformin (75.9%) or a sulfonylurea (60.8%). Insulin was prescribed in a 
total of 2254 (11.0%) patients with about two thirds of them were prescribed in combination 
with OAD agents (see Table 3). Amongst the patients on insulin therapy, intermediate acting 
insulin was the most commonly used insulin (53%), followed by pre-mixed insulin (38.9%) 
and the least used was long-acting insulin (0.01%).

TABLE 2 
Glycaemic monitoring and profiles from July-December 2008

Measurement n, (% of the total patients) Mean (SD)
Casual blood glucose (mmol/L) 11200 (54.7) 11.1 (4.47)
Fasting blood glucose (mmol/L) 14214 (69.4) 8.4 (3.26)
2 hrs Post-prandial (mmol/L) 5825 (28.4) 13.3 (4.58)
HbA1c (%) 13764 (67.2) 8.0 (2.10)
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TABLE 3 
Treatment Modalities

Treatment Modalities n (%)
Diet only 326 (1.6)
Oral anti-diabetic agent only

- Monotherapy (OAD) 7142 (34.9)
- ≥2 OAD 8753 (42.7)

OAD & Insulin 1415 (6.9)
Insulin only 839 (4.1)

DISCUSSION

There was a huge majority of T2D (99.2%) in the registry as it was expected from the mainly 
primary care set-ups of the site data providers. Hence, Type 1 diabetes mellitus patients were 
rarely seen at these health clinics, as few as an average of less than 2 patients per centre. Negeri 
Sembilan contributed the most number of patients because this project was initiated in this state 
from the beginning. The gender composition was typical of attendance to any of the Malaysian 
health care centres and services, whereby female attendance (57.2%) being more common than 
the male. However, the difference was not as large as usually seen, most probably owing to 
the fact that a large majority of patients were retired individuals (77.6% being older than 50 
years old). The ethnicity composition did not reflect the national representation as evidenced 
by the Indians (22.6%) being the second most common users of these health facilities instead 
of the Chinese (19.7%). This phenomenon is not unexpected since the Indians are the ethnic 
group mostly affected by diabetes and the Chinese could be getting their health care needs 
from the private health care sectors (National Health Morbidity Survey, 1996; Institute of 
Public Health, 2008). This registry confirmed the belief that most of the T2D patients seen at 
the primary care level were at the early stage of the disease as there were more than half who 
were diagnosed less than 5 years ago.

FBG was the most commonly carried out test for the patients and this was closely followed 
by HbA1c; about two thirds (67.2%) of the patients managed to have HbA1c tested in the 
past one year. This was comparable to another study in 19 public hospitals across Peninsular 
Malaysia which reported annual testing rates of 67.9% for HbA1c (Mafauzy, 2006). The 
mean HbA1c of 8.0% in this survey was better when compared to data of 8.6% from tertiary 
centres and hospitals (Ismail et al., 2000). However, the figure is higher than in another study 
conducted in a government primary health centre in East Malaysia, where the average HbA1c 
was 7.4% (Wong & Rahimah 2004). This survey found that 30.1% of the patients attained 
HbA1c < 7% and 17.9% achieved HbA1c < 6.5%. The control profile was rather similar to 
both the local and United States academic primary care centres (Eid et al., 2004; Chew et al., 
2011; McFarlane et al., 2002). Studies in public hospitals (Mafauzy, 2006) and another study 
in an urban primary health care centre (Wong & Rahimah, 2004) have shown better results. 
The reason for the difference could be due to the level of care. Patients from hospital and 
urban health clinics are mainly managed by specialist or senior medical officers whereas our 
survey included rural districts where the patients may be managed by medical assistants or 
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junior medical officers. Lack of awareness and adherence to clinical guidelines, heavy patient 
load and restricted access to “List A” drugs like premixed insulin and safer sulphonylurea, 
glicazide may be the other factors for poorer results in the public primary healthcare clinics 
in our survey (Tan et al., 2008).

We observed that a few patients were on diet control alone as their treatment. This was not 
surprising among the present study cohorts of patients in the early stage of diabetes mellitus 
who might be asymptomatic and had HbA1c < 6.5% or FBG < 6.0 mmol/L in accordance to 
the recommendation of the national clinical practice guidelines (Malaysian Clinical Practice 
Guidelines for the Management of Type 2 Diabetic Mellitus, 2009). This registry reported 
a positive finding that more metformin than sulfonylureas was prescribed now compared to 
earlier studies in the country (Sarojini et al., 2008) and Thailand (Kosachunhanun et al. 2006) 

that showed the reverse scenario. The first line of anti-diabetic with metformin was appropriate 
in this youngish cohort and contra-indication of metformin is rather rare in primary healthcare 
clinical practice. This similar observation was also noted in the United Kingdom general practice 
since 2002, when metformin use surpassed sulfonylureas (Filion et al., 2009). However, the 
insulin use, both alone and in combination with other OAD agents, was still very low (11%) and 
this may explain rather poor diabetic control rate amongst the T2D patients in the community. 
The National Health Morbidity Survey in 2006 showed only 7.2% insulin usage, both alone 
and in combination with oral anti-diabetics. Under-utilization of insulin is also found in other 
studies in primary care clinic and hospital (Wong & Rahimah, 2004; Tan et al., 2008). This 
could be due to the resistance to use insulin by the healthcare provider and the low acceptance 
of insulin therapy by patients due to misconception of insulin risk and interference of routine 
life-style (Nathan, 2002; Cefalu, 2002; Karter et al., 2010).

The limitations of this registry are the retrospective data retrieval from patients’ records 
by mainly non-treating parties leading to incompleteness and inaccuracy. As the registry was 
not compulsory, many health centres did not participate, leading to biased patient population 
from only the participating centres. Thus, the data presented here could not be generalized to 
the whole primary care in Malaysia as a major proportion of the patients were from Negeri 
Sembilan.

CONCLUSION

ADCM-DRM is gaining momentum since its inception as evidenced by the ever increasing 
number of site participation and patients registered into the registry. The control profile was 
rather fair and showed no improvement as compared to earlier glycaemic control profile in the 
country many years ago. There was under-utilization of insulin which could have caused poor 
glycaemic control in the majority and this insulin acceptance and adherence can be improved 
with better patient education and self-management training. A review of the diabetic care 
policy and strategies in the primary health care clinics is needed to implement a more effective 
treatment of diabetes.
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ABSTRACT

The computer, together with Lab View software, can be used as an automatic data acquisition system. 
This project deals with the development of a computer interfacing technique for the study of Hall 
Effect and converting the existing automation system into a Web-based automation system. The drive 
board RS 217-3611 with PCI 6025E card and stepper motor RS191-8340 with a resolution of 0.1mm, 
was used to move a pair of permanent magnets backward and forward against the sample. The General 
Interface Bus (GPIB) card interfaces, together with digital nano voltmeter and Tesla meter using serial 
port RS232 interface, are used for measuring the potential difference and magnetic field strength 
respectively. Hall Effect measurement on copper (Cu) and tantalum (Ta) showed negative and positive 
sign Hall coefficient. Therefore, the system has electron and hole charge carriers respectively at room 
temperature. The parameters such as drift velocity, conductivity, mobility, Hall Coefficient and charge 
carrier concentration were also automatically displayed on the front panel of Lab View programming 
and compared with standard value. The Web-based automation system can be remotely controlled and 
monitored by users in remote locations using only their web browsers. In addition, video conferencing 
through Net Meeting has been used to provide audio and video feedback to the client.
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INTRODUCTION

The Hall effect VH is observed when a 
magnetic field (B) is applied at right angles 
to a sample of material carrying an electric 
current (I). Hall Effect (or Hall voltage) that 
appears across the sample is due to an electric 
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field which is at right angles to both the current and the applied magnetic field (Edward, 2006). 
Hall voltage can then be expressed as:

H
H

R BIBIV
nqd d

= =
             (1)

where d= thickness of the sample, q= charge and n = charge carrier density

The quantity 1
HR

nq
=  is called Hall Coefficient           (2)

The Hall voltage is directly related to the magnetic field and the drift current, and it is 
inversely related to the thickness of the sample. The samples used for the measurement are 
in the form of thin strips. A plot of Hall voltage (VH) as a function of magnetic field (B) at 
constant current will have a slope given by the following equation:

HIRSlope
d

=
              (3)

From equation (3), the slope of dependency VH vs. B is defined, in particular, by the Hall 
coefficient RH. This RH carries information about majority electron or holes concentration. The 
conductivity σ is given as:

IL
VA

σ =
              (4)

where, L= Length and A= Cross sectional of the sample.

The mobility μ, is given as:

HRµ σ=                (5)

and also the drift velocity vx of the sample is given as:

x
Iv

nqA
=

              (6)

INSTRUMENTATION AND SOFTWARE

The Hirst Tesla meter model GM08 was used to calibrate the magnetic field and connected to a 
personal computer (PC) via Serial Port (Kai Qian, 2009). A current supply of 1.0A through the 
sample was provided by Keithley current source model 224. Keithley nano voltmeter model 
2182 was connected to a PC via General Purpose interface Bus (Sumathi, 2007) to measure 
the Hall Effect potential. The drive board RS217-3611 (RS Component, 2001) with PCI 6025E 
(Basil, 2011) card through opto isolator circuit and stepper motor (Takashi, 1985; Kalman, 1995) 
with a resolution of 0.1mm were used to move a pair of permanent magnets, Neodymium-Iron-
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Boron (Nd-Fe-B), backward and forward against the sample. The opto isolator circuit is used 
to amplify 5 volt to 12 volt from DAQ Card PCI 6025E to make the stepper motor work and 
also served as a protection circuit for any excess current, which could backflow into the PC 
in any case of short circuit or current spikes. The Web designs are based on the client-server 
concept. The term client-server refers to a relationship between two systems or processes. The 
client-server is a computer architecture that divides functions into client (requestor) and server 
(provider) subsystems, with standard communication methods such as Transmission Control 
Protocol (TCP) or Internet Protocol (IP) to facilitate the sharing of information between them 
(Carl, 1994). A web camera also connected to a server computer running NetMeeting enables 
the provision of audio and video feedback to the client, on the happenings during Hall Effect 
experiment, as shown in Fig.1.
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Fig.1: A Full Schematic Illustration of Web-based Automation system
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Lab VNC or Lab View Virtual Network Control, a powerful third party freeware, is 
installed in the server computer and then configured to be a Lab View server (Travis, 2000). 
The server’s Lab VNC will then load the user interface in the form of Java Applets into the 
client’s web browser software such as Internet Explorer. These Lab VNC programmes run 
simultaneously with the automation system and enables client to control and monitor the 
automation system through the Internet. To achieve web-based control, the user at the server 
PC must NOT configure the user interface, but instead allow the user at the remote client PC to 
figure the user interface. Operating the automation system through web-based control involves 
configuring both the server and client PC as shown the flowchart in Fig.2.

            Server Setting                                              Client Setting 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

Apparatus set-up and mounting 
sample 

Make sure Firewall in client PC-Disabled 

Open browser and enter IP address Load user interface and Lab VNC 

Java Applet Loaded and enter password Configure and run Lab VNC 

User interface in server PC loaded into PC web 
browser.  

Get the IP address 

Fig.2: Flowchart Web-based control of the automation system

The sample with four point probes set up is shown in Fig.3, where two wires are connected 
to a current source 1.0A and the other wires are connected to a nano voltmeter. In order to have 
good electrical contacts, the sample surface was thoroughly cleaned, using alcohol.

Fig.3: Sample holder with four point probes for metal sample
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All the apparatus were controlled by LABVIEW programming (Wells & Travis, 1997) to 
acquire the data. The user interface of the LABVIEW programming containing Java Applet 
through Internet web is shown in Fig.4. The user interface is divided into three parts as follows:

a. The pre-setup system consisting of four features are: Test selection menu for the user to 
select either to choose Hall Effect experiment or to move stepper motor; Offset voltage 
(Brandley, 2007) for the user to provide initial voltage so that the LABVIEW programming 
will automatically fix this voltage as offset voltage; Dimension of the sample for providing 
the length, thickness and width of the sample; File selection tool that permits a user to store 
the acquired data.

b. The monitoring systems are a motor indicator and web camera, each one to indicate the 
distance between two permanent magnets and provide video and audio feedback to the 
client, respectively.

The data acquisition consists of parameters of the experiment that display specific values: 
the drift velocity, conductivity, mobility, Hall coefficient and charge carrier concentration; 
magnetic field and voltage reading that display the magnetic field strength and Hall voltage 
reading respectively; graph to display the Hall voltage as a function of the magnetic field.
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Fig.4: User Interface containing Java Applet through Internet web
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The standard apparatus for Hall effect measurement, as used in the teaching laboratory 
and acquired from LEYBOLD, costs approximately RM36,000 per set. However, there is no 
facility for remote control through web-based and the data are recorded manually. An estimate 
of the current set-up of the whole system is approximately RM16,000.

RESULTS AND DISCUSSION

The web-based automation system - written using Lab View programming - has been 
successfully developed to give instructions to the computer. The data from Tesla meter and 
nano voltmeter, via serial port and GPIB respectively, are automatically saved to the hard drive 
for further analysis and automatically plotted in real time. The Hall voltage increased linearly 
with increasing magnetic field strength as shown in Fig.5.

 

0,0E+00

5,0E-08

1,0E-07

1,5E-07

2,0E-07

2,5E-07

0,0E+00 5,0E-03 1,0E-02 1,5E-02 2,0E-02

H
al

l V
ol

ta
ge

(V
ol

t)

Magnetic Field (Tesla)

Hall Voltage Versus Magnetic Field 
Tantalum (Ta)

Best Fit
Original Data

 

-4,E-08

-3,E-08

-3,E-08

-2,E-08

-2,E-08

-1,E-08

-5,E-09

0,E+00
0,E+00 5,E-03 1,E-02 2,E-02

H
al

l V
ol

ta
ge

 (V
ol

t)

Magnetic Field(Tesla)

Hall Voltage Versus Magnetic Field
Copper (Cu)

Best Fit
Original Data

Fig.5: Hall Voltage as a function of magnetic field for tantalum and copper
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Table 1 shows the results which were automatically calculated and displayed in the front 
panel user interface through Lab View programming and obtained by using equations 1-6.

TABLE 1 
The Hall Effect result for selected materials

Material Thickness 
d±0.001 
x10-3m

Width 
W±0.001 
x10-3m

Length 
L±0.001  
x10-3m

Hall 
Coefficient RH  

x10-10 m3/C

Charge 
carrier   

n x1028  m-3

Conduction     
σ x106 

 ohm-1m-1

Mobility 
μ  x10-3 
 m2/Vs

Drift 
velocity Vd   
x10-3 m/s

Copper 
(Cu) - 
99.5%

0.039 12.800 23.810 -0.78 ±0.05
(-0.55)
(41.8)* 

8.01±0.52
(11.40)
(29.7)*

47.70±2.30
(58.80)
(18.8)*

3.72±0.29
(3.23)
(15.1)*

0.15±0.02

Tantalum 
(Ta) - 
99.4%

0.023 13.800 23.800 +1.14±0.02
(+1.01)
(12.8)*

 5.48±0.09
(6.19)         
(11.4)*

7.50±0.06
(7.80)
(3.8)*

0.88±0.02
(0.78)
(12.8)*

 0.35±0.04

(    ) Theoretical value (Hurd, 1972; Kittel, 1971) 
(    )*%accuracy

Hall coefficient for copper showed that the charge carriers have a negative sign. In this case, 
the conduction band is dominated by electron charge carriers moving through the material and 
hence, making copper dominated by electrons as charge carrier. For tantalum, the Hall potential 
difference shows that the charge carriers have a positive sign, which means the conduction is 
dominated by holes, unoccupied energy levels in the valence band. The holes correspond to 
the absence of an electron and thus, behave like positive charge carriers moving through the 
material. The experimental values of Hall Effect coefficient, conductivity, mobility and charge 
carrier for the sample are compared to the theoretical values. The differences between the two 
values may be due to disturbing secondary effect particularly at the contact points or impurities 
in the test sample. The drift velocities for both copper and tantalum are very small. However, 
the drift velocity of copper is smaller than that of tantalum due to the fact that copper has a 
higher value of charge carrier since the drift velocity is inversely proportional to the charge 

carrier 1
dV

n
∝ .

CONCLUSION

In this paper, the apparatus used in the experiment to measure Hall Effect are simple, cheap 
and easy to handle. The results obtained are in the same order of magnitude when compared to 
theoretical values. The Web-based automation system can be remotely controlled and monitored 
by users in remote locations by using only their web browsers. The advantage offered by this 
system is in the field of education since it can be a key component of e-learning. Students 
are able to view and control physics experiments carried out ‘live’ over the Internet and also 
participate over conventional web browsers in real time. Hence, the system that was developed 
can also be used as an affective teaching aid.
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ABSTRACT

This study was performed to evaluate the antifungal activities of methanolic fractions from the stem 
bark of Entada spiralis Ridl. against human dermatophytes and yeast-like fungus in vitro. Three types 
of human dermatophyte, Trichophyton mentagrophytes ATCC 9533, Microsporum gypseum ATCC 
24102 and Trichophyton tonsurans ATCC 28942, and one yeast-like fungus, Candida glabrata ATCC 
66032, were tested against the methanolic fractions labelled FA1, FA4 and FA5. T. mentagrophytes, T. 
tonsuran and M. gypseum were susceptible to all tested fractions in a concentration-dependent manner 
whereas C. glabrata was resistant. Fraction FA1 at a concentration of 400 mg/mL was found to exhibit 
the highest antifungal activity with the inhibition zone diameter of 22 mm (T. mentagrophytes). This 
fraction showed a minimum inhibitory concentration MIC of 0.097 mg/mL while the MIC value for the 
fraction FA4 and fraction FA5 was 3.12 mg/ml and 1.56 mg/ml respectively. Agar overlay bioautography 
assay results showed that most of the bioactive compounds were found in the fraction FA1. Based on 
these findings, it can be concluded that the stem bark extracts of E. spiralis can be a future source of 
potent natural antimicrobial drugs for superficial skin diseases. 
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INTRODUCTION

Medicinal plants contain numerous chemicals 
that can be employed by humans to overcome 
certain microbial invasions and they have been 
used as major sources of drug development 
(Kuete et al., 2009). Presently, their uses 
in traditional medicine have expanded 
widely and are gaining in popularity. Herbal 
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medicines have been reported to serve the health needs of about 80 % of the world’s population, 
and are especially used in the vast rural areas of developing countries (WHO, 2001). The 
plant extracts of herbal medicines and products have been used for the treatment of bacterial, 
fungal and viral infections (Bruneton, 1999; Cowan, 1999). In past decades, infection caused 
by dermatophytes has increased considerably. Dermatophytes are parasitic fungi that cause 
infections of the skin in animals and humans. These include the imperfect fungi of the genera 
Epidermophyton, Microsporum and T. richophyton. The infections occur as the fungi are able 
to obtain nutrients from keratinised material. They do not invade living tissues but colonise 
the outer layer of the skin. Some of the skin infections caused by Trichophyton tonsurans, 
Trichophyton mentagrophytes and Microsporum gypseum are tinea capitis (scalp and hair), tinea 
corporis (glabrous skin), tinea unguium (nails) and tinea manuum (hand). Since dermatophytes 
are responsible for serious human pathogenic disorders, work on alternative approaches such 
as the use of natural antimicrobial agents from plant extracts of herbal medicines to control 
such pathogens would be beneficial (Bajpai et al., 2009).

The antimicrobial potential of plant species of the Leguminoceae family has been reported 
(Fabry et al., 1998; Doughari, 2006; Mboso et al., 2010; Khattak et al., 2010). Within this 
family, certain species of the genus Entada has also been reported to possess antimicrobial 
potency. For example, Entada phaseoloides has been reported to have been used to treat skin 
diseases such as eczema, itches and scabies (Ram et al., 2004) While Entada africana is used 
traditionally to treat hepatitis, sores, skin-eruptions, rheumatism, cataracts, fevers, dysentery 
and promote wound healing (Burkill, 1995). In addition, the stem bark of Entada spiralis Ridl., 
a liana or woody climber that grows in the wild in Malaysia and locally known as ‘beluru’ or 
‘sintok’, has been traditionally used for generations as a shampoo to clean the scalp and a soap 
for general cleaning. It has also been used to treat syphilis, insect bites and bloody defecation. 
Because of its wide usage and since it has not yet been studied in detail by researchers, this 
plant is now the subject of this study, which set out to investigate the antidermatophytic activity 
of this plant species against several dermatophytes that cause skin diseases. The results of this 
study will determine its efficacy as an antifungal agent. In the previous study, we reported that 
the methanol extract successfully inhibited the growth of T. mentagrophytes, M. gypseum and 
T. tonsurans (Harun et al., 2011).

MATERIALS AND METHODS

Plant materials and fractionation

The stem bark of E. spiralis was collected from the forest at Tasik Chini, Pahang and 
authenticated by a plant botanist from Universiti Kebangsaan Malaysia (voucher specimen-
KMS -5228). About 3 kg of finely powdered dry stem bark of the plant was macerated in 9 
L of petroleum ether for 3 days, and this process was repeated 3 times. The petroleum ether 
extract was filtered and evaporated to dryness. The remaining stem bark was further macerated 
in chloroform and methanol sequentially in a similar manner. All extracts were stored at 4 0C 
prior to use. The methanol extract was chosen as the target extract as it exhibited moderate 
activity against tested dermatophytes (Harun et al., 2011). Thus, the screening of antifungal 
substances was studied in the methanol extract. 
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The mixture of methanol extract and silica gel (Merck, Germany) (ratio1:3) was dissolved 
in methanol and heated in a water bath to dryness to form a methanol extract-silica gel 
powder. Part of the methanol extract-silica gel powder (30 g) was subjected to vacuum liquid 
chromatography (VLC) on silica gel (200-430 mesh, 100 g) eluting with gradient systems of 
chloroform-methanol (1L for each gradient system). Fractions of 200 mL that were collected 
consecutively and combined on the basis of their thin layer chromatography (TLC) profiles 
were evaporated to dryness. The fractionation process afforded eleven main fractions and only 
fraction FA1 (0.15 g, eluted with chloroform-methanol 9:1), fraction FA4 (0.95 g, eluted with 
chloroform-methanol 6:4) and fraction FA5 (0.54 g, eluted with chloroform-methanol 5:5) 
fractions were further investigated. Fraction FA1, FA4 and FA5 were chosen based on their 
solubility in chloroform-methanol. Fractions obtained from other eluting solvents in which 
the composition of methanol was higher than that of chloroform were discarded because of 
poor solubility. 

Microorganisms

The microorganisms used in this study were three dermatophytes (Trichophyton mentagrophytes 
ATCC 9533, Trichophyton tonsurans ATCC 28942, Microsporum gypseum ATCC 24102) and 
one non-dermatophyte (Candida glabrata ATCC 66032). The stock cultures of dermatophytes 
were maintained by monthly subculturing in Saubaroud Dextrose Agar (Merck, Germany) 
(SDA) at room temperature.

Preparation of test solution and disc

A stock solution of 400 mg/ml of fraction was prepared by dissolving 0.4 g of fraction in 1 mL 
of methanol and serially diluting it to achieve a concentration of 200 mg/mL, 100 mg/mL and 50 
mg/mL. Sterile filter paper discs (Whatman AA disc, 6mm, England) were impregnated with 20 
mL of fractions of each concentration and allowed to dry at room temperature (Chandrasekaran 
& Venkatesalu, 2004; Prasad et al., 2004). All the discs were stored at -5 0C prior to use. 

Fungal suspension

The dermatophytes were subcultured in SDA and incubated at room temperature for 7-14 days. 
The mycelia was scraped aseptically, crushed and macerated thoroughly in sterile distilled water. 
The fungal suspension was standardised spectrophotometrically to an absorbance of 0.600 at 
450 nm using a UV-VIS spectrophotometer (Secoman, France) which corresponded to 0.5 - 2.5 
x 103 cells/ml. It was used as an inoculum for antifungal susceptibility testing (Pankajalakhsmi 
et al., 1995; Prasad et al., 2004, Chandarasekaran & Venkatesalu, 2004).

Antifungal assay

Antifungal activity was evaluated using the disc diffusion agar method (Bauer et al., 1966) 
and broth microdilution. Test plates were prepared by pouring 20 mL of sterile molten SDA 
into petri dishes after which the agar was allowed to solidify. A sterile cotton swab was dipped 
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into the standardised fungal suspension and the solidified agar was then uniformly swabbed. 
The impregnated paper discs were applied and incubated for 48-168 hr (4-7 days) for Candida 
and the dermatophytes respectively. The antifungal activity of the fractions was determined 
by measuring the clear zones of growth inhibition around the paper discs. Nystatin (100 ug/
disc) (Oxoid, England) was used as standard reference. The solvent and empty discs were 
used as a negative control. The clear zone around the discs indicated that the inhibition was 
fungicidal while the absence of a clear zone showed fungistatic properties. All assays were 
carried out in triplicate. 

In the broth microdilution assay, the fraction was two-fold serially diluted using an 
appropriated solvent in a 96-well microtiter plate to give a final volume of 200 uL with a final 
concentration ranging from 50 mg/ml to 0.024 mg/mL. The plates were incubated at room 
temperature for 2-5 days. To indicate fungal growth, 20 uL 0.5% (w/v) of 3-(4,5-dimethylthiazol-
2-yl)-2,5-diphenyltetrazolium bromide (MTT) (Merck, Germany) solution was added to each 
well and incubated for 2 hrs. The dark-blue colour that emerged revealed microbial growth 
whereas the colour yellow showed inhibition of microbial growth. The lowest concentration of 
fraction that produced a yellow colour in a microtiter well would give the minimum inhibitory 
concentration (MIC) value of the fraction. Appropriate controls such as solvent used to dissolve 
fractions, Saubaroud Dextrose Broth (SDB) with inoculum, SDB alone and nystatin were also 
used in the assay. The MIC was defined as the minimum concentration of the samples that 
inhibited a visible growth of the tested microbes.

Agar overlay bioautography assay 

The thin layer chromatography (TLC) of each fraction was performed on sterile 10 cm 
x 10 cm commercial aluminium sheets silica gel 60F254 of layer thickness 0.2 mm (Merck, 
Germany). Two TLC plates of each fraction were developed in the suitable developing solvent 
system and one of them was used as a reference chromatogram. The chromatogram was placed 
in sterile square petri dishes after the complete removal of solvent. The inoculum concentration 
was measured and adjusted to achieve 0.5 - 2.5 x 103 cells/ml by diluting with sterile agar 
at 400C. Twenty mililitres of inoculated molten agar were immediately distributed on each 
chromatogram to form a thin layer of agar and was then allowed to solidify. The plates were 
incubated at room temperature for 2-5 days. The areas where active compounds of fraction 
were located were detected as a clear zone against the background of living fungal mycelia. 
The reference chromatograms were observed under UV lights at 254 nm and 366 nm and 
analysed after spraying with vanillin/sulfuric acid reagent. 

RESULTS AND DISCUSSION

The results of the disc diffusion agar method indicated that all fractions possessed antifungal 
activity against all tested dermatophytes in a concentration-dependent manner except for 
Candida glabrata (Table 1). Fraction FA1 had a statistically bigger inhibition zone compared 
to the fraction FA4 and the fraction FA5. Therefore, fraction FA1 was found to be the most 
effective fraction with the highest inhibition zone diameter of 22 mm against T. mentagrophytes. 
All fractions displayed lower activity against all tested dermatophytes at concentration of 50 
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mg/mL. The standard antifungal drug test showed T. tonsurans was the most sensitive towards 
nystatin at 100 µg/disc with an inhibition zone of 42.5 mm.

The results from this current study revealed the scientific basis of the traditional usage of 
E. spiralis. The results were comparable with previous reports where methanol extract from 
Psoralea corylifolia (Leguminoceae) suppressed the growth of T. mentagrophytes and M. 
gypseum with inhibition zones of 28 mm and 25 mm respectively (Prasad et al., 2004). Likewise, 
the ethanol extract of E. rheedei (Leguminoceae) was reported to exhibit moderate activity 
against fungi such as Candida albicans (Ram et al., 2004). Currently, Mutai et al., (2009) found 
the number and the nature of substituents of triterpene responsible for the antimicrobial activity 
of the Acacia mellifera extract (Leguminoceae) against S. aureus and T. mentagrophytes. The 
inhibition of the microbial growth could depend on the presence of hydroxyl groups and the 
nature of conformation in the triterpene molecule. Thus, these factors could also be the reason 
for the effectiveness of fraction FA1 since terpenoid compounds were found in this fraction. 

The MIC of all tested fractions against dermatophytes in the broth microdilution assay 
is given in Table 2. Fraction FA1 showed MIC of 0.097 mg/mL for T. mentagrophytes, 3.125 
mg/mL for T. tonsurans and 0.195 mg/mL for M. gypseum. For the fraction FA4, the MIC was 
determined as 3.125 mg/mL for T. mentagrophytes and T. tonsurans and 6.25 mg/mL for M. 
gypseum. Fraction FA5 showed MIC value of 1.56 mg/mL, 0.78 mg/mL and 3.125 mg/mL for 
T. mentagrophytes, T. tonsurans and M. gypseum, respectively. The standard antibiotic nystatin 
(100µg/disc) showed MIC of 0.0019 mg/mL against T. mentagrophytes, 0.031 mg/mL against 
T. tonsurans and 0.25 mg/mL against M. gypseum. 

TABLE 1 
In vitro Antifungal Activity of FA1, FA4 and FA5 Fractions of Methanol Extract of E. spiralis Stem 
Bark Against Tested Dermatophytes

Fractions Concentration (mg/ml)
  Inhibition zone (mm) a

  TM TT MG CG

FA1 50 10±0 9 ±0 - - 
 100 14.50±2.12 13±1 12±0 - 
 200 19±0 13.50±3.54 18±0 - 
 400 22.0±1.41* 17.33±1.53* 19.50±0.71* - 

FA4 50 - - - - 
 100 - 8.67±1.15 - - 
 200 10±0 10.33±0.58 9.0±1.73 - 
 400 11±0 14.0±0 11.0±1.73 -

FA5 50 - - - - 
 100 8.0±0 8.67±1.15 8.67±0.58 - 
 200 10.0±0 10.67±0.58 10.0±1 - 
 400 12.0±0 12.67±1.53 10.0±1 -

Nystatin  21±0 42.50±0.71 21±0 24.50±0.71
-, No activity; TM, Trichophyton mentagrophytes; TT, Trichophyton tonsurans; MG, Microsporum gypseum; 
CG, Candida glabrata; ±, Standard deviation (SD); a Mean of three replicates; Statistical significance was 
determined using paired t-test. Differences were considered significant at (P<0.05); *, larger inhibition zone 
compared to FA4 and FA5
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TABLE 2 
MIC (mg/mL) of FA1, FA4 and FA5 Fractions of Methanol Extract of E. spiralis Stem Bark Against 
Tested Dermatophytes

    Minimum inhibitory concentration (mg/ml)
Dermatophytes

  FA1 FA4 FA5 Nystatin (ug/mL)
Trichophyton mentagrophytes  0.097 3.125 1.56 0.0019
Trichophyton tonsurans  3.125 3.125 0.78 0.031
Microsporum gypseum  0.195 6.25 3.125 0.25

Based on MIC determination, it was found that fraction FA1 possessed strong inhibitory 
activity against T. mentagrophytes and M. gypseum but only weak activity against T. tonsurans, 
which was not consistent with the results of the disc diffusion assay. Uneven fungal plating on 
the surface of the agar could have been one reason for this inconsistency. Fraction FA4 showed 
weak inhibition against all tested dermatophytes while fraction FA5 showed moderate activity 
against T. mentagrophytes and T. tonsurans and weak inhibition against M. gypseum. The broth 
microdilution assay results of fraction FA4 and FA5 seemed to be consistent with the disc 
diffusion assay results. Generally, the disc diffusion assay is a semi-quantitative assay which is 
employed to screen the fractions against susceptible fungal strains and may produce equivocal 
results in quantitative determination. In the broth microdilution assay, the antidermatophytic 
activity was evaluated quantitatively by means of the MIC values which established the fungal 
susceptibility. Hence, MIC results confirmed the effectiveness of fraction FA1.

The MIC results were comparable to MIC results of the active compounds from P. 
corylifolia, which showed MIC of 0.0625 mg/mL for T. mentagrophytes and 0.125 mg/mL for 
M. gypseum (Prasad et al., 2004). Significantly, the MIC determination provided an important 
guideline for choosing an appropriate effective concentration of a dermatophyte-inhibiting 
substance. The suppression of a dermatophyte’s growth might be due to interference by the 
active constituents of the fractions; this is supported by Ibrahim and Osman, 1995.

Bioautography is an assay used to facilitate the isolation of antimicrobial active compounds 
from natural products. It is considered to be the most efficacious technique for the detection of 
antimicrobial compounds as it allows the localisation of the activity even in a complex matrix 
and, therefore, permits a target-directed isolation of the active constituent (Rahalison et al., 
1991). Usually, the active compounds can be seen as clear spots against the background of 
growing fungi. The results for the TLC agar overlay bioautography of fraction FA1, FA4 and 
FA5 are shown in Table 3. Generally, the results revealed the presence of antidermatophytic 
active compounds in all fractions according to the clear inhibition zones on bioautograms. 
Fraction FA1 was found to contain antidermatophytic active compounds that inhibited the 
growth of all tested dermatophytes, whereas active compounds that had been screened in 
the fraction FA4 inhibited the growth of T. mentagrophytes and fraction FA5 inhibited T. 
tonsurans. The results of the antifungal bioautographic profiles of fraction FA1 presented in 
Table 4 revealed that the inhibitory effect was due to the presence of terpenoid compounds as 
detected by spraying the reference chromatogram with vanillin/sulfuric acid reagent (Fig.1). 
The bioautogram of B, C and D in fig.1 displayed the location of the inhibition zone against M. 
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gypseum, T. mentagrophytes and T. tosurans respectively, while the reference chromatogram 
A showed various terpenoid compounds found in the fraction FA1. The terpenoid compounds 
labelled as 1, 2 and 3 are the responsible antidermatophytic compounds of the fraction. 
The clear inhibition zone detected on bioautogram B was due to the presence of terpenoid 
compound 3, while the clear inhibition zone on bioautogram C resulted from the presence of 
terpenoid compound 1 and 3. The clear inhibition zone on bioautogram D was caused by the 
presence of terpenoid compound 1 and 2. Therefore, the results were very encouraging as the 
fraction FA1 was verified as containing antidermatophytic substances. This is consistent with 
previous investigations reporting that triterpenoid saponins present as major compounds such 
as echinocystic acid, entagenic acid, acacic acid, homogentistic acid and diterpene kolavenol 
in Entada sp act as bioactive compounds (Freiburghaus et al., 1998; Cioffi et al., 2006; Nzowa 
et al., 2010). Although no phytochemical investigation has been recorded for E. spiralis to 
date, it is possible that such bioactive compounds may be responsible for the antidermatophytic 
properties of this plant.  

                                             

                                 A               B               C                D 

 

1 
 
2 

3 

Fig.1: TLC bioautography profiles of FA1 fraction. A. Chromatogram after spraying with vanillin/
H2SO4 B. Bioautogram against M. gypseum C. Bioautogram against T.mentagrophytes  

D. Bioautogram against T. tonsurans (after exposure to iodine vapour)

TABLE 3 
Agar Overlay Bioautography of FA1, FA4 and FA5 Fractions of Methanol Extract of E. spiralis Stem 
Bark Against Tested Dermatophytes 

Fraction T.mentagrophytes T. tonsurans M. gypseum
FA1 √ √ √
FA4 √ x x
FA5 x √ x
√ = Clear zone ; x = Absence of clear zone
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TABLE 4 
Antifungal Bioautographic Profile of Fraction FA1 of E. spiralis Stem Bark

Labelled Susceptible UV254 light UV366 light Vanillin/H2SO4 Comment fungal Compound
1 Black+ Blue+ Purple+++ Terpenoid TT, TM
2 Black+ Blue+++ Purple+++ Terpenoid TT, MG
3 Black+ Blue+++ Grey++ Terpenoid MG, TM

Intensity of colour: +++ high, ++ definite, + slight

CONCLUSION

Entada spiralis is a promising antidermatophytic species because of significant inhibitory 
activity of its fractions on dermatophytic proliferation. We believe that fraction FA1 has great 
potential to treat skin infections, and we have provided important scientific support for the 
traditional use of the stem bark of E. spiralis. The results also can be considered as a new 
finding since no antidermatophytic studies against dermatophytes have been reported for this 
species previously. For further work, the isolation of natural antifungal compounds need to be 
carried out in order to identify the active compounds responsible.
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ABSTRACT

In recent years image acquisition in close range photogrammetry relies on digital sensors such as digital 
cameras, video cameras, CCD cameras etc that are not specifically designed for photogrammetry. This 
study is performed to evaluate the compatibility of the digital metric camera and non-metric camera for 
the purpose of mapping meandering flume, using close range photogrammetric technique and further, to 
determine the accuracy that could be achieved using such a technique. The meandering flume provides 
an opportunity to conduct an experimental study in a controlled environment. In this study, the digital 
images of the whole meandering flume were acquired using a compact digital camera - Nikon Coolpix 
S560, a Single Lens Reflex (SLR) Nikon D60 and also a metric digital camera Rollei D30. A series of 
digital images were acquired to cover the whole meandering flume. Secondary data of ground control 
points (GCP) and check points (CP), established using the Total Station technique, was used. The digital 
camera was calibrated and the recovered camera calibration parameters were then used in the processing 
of digital images. In processing the digital images, digital photogrammetric software was used for 
processes such as aerial triangulation, stereo compilation, generation of digital elevation model (DEM) 
and generation of orthophoto. The whole process was successfully performed and the output produced 
in the form of orthophoto. The research output is then evaluated for planimetry and vertical accuracy 
using root mean square error (RMSE). Based on the analysis, sub-meter accuracy is obtained. It can be 
concluded that the differences between the different types of digital camera are small . As a conclusion, 
this study proves that close range photogrammetry technique can be used for mapping meandering 
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INTRODUCTION

Triangulation is the fundamental principle which is utilized in photogrammetry. Triangulating 
the coordinates within three dimensional spaces often enable the object to be measured in the 
photographs. Early development in the theory and science of photogrammetry occurred many 
years before the actual invention of a suitable means to apply the application. Over the years, 
photogrammetry has gone through several development phases and has now entered into 
digital photogrammetry phase. Digital photogrammetry technique has been used for object 
modelling in various close range applications. Most industrial applications require surveyors 
to perform dimensional measurements as three dimensional (3D) digital views. Nowadays, 
the generation of 3D modelling can be achieved by using non-contact systems in co-operating 
the close range photogrammetry technique. Additionally, images taken by non-metric digital 
cameras can be utilized in this technique.

The digital camera is categorized as a non-metric camera where the camera is not 
specifically built for photogrammetric purposes. The digital camera is not characterized with 
fiducial mark, unstable calibration parameter, small format and many more (Udin et al., 2012). 
“Metric cameras” are specially designed for photogrammetric tasks (Peipe & Stephani, 2003). 
These cameras have a robust mechanical structure, well-aligned lenses with low distortion 
and do not have autofocus or other technologies that can uncontrollably change the internal 
geometry of the camera. All other cameras are referred to as non-metric cameras (Sanz-
Ablanedo et al. (2009). The most important difference between non-metric and metric cameras 
is the stability parameters of the camera. Images used for photogrammetry can originate from 
a metric camera, an ordinary camera or from digital sensors. The image can be recorded from 
a device mounted on a satellite, on an aeroplane, or on a tripod which is set up on the ground.

Affordable digital cameras are making photogrammetric practices useful for a variety 
of applications. An example of this is the river channel studies. According to Geisler et al. 
(2003), research into the hydraulic experiment place considerable emphasis on the riverbed 
topography measurement, because the measurement of the surface structure of the river is 
essential in understanding both bed roughness and sediment transport. There are several 
existing techniques for mapping the surface of the river in the hydraulic model tests such as 
wool threads, depth pointers, digital photogrammetry, and projection Moire. Optical techniques 
such as photogrammetry and projection Moire allowed measuring the overall surface of the 
river bed immediately and with the experimental work to persist without delays. There is 
considerable evidence of photogrammetry being used to measure river channel information.

Several studies by a number of researchers were conducted (Chandler et al., 2001; Chandler 
et al., 2003; Lane, 2000; Lane et al., 2001) to develop ideas about the relationships between 
river channel flow, sediment transport and bed form development. However, in Malaysia the 
use of close range photogrammetric for the application of mapping stream is seen as a new 
approach. This paper describes an experimental study conducted for mapping a meandering 
flume. Close range photogrammetric technique used for data acquisition of the laboratory flume 
and the images of the flume were acquired using both metric and non-metric digital cameras. 
The purpose of using stream model is to get some idea on how to gain experience of measuring 
real stream in the field using close range photogrammetric technique. The digital cameras used 
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are the metric camera Rollei D30, compact camera Nikon Coolpix S560 and Single Lens Reflex 
(SLR) Nikon D60 as illustrated in Fig.1(a), (b) and (c). Results are discussed and this paper 
concludes with a brief summary. 

 

Fig.1: (a) Rollei D30; (b). Nikon Coolpix S560; (c). Nikon D60

MATERIALS AND METHODS

In this study, there were seven stages that made up the methodology and it was conducted in 
a multi-disciplinary way. Fig.2 shows the flow chart of the research methodology.
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Fig.2: A flow chart of research methodology
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Planning Stage

The planning stage included the selection of digital camera and establishment of control 
point and check point, method of calibrating the digital camera, planning the photography 
and selection of study area. The boundary of mapping area was determined. Selection of 
software for camera calibration and data processing was also made. The digital camera is 
perhaps the most important photogrammetric instrument, since it records the image on which 
the photogrammetric principles will be applied. Fig.3 depicts a laboratory flow channel or 
meandering flume. It is located at Universiti Teknologi Malaysia. The dimensions of this flume 
are 12.0 × 3.0m and the channel width is 0.5m. This laboratory flow channel was used as an 
attempt to replicate physical structures such as meandering streams found in the real world.

Fig.3: Laboratory meandering flume at UTM

Preparation Stage

The preparation stage is very important and it usually comprises of several steps such as 
converting project requirements to arrangements in terms of areas to be mapped and the 
desired map scale. Photogrammetric specifications include photographic height, the number of 
photographs, the number of strip, pixel size, photo scale, aerial triangulation, map compilation 
and percentage of end lap and side lap. The project planning stage is very important in as far as 
to obtain information related to the design and dimension of the mapping object. In addition, 
the expected deliverables including details on what features to be mapped and their graphic 
representation in the planning stage is defined.

Establishment of Ground Control Point (GCP) and Check Point (CP)

The ground control points (GCPs) and check points (CPs) need to be planned properly before 
the acquisition of digital photograph. It is necessary to relate measurements derived from the 
photographic images to a 3D site coordinate system. The most effective means of achieving 
this involves placing a number of photogrammetric target points throughout the area of interest. 
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Photogrammetric control targets (138) were established on the flood plain and inside the channel 
bed. Ninety (89) GCP were registered as a full control (XYZ) and 49 check points (CPs) were 
established evenly in the channel bed. The targets must be placed on the meandering flume 
and maintained until image acquisition is completed. The distribution of the GCPs is flexible 
and they need to be seen on a pair of photograph (i.e., stereo pair) at known location.

In this study, the designed blocks of the photographs consist of many stereo pairs and 
they are also used in aerial triangulation. Fig.4 shows where the control points were placed 
throughout the area of interest. These targets were 10 mm in diameter and of conventional red 
and black design. Horizontal and vertical angles were measured to these markers from two 
survey stations and their positions were coordinated using total station. Both horizontal and 
vertical angles were measured using a Leica TPS1100 total station. It has an automatic function 
of automatic target recognition (ATR). The ATR fine points to targets by itself. Manual sighting 
is no longer required. Surveys are completed quicker. Accuracy of total station measurement 
is 3mm and time for a measurement is 3 seconds.

Apart from 3D coordinates, contour line is also generated for visual purpose. The minimum 
contour line interval generated is 1.0 metre, while for the maximum contour interval is 5 
metres. The maximum contour level is 2.263 metres. Fig.5 shows the contour generated from 
the survey of photo control targets.

Fig.4: Photogrammetric target points
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Fig.5: Contour line from installation and survey of photocontrol targets

Camera Calibration

Another critical aspect of photogrammetry is the calibration procedure. It is well established 
that accurate data can be only extracted if the parameters used to describe the internal geometry 
of the camera are known accurately (Chandler et al., 2001; Wackrow et al., 2008). The camera 
must be precisely calibrated to remove errors that are still present in the system. Both metric 
and non-metric digital cameras were calibrated in a process called self-calibration as a by-
product of the actual measurement. The digital cameras were calibrated using a 3D test field. 
The calibration plate has a dimension of 0.4 meter x 0.4 meter and consists of 36 screws of 
different heights and arranged in matrix form of 6 x 6 units. Fig.6 shows an example of the 
calibration plate or test field. Retro-reflective target is adhered on top of each screw.

The digital cameras were used to acquire photographs of the photogrammetric test field 
at a constant distance (1 metre ) from the camera to the midpoint of the calibration plate. 
Before taking any photographs, a scale bar of known value is placed in the calibration plate or 
the test field (see Fig.6). The retro-reflective targets were illuminated by the built-in flash on 
every digital camera. Convergent photographs were taken with eight pieces of photographs for 
each camera. The photographs were taken with the camera in normal landscape position and 
then when it was rolled at 90° and the photographs were acquired from four different camera 
locations in space. The digital camera needs to be rotated to 90° to recover the principle point 
(Ahmad et al., 2003).

 
 

 

Scale bar 

Fig.6: Test field of 0.4m x 0.4m
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The images from four different positions were processed using Australis software. Australis 
performs the self-calibration bundle adjustment process and generates 3D coordinates of all the 
retro-reflective targets (Australis, 2001). Australis also provides the value of camera calibration 
parameters of each digital camera. This software can produce a value of precision known as 
posteriori variance factor (Sigma nought). The smallest value reflects the highest precision. 
The digital camera was calibrated three times. From the calibration process, 10 parameters 
were re-covered. However, only 8 parameters were used. According to Fraser (1996) and 
Shortis et al. (1998), not all the re-covered calibration parameters must be used. In this study, 
the 8 re-covered camera calibration parameters were then used in image processing for surface 
measurement of the meandering flume. The estimates and standard deviation for the camera 
calibration parameters are shown in Table 1.

It demonstrates that similar inner orientation parameters, comprising focal length (c), 
principal point offset (Xp, Yp), and correction terms for radial lens distortion (k 1, k 2, k 3), 
tangential lens distortion (p 1, p 2), affinity (b 1) and the differences in scale factor (b 2) 
were recovered for the three digital cameras. By using the convergent configuration network, 
additional parameters for all the three cameras can be obtained. These parameters should be 
tested to determine whether it is necessary to compare with stochastical properties. If the 
estimated value is smaller than the standard deviation, statistical parameter estimation is not 
required.

Typically, additional parameters that are not necessary and associated with a high 
correlation between estimate parameters contribute to poor geometry. In this study, every time 
the camera is calibrated, only a slight difference of focal length is derived for the three cameras 
based on the observed dataset. However, the focal length of metric Rollei D30 camera is more 
stable (Udin & Ahmad, 2011).

TABLE 1 
Camera Calibration Parameters
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Acquisition of Digital Image of Meandering Flume

The geometry of the meandering flume along with site constraints present several difficulties 
when designing the photogrammetric configuration. With digital photography, it is important 
to obtain adequate exposed images of the desired object using a wide range of pixel radiance 
values with good contrast. The provision of adequate illumination and selection of appropriate 
camera exposure settings is therefore critical.

According to Tahar and Ahmad (2012), the main thing that should be considered is pixel 
size when dealing with digital images. Pixel size will determine the smallest coverage of an 
area or of the object. The size of pixel engages a few aspects such as the number of pixel for 
object image, length of an object in real measurement, focal length of the sensor and flying 
height during the capturing of the images. Furthermore, each digital camera has a different 
pixel size and it must be calculated during flight planning phase. Pixel size will determine the 
ground coverage area that was covered by one digital image. The ground coverage area of 
the images from the digital camera could also be determined by multiplying the scale of the 
photography with the dimension of the digital image.

The meandering flume is located in a building and the existing lighting is adequate for 
photography. A moveable gantry across the meandering flume provided an ideal platform to 
position the digital cameras. The cameras were mounted 1.6m above the bed and were separated 
from each other by a distance of 0.5m. Such geometry provided approximately 70% overlap 
between the images with a base to distance ratio of approximately 1:3. The photogrammetric 
digital normal case was used, in which the camera base is parallel to the object and the camera 
axes intersect the object plane orthogonally. Images acquired from such geometry allow efficient 
coverage of an area and provided approximately 60% overlap between the images. Fig.7 depicts 
a strip of the digital photograph acquired using the SLR digital camera.

Fig.7: A strip of a digital photograph of the meandering flume

Digital Image Processing

All the digital images of the meandering flume were processed using Erdas Imagine software. 
Focal length, principal point offset (Xp, Yp) and the physical size of each pixel in the X and Y 
directions were an essential requirement for initial definition of primary inner orientation of the 
sensors in OrthoBASE Pro. Once image pyramid layers were generated, the point measurement 
tool was used to measure each target manually. The OrthoBASE triangulation algorithm, which 
implements a standard bundle adjustment, was then activated. It was essential to perform the 
procedures of interior, as well as exterior orientation and measure the control points before 
performing the triangulation process.
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The GCPs are used to perform the aerial triangulation in order to produce a stereoscopic 
model. All GCPs were registered during exterior orientation. In the software, the 3D stereoscopic 
model was set up within a short period of time. The measurement of the image locations of the 
photogrammetric digital control points was performed manually. After the measurement of 
the first pair of digital images, the “automatic (x, y) drive” setting is activated to automate the 
measurement of corresponding points appearing on multiple frames. The digital images were 
added and measured in stereo pairs and the block triangulation tool was executed repeatedly 
to construct a valid block which was free of gross errors.

The next step was to run the bundle adjustment. This step reconstructs the geometry of the 
block and provides XYZ locations for the measured points from the previous step. Blunders 
(mis-measured points) from the previous step may have to be removed to achieve a good result. 
During image processing, the accuracy was maintained by checking the value of RMSE. The 
value of RMSE must be less than 1.0 in order to obtain good results. RMS error is reported in 
pixels. The amount of RMS error that is tolerated can be thought of as a window around each 
source coordinate, inside which a re-transformed coordinate is considered to be correct (i.e., 
close enough to use). In this study, the highest RMS error tolerance of 0.17 was indicated by 
an SLR digital camera. It showed that the re-transformed pixel was 0.17 pixels away from the 
source pixel and still considered to be accurate. Acceptable RMS error is determined by the end 
use of the data base, the type of data being used, and the accuracy of the GCPs and ancillary 
data being used. Acceptable accuracy depends on the image area and the particular project.

After the adjustment succeeds with a good Root mean Square Error (RMSE), the results 
can be checked via a report file and the stereo pairs visually inspected in stereo. Y-parallax 
in stereo would indicate a problem with the adjustment. At this point, images have been 
triangulated and can start creating data products: terrain, orthophotos and 3D features. In this 
study, the triangulation summary for metric camera and non-metric digital camera are shown 
in Fig.8(a), 8(b) and 8(c), respectively.

Fig.8(a): Aerial Triangulation (Nikon Coolpix S560)
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Fig.8(b): Aerial Triangulation (Nikon D60)

Fig.8(c): Aerial Triangulation (Rollei D30)

After performing AT, the footprint of the AT can be displayed. The foot prints of the digital 
photographs showing the location and names of all points (i.e., control points, check points 
and tie points) that participated in the adjustment. The distribution of GCP and CP for the three 
cameras can be viewed in Figures 9(a), 9(b) and 9(c). It shows the footprint of 100 images. It 
consists of 50 overlapping pairs based on the most efficient and reliable means of providing 
stereoscopic coverage to acquire a sequence of overlapping stereo pairs. These results indicate 
that the metric and non-metric camera can be used to acquire images of the meandering flume 
where the images were acquired in a controlled environment.
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Fig.9(a): Footprint (Nikon Coolpix S560)

 

Fig.9(b): Footprint (Nikon D60)

 

Fig.9(c): Footprint (Rollei D30)

RESULTS

This study was conducted to assess digital cameras in mapping meandering flume (i.e.. 
controlled environment) and to determine the accuracy that could be achieved from close range 
photogrammetric technique. One of the important outputs produced after performing interior 
orientation, exterior orientation and aerial triangulation using Imagine OrthoBASE module is 
digital orthophoto of the entire flume.
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Orthophoto

For orthophoto production, a “bare-earth” terrain model is necessary. Terrain is normally 
generated with DEM Terrain Extraction, which runs an auto-correlation algorithm to generate 
terrain points. Orthophotos are the data product created by the photogrammetric processing. 
Most commercial applications have orthorectification capability. After orthorectification, there 
may be a need to produce a final mosaic or a tiled ortho output. This is a routine procedure and 
standard tools within Ortho Rectification-Resampling allow the user to generate this outcome. 
Individual orthophoto was generated for each individual digital image. These individual 
orthophoto was then mosaicked together to create a composite orthophoto. Fig.10(a), Fig.10(b) 
and Fig.10(c) represent digital orthophotos of the entire flume produced from metric and non-
metric digital imagery. Digital orthophoto only gives a two-dimensional view which generally 
involves x and y axis. According to Tahar and Ahmad (2012), the quality of digital orthophoto 
and DEM depends on the accuracy of GCP. If the quality of GCP is poor, therefore the result 
of digital orthophoto and DEM will be less accurate.

 

Fig.10(a): Digital orthophoto (Nikon Coolpix S560)

 

Fig.10(b): Digital orthophoto (Nikon D60)

 

Fig.10(c): Digital orthophoto (Rollei D30)
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ANALYSIS

Visual Analysis

Visual analysis is carried out by comparing the results of digital orthophotos generated from 
different types of camera. In this figure, it is clearly seen that the quality of the orthophoto 
produced from the metric digital camera was better than those proceeded by the other two 
non-metric digital cameras.

Based on the generated orthophotos, it can be concluded that there are no gaps or error in 
overlapping image regions but there are some technical difficulties of this matching process 
such as spatial continuity or edge matching and radiometric consistency. For spatial continuity, 
features that appear on more than a single image patch must be continuous. Channel flume 
must form a continuous meander line and show no jumps at the original photo edges where 
the images are connected. In the case of radiometric consistency, different photographs may 
have different contrast and brightness resulting from lack of uniform conditions during the 
photographic processing or from changes in illumination conditions.

Point Analysis

Assessment of digital camera and evaluation of close range photogrammetry technique in 
mapping meandering flume were identified as main issues in this study. Determining the 
accuracy that could be achieved by analysing the residuals of the control points provides a first 
indication of the accuracy of the network restitution but it is not dependent. On the other hand, 
using independent check point data would provide a viable means of assessing accuracy. Point 
analysis was performed by calculating the Root Mean Square Error (RMSE).

In point analysis, the difference between the coordinates obtained from Total Station with 
the coordinates in Erdas Imagine is calculated to compute the RMSE of the orthophoto produced 
metric and non metric digital photographs. RMSE is the square root of the variance, known as 
standard error. However, an assumption is made whereby 3D coordinates obtained from Total 
Station becomes the most principal reference and it is used for comparison of 3D coordinates in 
deriving accuracy of measurement. The smaller the RMSE calculated, the higher the accuracy 
of orthophoto produced. Hence, the accuracy of orthophoto is influenced by the RMSE value. 
Based on the analysis, sub-meter accuracy (<1 metre) is obtained. The achievable accuracy 
for the entire flume using a number of check points are summarised in Table 2.

Table 2 
RMSE of digital imagery orthophoto and Total Station
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Based on Table 2, the accuracy of horizontal coordinates were low for the three types of 
camera but the accuracy can still be measured until centimetre level. Hence, it can be accepted 
in photogrammetric work. However, the accuracy of vertical coordinates was very high but it 
was constant for three sensors. Based on the table, it can be seen that the values of RMSE for 
metric and non-metric cameras were not significant. It might be affected by image matching 
algorithm that was used in the same software during image processing. The error might also 
be caused by image matching during image processing and motion movement during image 
acquisition.

Fig.11 shows the graph of RMSE versus ground control X, Y and Z for different types of 
digital camera. It was found that the residual error was not significant for all sensors. RMSE 
for ground control x and y was not much different but it was considerably different for ground 
control z , which represented the result for metric and non-metric cameras, respectively. The 
difference on ground control z might occur due to the effect of the automated tie point which 
implemented the image matching technique. The constant error of ground control z will be 
discussed further in a forthcoming paper and the method to improve the accuracy will be 
discovered.
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Fig.11: Root mean square error (x, y, and z)

CONCLUSION

This study demonstrates that digital close range photogrammetry technique which utilizes a 
metric and non-metric digital camera is capable of mapping meandering flume successfully.
The configuration of the photographs acquired has a direct impact upon the production of 
DTM and orthophoto. Besides, the achievable accuracy was found to be dependent upon other 
photogrammetric digital controls such as camera calibration and control point coordinates 
related to the grounds station network. When all of these errors are propagated and summed 
up following a valid error theory methodology, one can assess the spatial accuracy of the final 
product. Metric camera is already well known and proven (due to its correction parameters) to 
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be the best camera for the photogrammetric application. For accuracy assessment, it was found 
that the performances of the non-metric and metric digital cameras in terms of RMSE for ground 
control x and y were not much different but it was considerably different for ground control Z. 
Both types of digital cameras were capable of producing orthophotos of the meandering flume 
but the pictorial quality of orthophotos produced by non-metric cameras was not as good as 
that produced by the metric camera. This study shows in all certainty that good results could 
be produced from the metric digital camera. However, this study also demonstrates that the 
non-metric camera was also capable of producing good results compared to the metric digital 
camera. In conclusion, all the digital cameras used in this study have the potential to be used 
for this application and other various applications where accurate measurement is required. 
This study also provides a guideline for digital camera users to select the appropriate digital 
camera for any applications. Finally for any future work, it is hoped that this research will be 
expanded to determine the accuracy and cost for data acquisition in places with large areas (i.e., 
measurement of the real stream in an uncontrolled environment). Furthermore, it is also hoped 
that a variety of sensors can be explored in stream mapping. Among the factors that make close 
range photogrammetric technique suitable for mapping stream is that it is a practical approach 
in Malaysia and no in-depth study has been carried out using this method prior to this. Close 
range photogrammetric technique adopted in this study could be benefited by various agencies 
in Malaysia such as the Department of Irrigation and Drainage, the Department of Environment 
and other government agencies or the private sector whose work involves streams and rivers.
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ABSTRACT

The long term objective of this research is to look into the possibility of replacing soil strength parameters 
such as cohesion and angle of friction with electrical resistivity value for the purpose of computing 
among others, factor of safety in slopes or bearing capacity of soil. This paper however is limited to the 
investigation of correlation between electrical resistivity with some selected soil parameters. Electrical 
resistivity tests, using a basic multi meter, steel moulds and other related equipment, were conducted 
in the laboratory on soil samples with variations in soil type, compaction energy and moisture content. 
The samples consisted of predominantly clay, silt and sandy size particles and were compacted in a 
100 x 100 mm square mould, while the corresponding electrical resistivity tests were carried out using 
the disc electrode method in accordance to BS 1377. The values of the electrical parameters such as 
voltage, current and resistance, with the corresponding value of soil parameters such as cohesion, angle 
of friction and moisture content, were measured and recorded. The results of the tests produced some 
initial crude relationships between electrical resistivity and the selected soil parameters. The strongest 
correlation between electrical resistivity and angle of internal friction, φ, was obtained from the clay size 
samples with R2 of 0.824, while the maximum correlation between electrical resistivity and moisture 
content again was obtained through the clay samples with R2 of 0.818. From the other results and graphs 
analyzed, some consistencies and specific trends of behaviour observed gave some early indications that 
a more detail and precise correlation between electrical resistivity and soil strength parameters could 
be very well possible in future
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INTRODUCTION

In all occasions involving the aspects of design and checking of geotechnical structures, the 
shear strength parameters such as cohesive (c) and angle of  internal friction (φ) are perhaps 
the two most important required parameters. The calculation of skin friction and bearing 
capacity for shallow and deep foundations to the calculation of Factor of Safety (FOS) for slope 
stability (including designing of retaining walls, c and φ along with some other parameters) 
is normally obtained through prescribed methods before the actual design and checking. In 
general practice, soil investigation (SI) incorporating bore hole sampling will perhaps produce 
the most reliable values of the relevant soil parameters for calculation purposes. However, 
bore hole sampling is in general time consuming and very expensive. Conventional methods 
of soil analysis mostly require disturbing soil, removing soil samples and analyzing them in 
laboratory, where electrical geophysical methods allow rapid measurement of soil electrical 
properties such as electrical resistivity and conductivity directly from soil surface to any depth 
without soil disturbance (Pozdnyakov & Pozdnyakova, 2002).

Taking the case of standard operating procedure (SOP) for hillside development for 
example, among the critical element is to check the stability of the slopes which can be done 
by calculating FOS. For a regular checking and calculation of FOS in a certain stretch of slopes 
for the purpose of identification of risk/danger, bore hole sampling would not be practical due 
to the above mentioned reasons. This is because many bore holes are required to check the 
factor of safety at different locations on the stretch of slope under consideration in order to 
determine the risk/hazard. Hence, an alternate quick and less expensive method of assessing 
FOS is essential so as to enable rapid and extensive measurements and calculation of FOS at 
different points in slopes. Therefore, the long-term objective of this research is to produce the 
correlations between electrical resistivity with especially strength parameters such as c and φ 
which will eventually make it possible for a quick assessment for FOS of any slope on initial 
and regular bases. Any slope could be checked and if the FOS falls within a certain range of 
a “prescribed value” which indicates high risk, a further confirmation of the FOS will then be 
conducted if needed through the actual soil boring sampling or any other extensive method. 
The correlation will also enable designing and checking of any geotechnical structure, as 
mentioned earlier.

The work of some researchers in the past and recent years has included correlation of 
electrical resistivity with various soil properties. For instance, Hassanein et al. (1996) studied 
the relationship of electrical resistivity in a compacted clay with hydraulic conductivity and 
some index properties. An earlier research had suggested the possible correlation of electrical 
resistivity with hydraulic conductivity which served as a non-destructive mean of evaluating 
the quality of compacted soil liner (Kalinski & Kelly, 1994). Meanwhile, an extensive work 
by Pozdnyakova et al. (2001) looked into the effects of electrical resistivity in different soil 
types with varying water contents, humus contents, salt contents and several other parameters. 
Other researchers have also studied the estimation of water content of soil using electrical 
resistivity (Kalinski & Kelly, 1993). Others have used the knowledge of electrical resistivity 
to estimate liquefaction of soil (Ronald & Ronald, 1982), detecting and locating geomembrane 
failures (Schulz et al., 1984), and estimation of soil salinity for agricultural activities (Shea 
& Luthin, 1961).
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In spite of the many research done as mentioned above, none has actually looked into 
the aspects of correlation of electrical resistivity with strength properties such as c and φ. The 
general approach behind this quick assessment system is to eliminate the usage of physical soil 
parameters such cohesion (c), internal frictional angle (φ) and unit weight (γ), as is currently 
being practice for the calculation of FOS or bearing capacity of soil and replacing these physical 
parameters with their correlated electrical parameters which include resistivity, conductivity and 
voltage. Therefore, the future simplified method at site will require a few steel rods implanted 
in the soil/slope serving as the electrodes, a reel of electrical wires and an existing multimeter 
to generate the factor of safety or bearing capacity that is calculated through a set of empirical 
formula, charts, and graphs to be developed in several phases of research.

Electrical Resistivity Measurement

The electrical resistivity of soils varies between different geological materials and soil types, 
and is dependent on many factors which will be explained later in this paper. Resistivity 
measurement and method of soil investigation can thus be used to identify layers of zones 
with different electrical properties.

The electrical resistivity of the soil is determined by measuring the resistance between 
two points in the soil and this is done by measuring voltage across a pair of electrodes by 
transmitting a controlled DC or AC current (I) between two electrodes pushed into the ground, 
while measuring the potential (V) between two other electrodes. The setup for the measurement 
of electrical resistivity is shown in Fig.1.

 

Fig.1: Principle set-up for direct current resistivity measurement (Robinson & Coruh, 1988)
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The resistance (R) is calculated using Ohm’s Law as given in Equation (1).

VR
I

=
               (1)

where, V is voltage (V) and I is current (amp).

For the case of a pair of electrodes in homogeneous, isotropic conducting media, the 
relationship between resistance and resistivity is linear and the material resistivity (ρ) can then 
be defined as in the following Equation (2):

2 RLρ π=               (2)

where, L is the length (m) between electrode and R is resistance (Ω).

In the actual field measurement of electrical resistivity, there are many different kinds of 
electrode arrays or configuration that one could adopt. Some of the typical electrode arrays are 
Wenner, Schlumberger, Dipole-dipole and Pole-pole. In this research, however, disc electrode 
method in accordance to BS 1377 was adopted to enable undisturbed or disturbed samples of 
soil to be measured in the laboratory. By using this disc electrode method of measurement, the 
resistivity of the soil (ρ) in .m is determined by the formula given in Equation (3).

A R
L

ρ  =  
                (3)

where, A is cross sectional area (m2) of the sample, L is length (m) and R is resistance (Ω).

Factors Affecting the Electrical Resistivity of Soil

For most common minerals forming soils and rocks, the resistivity is high in a dry condition 
and therefore the resistivity of soils and rocks generally depends on the amount and type 
of water in the pore spaces and fractures. Meanwhile, the connection between cavities and 
fracture is also an important factor in the final value of resistivity. The amount of water in 
a material depends on porosity, which may be divided into primary and secondary porosity. 
Primary porosity consists of pore spaces between the mineral particles, and occurs in soils 
and sedimentary rocks. Secondary porosity consists of fractures and weathered zones, and 
this is the most important porosity in crystalline rocks such as granite and gneiss (Instruction 
manual for LUND, 1999).

However, the basic mechanism affecting conductivity in moist soils and water bearing rocks 
occurs as a result of the movement of ions, while the ability to transmit ions is governed by 
electrical resistivity which is a basic property of all materials (Hassanein et al., 1996). Besides 
being dependant to the amount and type of water and porosity, electrical resistivity also depend 
on other properties such as type of material, particle shape and orientation, mineralogy, as well 
as the amount of clay content and electrical resistivity of the pore fluid. The presence of clay 
minerals strongly affects the resistivity of sediments and weathered rock. This is due to the fact 



Correlation of Electrical Resistivity with Soil Parameters

143Pertanika J. Sci. & Technol. 22 (1): 139 - 152 (2014)

that clay minerals are electrically conductive particles having the ability to absorb and release 
ions and water molecules on the surface through an ion exchange process (Parasnis, 1986).

Therefore, it is worthwhile to mention here that in clean sands and gravels, electrical 
conduction occurs primarily in the pores (Jackson, 1975), while in clayed soils and clay-
bearing rocks, electrical conduction occurs in the pores and on the surfaces of electrically 
charged particles (Rhodes et al., 1976). Mitchell (1993) supports the above statements by 
adding that surface conductance in clays can be a significant factor affecting the bulk electrical 
resistivity of soil. Other factors which indirectly affect the electrical resistivity are frequency 
of the current, geometry, spacing and type of electrodes used (Erzin et al., 2010). Temperature 
also plays an important role in the electrical resistivity of soil in the sense that increasing the 
temperature increases the mobility of the ions and this decreases the electrical resistivity of 
soil (Hassanein et al., 1996).

The statements above exhibit the complexities in correlating resistivity with the different 
factors associated with soil, rocks and pore fluid. However, one could start off with the variations 
of resistivity and some common types of material found in many tables as an initial assistance 
in determining what material one is working with. An example is given in Table 1 below.

TABLE 1 
Variations of resistivity with some common materials (Jackson, 1975)

Material Ohm Meter
Clay and marl 1 to 100
Loam 5 to 50
Top soil 50 to 100
Clayey soils 100 to 500
Sandy soils 500 to 5000
Typical mine water 1 to 10
Typical surface water 5 to 50
Shale 10 to 80
Limestones 80 to 1000
Sandstones 50 to 8000
Coal 500 to 5000

MATERIALS AND METHODS

Soils

Three types of soil were used for this research. The soils were purchased from a soil processing 
factory according to their grades, namely, KM80, KM200 and L2B20. Brief specifications for 
each are given in Table 2.

From Table 2, it could be seen that the three soil types used were predominantly of kaolinite 
and quartz mineralogy and the main variation is in the grain sizes. In this research, the author 
designated grade KM80 as clay, KM200 as silt and L2B20 as sand, which are in accordance 
to their respective predominant particle sizes.
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TABLE 2 
Specifications of the soil types used

Type/Grade Particle size pH Predominant
Mineralogy

PI Predominant 
particle size

KM80 1.0-3.0 µm 3.5-5.5 kaolinite 30.6 clay
KM200 44-250 µm 3.5-5.5 kaolinite 10.6 silt
L2B20 300-2000 µm 3.5-5.5 quartz 3.8 sand

Basic Procedure and Tests

All soil samples were stored in airtight containers so as to reduce the absorption of moisture. 
Basic tests comprising of sieve analysis, plastic limit and liquid limit tests were then conducted 
to ascertain some basic properties of the soil samples. Following this, the samples were then 
prepared for the second phase tests, which consisted of the electrical resistivity and the direct 
shear tests.

Electrical Resistivity Tests

The apparatus used for this electrical resistivity test consisted of the following:

1. Standard 100 x 100 mm concrete cube mould

2. Soil mixer

3. Standard Proctor hammer

4. Two 100 mm aluminium electrodes

5. 200 volts DC power supply

6. Hand held multimeter

7. Other basic apparatus

For every specimen, 3 kg of soil were mixed with a certain amount of distilled water 
according to the percentage of moisture content required that ranged between 10 % - 45 % as 
shown in Table 3. Mixing was done by means of a soil mixer and the samples were then left 
aside for at least 24 hrs in the mixing bowl wrapped with plastic.

Prior to the compaction process, the internal perimeter of the mould was lined with a thick 
plastic material for easy removal of the specimen once the mould had been disassembled. The 
specimens were then compacted directly in a 100 x 100 mm square mould in three equal layers 
using the standard proctor hammer that delivered blows ranging from 15 to 45 blows per layer. 
The procedure for compaction is the same as prescribed in BS 1377, except for the fact that the 
mould is square instead of the standard round mould and the number of blows varies from 15 
– 45 blows as mentioned earlier. The mould was disassembled upon completion of compaction 
and the specimen cubes were placed between two circular aluminium electrodes for the purpose 
of determining electrical resistivity using the disc electrode method according to BS 1377. The 
specimens, along with the aluminium discs, were connected to both the negative and positive 
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terminals of a DC power supply and also connected to a multimeter, where an initial potential 
with varying voltages from 30V, 60V, and 90V were applied (Fig.2). The resulting values of 
the current in miliampere were then recorded. The electrical resistant and resistivity of the 
samples were calculated from Equations (1) and (2) respectively.

 
 
 
 
 
 
 
 
 
 

 

 

      SOIL 
    SAMPLE 

 A 
Aluminium discs 

Power supply  

Fig.2: Electrical resistivity test set-up

The cube specimens were then sliced into 3 portions, where they were placed in a direct 
shear box assembly with subsequent loadings of 10 kg, 20 kg and 30 kg. Finally, the three 
Mohr circle diagrams from each sample were constructed and both the cohesion and angle of 
friction were also recorded. A summary of all the 48 tests conducted with their variations is 
given in Table 3 below.

For example, in tests 1 to 3, the weight of dry soil used was 3.0 kg for each sample. The 
soil samples were mixed with 0.75, 0.3 and 0.75 kg of water to produce the corresponding 
moisture content of 25%, 10% and 25% for sand, silt and clay sample respectively. The no. of 
blow for in tests 1 to 3 was set to 15 blows per layer. The same process was repeated for the 
rest of the tests in Table 3.

TABLE 3 
A summary of the tests for all the samples

Test No. Wt. of dry 
soil (kg)

Moisture 
content for sand 
samples (%)

Moisture 
content for silt 
samples (%)

Moisture 
content for clay 
samples (%)

No. of blows 
per layer

1-3 3.0 25 10 25 15
4-5 3.0 25 10 25 25
6-9 3.0 25 10 25 35
10-12 3.0 25 10 25 45
13-15 3.0 30 15 30 15
16-18 3.0 30 15 30 25
19-21 3.0 30 15 30 35
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Test No. Wt. of dry 
soil (kg)

Moisture 
content for sand 
samples (%)

Moisture 
content for silt 
samples (%)

Moisture 
content for clay 
samples (%)

No. of blows 
per layer

22-24 3.0 30 15 30 45
25-27 3.0 35 20 35 15
28-30 3.0 35 20 35 25
31-33 3.0 35 20 35 35
34-36 3.0 35 20 35 45
37-39 3.0 40 25 40 15
40-42 3.0 40 25 40 25
43-45 3.0 40 25 40 35
46-48 3.0 40 25 40 45

RESULTS AND DISCUSSION

Variation of Electrical Resistivity with Moisture Content

The curves of moisture content against electrical resistivity plotted in Fig.3, Fig.4 and Fig.5 
are the combination of points resulting from the tests where different moisture contents and 
different blows were used. For simplicity reason, the effect of blows on electrical resistivity 
will not be discussed in detail here other than the fact that different numbers of blow were 
found for the same moisture content that resulted in different values of electrical resistivity for 
all soil types (sand, silt and clay). This is due to the changes of porosity in the soil samples. 
It was also found that the effect of the number of blows (which causes changes in electrical 
resistivity) is much more prominent in samples with lower moisture content rather than the 
samples with higher moisture content.

Fig.3 shows that the electrical resistivity for the sand samples, regardless of the number of 
blows, ranges between 188 ohm.m at 40% moisture content to the maximum 1108 ohm.m at 
25% moisture content, which is within the range of the specified electrical resistivity value for 
sandy material (see Table 1). As for the silt samples, Fig.4 shows that the electrical resistivity 
values range between 78 ohm.m at 20% moisture content and 881 ohm.m at 15% moisture 
content, whereas the clay samples exhibit a range of electrical resistivity between 9.31 ohm.m 
to 37.7 ohm.m at the moisture content of 40% and 25% respectively (see Fig.5). Once again, 
the values of electrical resistivity for both silt and clay samples are within the specified range.

All the curves in Figures 3, 4 and 5 indicate strong correlations between moisture content 
and electrical resistivity for all types of soil. This is in agreement with the findings from many 
past researchers who found that moisture content and ionic content in pore fluids are more 
important than the conductivity of the constituent mineral grain of the soil or rock in governing 
resistivity of the sample (Kizlo & Kanbergs, 2009). By comparing the curves obtained for the 
sand, silt and clay samples, it is obvious that the moisture content for clay has the strongest 
correlation with electrical resistivity, i.e. with a regression coefficient, R2, of 0.818, while silt 
exhibits the lowest correlation with the R2 value of 0.694. The higher correlation of electrical 
resistivity against moisture content in clay could be well contributed by the smaller range 

TABLE 3 (continue)
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of electrical resistivity values for clay compared to sandy particles which limit the variation 
in the values of electrical resistivity in clay. In addition, the homogeneity of the sizes of the 
sand particles which varies from 300 – 2000 µm might again affect the range of measured 
electrical resistivity values and hence the correlation. However, it should be noted that the 
weak correlation in silt might be due to the fact that lower moisture contents (10% to 25%) 
were used in the silt samples and therefore, further experiments should be conducted to verify 
this. The combined curve for silt and clay shown in Fig.6 revealed an even better correlation, 
suggesting that the samples with fine grain soils produced better correlation of moisture content 
with electrical resistivity.
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Fig.3: Moisture content vs. electrical resistivity for sand
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Fig.4: Moisture content vs. electrical resistivity for silt
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Fig.5: Moisture content vs. electrical resistivity for clay
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Fig.6: Moisture content vs. electrical resistivity for sand and silt+clay

Variation of Electrical Resistivity with Angle of Friction

All the values of angle of frictions φ presented in the following figures were obtained from 
the small shear box tests conducted on the remoulded soil samples. Along with the angle of 
frictions, φ, cohesive values, c, were also obtained. However, only the results obtained for φ 
are presented in this paper.

Fig.7, Fig.8, Fig.9 and Fig.10 show the correlations between the angle of friction and 
electrical resistivity. It is interesting to note that the trend of the curves indicates that the values 
of internal friction φ increase with the increase in the electrical resistivity. It is also interesting 
to find out that the correlation between φ and electrical resistivity for clay soil shown in Figure 
9 gives the strongest correlation with a coefficient of regression, R2, of 0.824, i.e. with the silt 
soil type having the least R2 value of 0.012. The combined points for all the soil types are then 
plotted in Figure 10, with the trend of increasing φ with the increase in the electrical resistivity 
persists, while the value of regression, R2, is 0.338. Nevertheless, this paper does not attempt 
to hypothesize the reasons of such a relationship. 
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If what was obtained here is the true representation of the relationship between φ and 
electrical resistivity, then further tests would need to be carried out to establish the governing 
mechanisms. Note that it is very important to establish a strong and reliable correlation 
between electrical resistivity and strength parameters such as φ, which is one of the main 
parameters used in the calculation of factor of safety (FOS) in slopes and bearing capacity of 
soils. A particular measurement of the electrical resistivity in the field if correlated correctly 
could produce a reasonable value of FOS for slope stability assessment and bearing capacity 
of soils for foundation design. Therefore, the related factors to look for are probably in the 
fabric structure or particle arrangement of the fine particles and the reduction of porosity in 
coarse particles, where both factors contribute to the strength of the soil samples and affect 
the ability in the transmission of fluid or ions in the soil, which will in turn affect electrical 
resistivity. Robain et al. (2003) and Ozcep et al. (2005) pointed out that solid soil components 
are generally insulators but electrical conductivity and resistivity lie in the fluid content in both 
the macro and micro voids. Porosity generally affects the pore size and volume of air voids, 
which will in turn increase or decrease the degree of saturation. Nearly saturated pores form 
bridges between the particles and greater particle-to-particle contact (Sadek, 1993). Thus, lower 
and higher electrical resistivities associated with φ are the results of decreasing or increasing 
the electrical conductivity or resistivity in the pores and along the solid surface.
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Fig.7: Angle of friction (Phi) vs. electrical resistivity for sand
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Fig.9: Angle of friction (Phi) vs. electrical resistivity for clay
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Fig.10: Angle of friction (Phi) vs. electrical resistivity for all soil samples

CONCLUSION

The trend and reliability of relationships between moisture content and angle of friction with 
electrical resistivity were established from this research. Relationship between moisture content 
and electrical resistivity shows that higher moisture content causes electrical resistivity to be 
lowered with the strongest coefficient of regression, R2 was obtained in the clay soil samples. 
On the other hand, relationship between φ and electrical resistivity reveals that higher value of φ 
caused electrical resistivity to be higher with again the strongest R2 was from the clay samples. 
The mechanism which governs the correlations mentioned above needs to be understood and 
verified through further tests which hopefully will pin point to the factors contributing to such 
relationship or trend. For this purpose, the author suggested to initially focus on the aspects of 
structural arrangement in fine grained soils and porosity in course grained soils, both of which 
affects the transmission of ions which has direct bearing on the value of electrical resistivity.



Correlation of Electrical Resistivity with Soil Parameters

151Pertanika J. Sci. & Technol. 22 (1): 139 - 152 (2014)

REFERENCES
Erzin, Y., Rao, B. H., Patel, A., Gumaste, S. D., & . Singh, D. N. (2010). Artificial Neural Network 

Models For Predicting Electrical Resistivity of Soils from Their Thermal Resistivity. International 
Journal of Thermal Science, 49, 118-130.

Hassanein, Z., Benson, C., & Blotz, L. (1996). Electrical Resisitivity of Compacted Clay. Journal of 
Geotechnical Engineering, 122(5)(May Issue), 397-406.

Instruction Manual for LUND Imaging System (1999). ABEM Instrument AB, Bromma, Sweden. 
Chapter 2, 1-21.

Jackson, P. (1975). An Electrical Resistivity Method for Evaluating the In-situ Porosity of Clean Marine 
Sands. Marine Geotechnol., 1(2), 91-115.

Kalinski, R. J., & Kelly, W. E. (1993). Estimating Water Content of Soils From Electrical Resistivity. 
Geotechnical Testing Journal, 16(3), 323-329.

Kalinski, R. J., & Kelly, W. E. (1994). Electrical Resistivity Measurements for Evaluating Compacted 
Soil Liner. Geotechnical Testing Journal, 120(2451) 451-457.

Kizlo, M., & Kanbergs, A. (2009). The Causes of the Parameters Changes of Soil Resistivity. The 50th 
International Scientific Conference, Power and Electrical Engineering, 43-46.

Mitchell J. (1993). Fundamentals of Soil Behavior (2nd ed.), New York: John Wiley and Sons.

Ozcep, F., Asci, M., Tezel, O., Yas, T., Alpaslan, N., & Gondogdu, D. (2005). Relationships Between 
Electrical Properties (in Situ) and Water Content (in The Laboratory) of Some Soils in Turkey. 
European Geosciences Union General Assembly, Wien, Austria.

Parasnis, D. S. (1986). Principles of Applied Geophysics. Chapman & Hall. 

Pozdnyakova, L., Poznyakov, A., & Zhang, R. (2001). Application of Geophysical Methods of Evaluate 
Hydrology and Soil Properties in Urban Areas. London, UK. Urban Water, 3, 205-216.

Pozdnyakov, A., & Pozdnyakova, L. (2002). Electrical Fields and Soil Properties. In 17th WCSS, 
Thailand, Paper 1558, 1-11.

Robain, H., Camerlynck, C., Bellier C., & Tabbagh, A. (2003). Laboratory Measurements of Electrical 
Resistivity Versus Water Content on Small Soil Cores. Geophysics Research Abstract, 5.

Robinson, E. S., & Coruh, C. (1988). Basic Exploration Geophyics. John Wiley & Sons.

Rhodes, J., Raats, P., & Prather, R. (1976). Effect of Liquid Phase Electrical Conductivity, Water Content, 
and Surface Conductivity on Bulk Soil Electrical Conductivity. Soil Science Society of American 
Journal, 40, 651-655.

Ronald, A. E., & Ronald, C. G.(1982). Electrical Resistivity Used To Measure Liquefaction of Sand. 
Journal of Geotechnical Engineering, 108, GT5, 779-782.

Sadek, M. (1993). A Comparative Study of the Electrical and Hydraulic Conductivities of Compacted 
Clay. Phd Thesis, Dept. of Civil Engineering, University of California at Berkeley, Berkeley, 
California.

Schultz, D. W., Duff, B. M., & Peters, W. R. (1984). Performance of An Electrical Resistivity Technique 
for Detecting and Locating Geomembrane Failures. International Conference on Geomembrane, 
Denver, USA, 445-449.



Syed Baharom Syed Osman, Mohammad Nabil Fikri and Fahad Irfan Siddique

152 Pertanika J. Sci. & Technol. 22 (1): 139 - 152 (2014)

Shea, P. F., & Luthin, J. N. (1961) An Investigation of The Use of The Four Electrode Probe For Measuring 
Soil Salinity In Situ. Soil Science, 92, 331-339.



Pertanika J. Sci. & Technol. 22 (1): 153 - 161 (2014)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

ISSN: 0128-7680  © 2014 Universiti Putra Malaysia Press.

INTRODUCTION

Sago, which is scientifically known as 
Metroxylon sagu, comes from genus 
metroxylon and family palmae (Singhal et 
al., 2008). Sago palm is commonly found 
in tropical lowland forests and freshwater 
swamps. The areas under sago cultivation in 
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ABSTRACT

Oil pollution remains a serious concern especially in Malaysia. Many strategies have been employed 
to overcome oil pollution. In this research, sago waste material abundantly found in Sarawak was used 
and chemically modified into an oil adsorbent . Sago waste cellulosic residues were modified using 
fatty acid derivatives. The capability of the chemically modified sago waste to absorb oil from aqueous 
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higher hydrophobicity than the untreated sago waste, implying that it is less affinity for water and 
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wild and semi-wild conditions are estimated 
to be at 19,720 hectares, with a total planted 
area of 28,000 hectares. Sarawak is currently 
one of the world’s largest exporters of sago 
products with annual exports of approximately 
43,000 tons. The mass production of sago 
produces residues during processing. It was 
estimated that from 600 logs of sago palm 
per day, 15.6 tons of woody bark, 237.6 tons 
of waste water, and 7.1 tons of starch fibrous 
sago pith residue are generated (Bujang & 
Ahmad, 1999). Sago pith residue is composed 
mainly of 41.7 - 65% starch and 14.8% fibre, 
including a fair amount of mineral (Wina et 



Zainab Ngaini, Rafeah Wahi, Dayang Halimatulzahara and Nur An-Nisaa’ Mohd Yusoff

154 Pertanika J. Sci. & Technol. 22 (1): 153 - 161 (2014)

al., 1986). The residues are either incinerated or discharged into the river, which eventually 
contribute to serious environmental problems. Thus, there is a need to find ways to utilize these 
wastes into useable materials.

Sago waste comprises of cellulose and lignin, with hydroxyl functional groups (Quek et 
al., 1998). Several studies have reported on the utilization of sago wastes as fermentable sugar 
(Kumoro et al., 2008), heavy metal remover (Quek et al., 1998) and some other applications 
(Singhal et al., 2008). However, no studies have reported on sago as an oil absorbent, even 
though sago waste is known to contain lignocellulosic material, as found in previously studied 
natural oil sorbents such as cotton, wool, bark, kapok, rice straw, barley straw, vegetable fibres, 
pith bagasse and raw bagasse (Husseien et al., 2008; Annunciado et al., 2005; Adebajo & Frost, 
2004; Said et al., 2009).

Herein, we report on the chemical modification of sago waste with fatty acid derivatives 
via esterification on the cellulosic residues. The capability of the chemically modified sago 
wastes to absorb oil from aqueous solution was studied for potential commercial application.

MATERIALS AND METHODS

Sago waste (SW) was obtained from Mukah, Sarawak. The engine oil used in all sorption 
experiments was Shell Helix HX5, Premium Multi-Grade Motor Oil. Dichloromethane was 
dried under calcium hydride. All chemicals were used as received and all reactions were 
performed under nitrogen atmosphere. The IR spectra were obtained on a Perkin Elmer 
Instruments Spectrum Gx1v5.0 using NaCl disc. SEM analysis was conducted to examine the 
surface morphology of the samples.

Sample Preparation of SW and Chemical Modification

Stearic acid (0.01 mole, 3.0 g) was added to dichloromethane (60 mL). Oxalyl chloride (0.01 
mole, 1.30 mL) was added drop wise in 30 minutes. Dimethylformamide (5-6 drops) was also 
added to initiate the reaction. The solution was stirred continuously at room temperature for 3 
hours. SW (3.0 g), which had been ground and dried in an oven at 80±5 ˚C for 24 hours, was 
added into the prepared solution. Triethylamine (0.01 mole, 1.01 mL) was added drop wise 
into the solution and stirred continuously for 24 hours at room temperature. The modified sago 
waste (MSW) was then filtered, washed successively with cold dichloromethane followed by 
ethylacetate, and dried at room temperature (Cammidge et al., 2003).

Characterization of SW, MSW and Used Engine Oil (UEO)

Density

A measuring cylinder was pre-weighed and SW was packed up to 1 mL measurement. The 
weight of SW was recorded. Three replicates were done and the density of SW was calculated 
using the mathematical formula shown below:

Density (kg/m3) = mass / volume
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The same steps were repeated to determine the density of MSW. A measuring cylinder was 
pre-weighed and UEO (10 mL) poured into it. Then, the weight of UEO was recorded. Three 
replicates were done and the density of UEO was calculated using the same mathematical 
formula.

Water Sorption Test

De-ionised water (70 mL) was poured into a 100 mL beaker. SW (0.1 g) was spread evenly 
on the surface of de-ionised water for different absorption times at 10, 20, 30 and 40 min. SW 
was then collected, air dried on filter paper for 10 minutes, weighed, and recorded. The same 
steps were applied to determine the water sorption capacity for MSW (Said et al., 2009). Water 
uptake was calculated using the formula below:

Water uptake (%) = (Sorptionwet,static – Sorptiondry)/Sorptiondry x 100%

Hydrophobicity Test for SW and MSW

De-ionised water (15 mL) was poured into a 30 mL vial, while SW (0.07 g) was poured onto 
the surface of the de-ionised water. The precipitations for these two mixtures were observed 
for 7 days. The same method was applied for MSW.

UEO Sorption Tests 

Three systems applied to determine the sorption capacity of SW and MSW to UEO were the 
dry system, wet system (static) and wet system (dynamic). The study was performed at room 
temperature. The sorption capacity was calculated using the following mathematical formula 
(Husseien et al., 2008):

Sorption (g/g) = (St – So) / So

St = Total mass of absorbed sample

So = Initial weight of sample

Dry System

UEO (4 mL) was poured into a beaker. SW (0.1 g) was spread evenly on top of UEO. The 
sorption capacity test of SW was performed at 10, 20, 30 and 40 minutes. SW was collected, 
filtered and air dried on filter paper to remove excess oil. SW was weighed and recorded. Three 
replicates were carried out for each respective time. The same procedure was also performed 
on MSW (Husseien et al., 2008).

Wet System (static)

De-ionised water (70 mL) was poured into 100 mL beaker followed by UEO (4 mL). SW 
(0.1 g) was spread evenly on top of UEO. The sorption capacity of SW was performed at 10, 
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20, 30 and 40 minutes. SW was collected, filtered and air dried on a piece of filter paper to 
remove the excess oil, before it was weighed and recorded. Three replicates were performed 
each respective time. The same procedure was performed on MSW.

Wet System (dynamic)

De-ionised water (70 mL) was poured into a 100 mL beaker, followed by UEO (4 mL). SW 
(0.1 g) was spread evenly on top of UEO. The mixture was stirred for sorption capacity at 10, 
20, 30 and 40 minutes. SW was collected, filtered and air dried on a piece of filter paper to 
remove the excess oil, before it was weighed and recorded. Three replicates were performed 
each respective time. The same procedure was performed on MSW. 

RESULTS AND DISCUSSION

The lignocellulosic material of SW was modified via esterification of the hydroxyl groups with 
stearic acids. The conversion of stearic acids to acyl chlorides efficiently formed ester bonds 
onto SW network via hydroxyl groups, which contributed to hydrophobicity in the MSW.

IR spectra (Fig.1) showed the introduction of long alkyl (CH2) groups onto the SW 
network at 2918 cm-1 and 2849 cm-1. The presence of peaks at 3416 cm-1 and 3442 cm-1 (Fig.1c) 
indicated that the hydroxyl groups were not fully substituted with stearic acid. This is due to 
the properties of sago waste which comprises mainly of starch, cellulose and lignin (Kumoro 
et al., 2008; Quek et al., 1998). In addition, it also consists of a higher number of hydroxyl 
groups. The peak attributed to the formation of ester is shown at 1723 cm-1 (see Fig.1c). The 
peaks for carbonyl groups in MSW were fairly notable due to the massive network of MSW 
which overshadowed the carbonyl groups of ester linkage. 
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Fig.1: FT-IR spectra of (a) SW, (b) stearic acid, and (c) MSW
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Scanning electron microscope (SEM) of SW and MSW is shown in Fig.2. There were 
no significant changes in the physical structure of SW before and after modification. This 
occurrence suggested that it was a chemical modification instead of physical modification 
(Erra et al., 2002).

Table 1 shows the density obtained for SW, MSW and UEO. The density of UEO was 
higher compared to SW and MSW. The difference in density for SW and MSW influenced 
their performances in the dry system, where only UEO was present. The density of water (1000 
kg/m3) affected the performance of SW and MSW in the wet system (static) in terms of the 
buoyancy (Husseien et al., 2008). The densities of SW and MSW were lower than water and 
thus, they remained on top of the water.

The water sorption capacity tests for SW and MSW were used as a control study to 
determine their ability to absorb oil. The sorption capacity was calculated in g/g unit and shown 
in Table 2. SW gave higher water sorption capacity compared to MSW.

 
Fig.2: Scanning electron microscope of SW (left) and MSW (right)

TABLE 1 
Density of SW, MSW  and UEO

Sample Density (kg/m3)
SW 297.5±2.30
MSW 226.9±2.01
UEO 829.7±9.06

TABLE 2 
Water sorption capacity (g/g) for SW and MSW

Time (min) SW MSW
10 2.2130±0.227 0.8330±0.288
20 2.7250±0.292 1.4593±0.243
30 3.1817±0.531 1.6524±0.194
40 3.3150±0.501 1.8379±0.199



Zainab Ngaini, Rafeah Wahi, Dayang Halimatulzahara and Nur An-Nisaa’ Mohd Yusoff

158 Pertanika J. Sci. & Technol. 22 (1): 153 - 161 (2014)

SW and MSW were also subjected to hydrophobic tests to compare the level of 
hydrophobicity in both the samples. Both SW and MSW floated on the surface of water. SW was 
slowly submerged and completely accumulated at the bottom of the vial after 7 days (Fig.3a). 
However, MSW remained on the surface of water level. This observation suggests the formation 
of bonding between lignocellulosic hydroxyl groups with stearic acid via esterification.

The percentages of water uptake for SW in the wet system (static) and the wet system 
(dynamic) are shown in Table 3. In the wet system (static), the negative percentage values 
indicated that there was no water absorption. In the wet system (dynamic), the absorption of 
water occurred when SW was exposed to the system for 30 and 40 minutes. On the other hand, 
positive percentage values indicated that water absorption had occurred. The higher percentage 
of water uptake for SW was due to the higher number of hydroxyl groups in its lignocellulosic 
network (Kumoro et al., 2008) which easily formed hydrogen bonding with water molecules.

The percentage of water uptake for MSW is shown in Table 4. Similarly, the negative 
percentage values for water uptake in both the wet system (static) and wet system (dynamic) 
indicated that there was no absorption of water. This was due to the presence of long 
hydrophobic chains of stearic acid in the MSW network. The increasing hydrophobic property 
of MSW was explained by the negative percentage of water uptake in both wet system (static) 
and wet system (dynamic).

The sorption capacity of UEO onto SW and MSW is shown in Fig.4 to Fig.6. SW showed 
a higher sorption capacity compared to MSW in the dry system (see Fig.4) (Annunciado et 
al., 2005; Kumoro et al., 2008). MSW, however, showed lower sorption capacity. This was 
due to the lower density and higher buoyancy of MSW compared to SW (Fig.3) and UEO and 
thus, remained on the surface of UEO. The effectiveness of MSW to penetrate into UEO and 
absorb oil was lower due to the minimal contact between MSW and UEO.

 

  

Fig.3: (a) Accumulation of SW at the bottom of vial; (b) MSW remained on the surface of water after 
7 days
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SW showed a higher sorption capacity compared to MSW in the wet system (static) (Fig.5). 
For the static system, the sorption capacity is inversely proportional to the buoyancy of fibres 
(Annunciado et al., 2005). MSW has higher buoyancy compared to SW and remained on the 
surface of UEO, thus reducing the fibre-oil contact. This might limit oil sorption ability.

Fig.6 shows the sorption capacity of SW and MSW in the wet system (dynamic). The 
weight gain for SW is not only contributed by the oil sorption. The incorporation of water 
into the fibres which ranged from 0.0-2.8% (Table 3) contributed to higher values in sorption 
capacity. The presence of lignocellulosic material in the SW network afforded SW to absorb 
hydrophobic and hydrophilic materials. Vigorous agitation and frequent water-fibres contact 
have affected the sorption capacity of SW (Annunciado et al., 2005). On the other hand, the 
sorption capacity of MSW is solely from UEO. This may have happened due to its higher 
buoyancy compared to SW and also to the presence of higher hydrophobic moieties which 
therefore selectively absorbed oil compared to water. Therefore, MSW showed a relatively 
better performance to absorb oil in dynamic aqueous condition compared to SW.

TABLE 3 
Calculated percentage of water uptake for SW in wet system (static) and wet system (dynamic)

Time  
(min)

Dry system  
(g/g)

Wet system (static) 
(g/g)

Calculated water 
uptake (%)*

Wet system 
(dynamic) (g/g)

Calculated water 
uptake (%)*

10 2.8452±0.145 2.2144±0.238 -22.1 2.580±0.376 -9.3
20 3.1145±0.133 2.5507±0.241 -18.1 2.6611±0.280 -14.5
30 3.1525±0.199 2.9135±0.108 -7.5 3.1925±0.544 1.3
40 3.1931±0.221 3.0190±0.284 -5.5 3.2815±0.466 2.8

*Note: negative value represents “no water uptake and equiv. to 0%”

TABLE 4 
The calculated percentage of water uptake for MSW in the wet system (static) and wet system 
(dynamic)

Time  
(min)

Dry system 
(g/g)

Wet system (static) 
(g/g)

Calculated water 
uptake (%)*

Wet system 
(dynamic) (g/g)

Calculated water 
uptake (%)*

10 1.521±0.255 0.7342±0.371 -5.2 0.796±0.159 -47.6
20 1.721±0.114 0.8598±0.294 -5.0 0.657±0.380 -61.8
30 1.067±0.165 0.8811±0.150 -1.7 0.730±0.111 -31.6
40 1.800±0.093 1.7844±0.093 -0.9 1.079±0.197 -40.1

* Note: negative value represents “no water uptake and equiv. to 0%”

CONCLUSION

The introduction of long alkyl (CH2) groups onto the SW network via esterification has 
increased the hydrophobic property. In this study, MSW afforded a better sorption capacity 
on UEO as compared to SW in aqueous environment (wet system). MSW showed excellent 
affinity for oil and low affinity for water. For oil sorption in the absence of water (dry system), 
SW was found to be good material.
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INTRODUCTION

Aglaia Lour, the largest genus of the Meliaceae 
family, consists of approximately 130 species 
that can be found in the Indo-Malaysian region 
in South China and on the Pacific Island. It 
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ABSTRACT

Our continuing research on the Aglaia genus (family Meliaceace) has led us to this first study on the 
chemical constituents of Aglaia lanuginose (bark). The dichloromethane extract from the bark of Aglaia 
lanuginose showed cytotoxicity against HL-60 leukaemia cell line (45% inhibition) at 20 µg/ml and was 
prioritised for further investigation. Repeated chromatography of the dichloromethane extract yielded 
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the known sterols, sitosterol (9) and stigmasterol (10). Another isolated compound was the aromatic 
4-hydroxycinnamyl-acetate (8), which has not been reported to be present in a plant from the Meliaceae 
family. The structures of all the compounds were elucidated on the basis of spectroscopic methods (IR, 
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occurs in a variety of habitats ranging from 
rainforests and mangrove swamps to semi 
deserts (Muellner et al., 2003). Most of Aglaia 
spp. are trees that can reach up to 40 meters 
in heights. Aglaia spp. are important to the 
people in the South East Asia region because 
the trees are useful as sources for timber and 
their fruit are consumed, sometimes for their 
medicinal values (Simantujal et al., 1999). 
In Vietnam, the crude extracts from the 
leaves and flowers of Aglaia spp. are used to 
treat inflammatory skin disease and allergic 
disorders such as asthma (Proksh et al., 2005). 
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Aglaia plants are used to treat fever and as preparations in leprosy treatment by using the latex 
from the plant to smear on the affected parts of the skin (Christensen et al., 2002). In India, these 
Aglaia plants are used to treat yellow fever, common fever and as an antidote (Kritikar et al., 
1975). In addition, the flowers of Aglaia odorata are used as perfume in China and Indonesia.

During the past few years, the genus Aglaia has been receiving increased focus in 
scientific research due to its potential in producing biologically active compounds. The 
most common compounds from various Aglaia species that have been reported so far are 
triterpenes and benzofurans, and many of these compounds possess biological activities. 
Dammaranes, cycloartanes, tirucallanes, apotirucallanes, glabretals, bacharanes and lupanes 
represent the most widespread triterpenes within the genus of Aglaia (Silvia et al., 2008). As 
for the benzofuran compounds, studies have shown that those with the cyclopentabenzofuran 
core are phytochemically confined to the genus Aglaia (Brader et al., 1998). These 
cyclopentabenzofurans are also commonly known as recoglate or flavagline derivatives and 
have been observed to be biologically active including cytotoxic activity against human cancer 
cells. An example of a cyclopentabenzofuran is silvestrol; isolated from Aglaia leptantha 
Miq. and collected in Borneo Island, it is currently being developed as an anti-cancer drug for 
chronic lymphocytic leukaemia (Lucas et al., 2009).

Previous studies have indicated that many Aglaia plants contain toxic chemical compounds 
that can be used as pesticides or anticancer drugs (Simantujak et al., 1999). As part of our 
continuing research on the Aglaia genus, we observed that the dichloromethane extract from 
the bark of Aglaia lanuginose showed moderate in vitro cytotoxic activity against HL60 cell 
line. As Aglaia lanuginose has not been studied for its phytochemical constituents and some 
of the constituents may exhibit cytotoxicity, here we describe our findings on the chemical 
constituents from the bark extract of A. lanuginose and the cytotoxicity of these compounds 
against HL60 cells.

MATERIALS AND METHODS

Plant Material

The bark of Aglaia lanuginose King was collected in Peninsular Malaysia near the town of 
Jeli, Kelantan, which is located 127 km along the Jeli-Gerik route from Kota Bharu to Ipoh. 
A voucher specimen (KL 4232) was deposited at the Herbarium of Department of Chemistry, 
University Malaya, Kuala Lumpur, Malaysia.

Experimental Design

Fractionation and purification. The dichloromethane crude extract (10 g) which was cytotoxic 
against HL60 leukaemia cells (45% inhibition) at 20 µg/ml, was subjected to column 
chromatography (CC) over silica gel and eluted with dichloromethane/ methanol with 1% 
increments of methanol to give a total of 11 fractions.

Fraction 3 (175.9 mg), which was eluted from the previous CC (SiO2) with 100% 
dichloromethane, was further purified by CC (SiO2) using increasing amounts of ethyl acetate in 
hexane to give compounds 1, 2, 8, 9 and 10 (all eluted with 5% ethyl acetate in hexane). Fraction 
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4 (543 mg), which was eluted from the first column with 2% methanol in dichloromethane, 
was further purified by CC (SiO2) before it was eluted using increasing amounts of ethyl 
acetate in hexane to obtain compounds 3 and 4. Both compounds 3 and 4 were eluted with 
10% ethyl acetate in hexane. Fraction 5 (800 mg), which was eluted from the first column with 
2% methanol in dichloromethane, was further purified by CC (SiO2) and then eluted using 
increasing amounts of ethyl acetate in hexane to obtain compound 5, which was eluted at 15% 
ethyl acetate in hexane. Fraction 6 (3.7 g), which was eluted from the first column with 2% 
methanol in dichloromethane, was further purified by CC (SiO2) before it was eluted using 
increasing amounts of acetone in hexane to obtain compounds 6 and 7.

Compounds 1, 2, 5, 8 were further purified with prep-thin layer chromatography (TLC) 
using a mixture of hexane and ethyl acetate or a mixture of hexane and acetone solvent systems 
depending on the polarity of the compounds, while compounds 6 and 7 were obtained in pure 
form by recrystalization from methanol. Compounds 9 and 10 were identified as the common 
sterols and were not purified further. Structure elucidation was carried out by 1H-NMR, 
13C-NMR, COSY, HMQC, HMBC, DEPT, IR, UV and Mass-spectroscopy.

Cytotoxicity Assay. HL60 cells were acquired from ATCC (American Type Cell Culture) 
and were cultured in RPMI 1640 (Gibco) media added with 10% of fetal bovine serum (FBS, 
Gibco). Briefly, test compounds or extracts were prepared as stock solutions of 20 mg/ml 
in dimethyl sulfoxide (DMSO) and diluted accordingly in phenol red free culture medium 
supplemented with 5% FBS before use. In a 96-well plate, samples in 4 replicates (n = 4) at 
a concentration of 5 µg/ml were tested against 15,000 of HL60 cells per well for 2 hours at 
37°C in 5% CO2. The viability of the cells was indirectly determined by MTT dye reduction, 
where 15 µl of MTT (5 mg/ml in PBS) was added into each well which contained the cells. 
After incubating for 4 hours, 70 µl of the supernatant was pipetted out from each well. The 
formazan crystals formed were dissolved by the addition of 100 µl of DMSO. The absorbance 
was recorded at 570 nm and the viability of the cells was calculated.

RESULTS AND DISCUSSION

Dried ground barks (2.5 kg) were extracted sequentially with hexane, dichloromethane 
and methanol at room temperature. The hexane, dichloromethane and MeOH extracts were 
evaporated in vacuum to yield 58.57 g of hexane extract, 20.20 g of dichloromethane extract 
and 47.05 g of methanol extract separately. Cytotoxicity assay on HL60 using 20 µg/mL of the 
three extracts showed that the dichloromethane extract had moderate activity (45% inhibition) 
while the other two extracts were inactive. The dichloromethane extract was selected for further 
fractionation as part of our focus on isolating chemical constituents that may have anti-cancer 
properties.

Isolation and Structural Elucidation

Cabralealactone (1) was isolated as a white amorphous powder. The MS spectrum of compound 
1 showed a [M]+ peak at m/z 414 which corresponded to the molecular formula C27H42O3. The 
triterpenoidal nature of compound 1 was revealed by 1H-NMR (Table 1) which showed six 
methyl groups and some complex multiplets belonging to the alicyclic protons. The 13C-NMR 
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showed 27 peaks assignable to six methyl (CH3), ten methylene (CH2), four methine (CH) 
groups and seven quaternary peaks which were distinguishable from the DEPT spectra. The 
13C-NMR spectrum showed additional features of tertiary carbon resonances at δC 89.9 and 
δC 176.9, assignable to the lactone system. The 1H-NMR and MS data of compound 1 were 
similar to those of cabralealactone in the literature (Cascon et al., 1972). On the basis of the 
evidence presented, compound 1 was identified as cabralealactone.

Methyl isoeiclerianate (2) was isolated as a white amorphous powder. The MS spectrum of 
compound 2 showed a [M+H]+ peak at m/z 489 which corresponded to the molecular formula 
C31H52O4. The 1H-NMR spectrum (Table 1) showed seven tertiary methyls, an oxomethine 
at δΗ 3.75 (t) and multiplet signals belonging to the alicylic protons. The open seco skeleton 
was confirmed by the presence of two broad singlets at δH 4.66 and 4.84 (2 brs, 1H each), 
which corresponded to the two terminal protons (H-28α and H-28β). Furthermore, a methoxy 
group located at C-3 proved that compound 2 is a methyl ester. The EIMS of 2 showed a 
characteristic fragment ion at m/z 143 (100%), consistent with the presence of a hydroxy-methyl 
tetrahydrofuran side chain [C8H15O2]+ in the molecule. The configuration of compound 2 was 
determined to be 24S based on the resonance of C-24 at δC 86.4 in 13C NMR. The assignments 
of carbons in the 13C-NMR of compound 2 were similar to those of methyl isoeichlerianate 
in the literature (Seger et al., 2008). From these observations, compound 2 was identified as 
methyl isoeiclerianate.

Cabraleone (3) was isolated as a white amorphous powder. The EIMS spectrum of 
compound 3 showed a [M + H]+ peak at m/z 459 which corresponded to the molecular formula 
C30H50O3. The triterpenoidal nature of compound 3 was revealed in the 1H-NMR spectrum (Table 
1) with eight tertiary methyl groups as sharp singlets, multiplet signals of the alicyclic protons 
and an oxomethine signal at δΗ 3.64 (t). The EIMS of 3 showed a characteristic fragment ion 
at m/z 143 (100%) which was similar to compound 2 and consistent with the presence of a 
hydroxy-methyl tetrahydrofuran side chain [C8H15O2]+ in the molecule. The configuration of 
compound 3 was determined to be 24S based on the resonance of C-24 at δC 86.4 in 13C NMR. 
The NMR and MS data of compound 3 were similar to those of cabraleone in the literature 
(Albersberg et al., 1991). On the basis of the evidence above, the structure of compound 3 
was assigned as cabraleone.

Ocotillone (4) was isolated as a white amorphous powder. the MS spectrum of compound 
4 showed a [M + H]+ peak at m/z 459 - similar to compound 3 - which corresponded to the 
molecular formula C30H50O3. Signals of 1H- (Table 1) and 13C-NMR spectra of compound 4 were 
similar to those of its isomer 3, and both compounds can be distinguished by the chemical shifts 
of C-24. The configuration of compound 4 was determined to be 24R due to the resonance of 
C-24 at δC 84.5 in 13C NMR. The other proton assignments in the 1H-NMR of compound 4 were 
similar to those of ocotillone in the literature (Nuanyai et al. 2011). From these observations, 
compound 4 was identified as ocotillone.

Eichlerialactone (5) was isolated as a white amorphous powder. The MS spectrum of 
compound 5 showed a [M + H]+ peak at m/z 431 which corresponded to the molecular formula 
C27H42O4. The 1H-NMR spectrum (Table 1) showed five tertiary methyls and multiplet signals 
belonging to the alicylic protons. In addition, the 1H-NMR spectrum revealed signals of two 
terminal protons (H-25α and H-25β) as broad singlets at δΗ 4.67 and 4.88 (2 brs, each 1 H) 
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Fig.1: Structures of dammarane triterpenes isolated from Aglaia lanuginose King (bark)
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which are typical of a seco-dammarane triterpenoid. The 13C-NMR spectrum analyzed by the aid 
of DEPT spectrum indicated five tertiary methyls, seven quaternary carbons and three oxygen 
bearing carbons at δC 176.9, 89.9, 177.0 for C-3, C-20 and C-24, respectively. The NMR and 
MS data of compound 5 were similar to those of eiclerialactone in the literature (Singh et al., 
1991). On the basis of the evidence above, the structure of 5 was identified as eichlerialactone. 

Eichlerianic acid (6) was isolated as a white powder. The MS spectrum of compound 
6 showed a molecular ion peak [M]+ at m/z 474 corresponding to the molecular formula of 
C30H50O4. The triterpenoid nature of compound 6 was revealed in the 1H-NMR spectrum (Table 
1) by having seven tertiary methyl groups as sharp singlets and some complex multiplet signals 
belonging to the methylene and methine protons. Additionally, there was a signal assignable to 
a methine proton H-24 at δΗ 3.57 (dd, J = 10.3 and 5.0 Hz, 1H) and broad singlets at δH 4.60 
and 4.78 (2 brs, each 1H) which were assignable to the terminal protons H-28α and H-28β. The 
configuration of compound 6 was determined to be 24S based on the resonance of C-24 at δC 
86.3 in 13C NMR. The other proton assignments in the 1H-NMR and carbon in the 13C-NMR 
of compound 6 were similar to those of eiclerianic acid in the literature (Roux et al., 1998). 
On the basis of the evidence above the structure was assigned to be eichlerianic acid.

Shoreic acid (7) was isolated as a white amorphous powder. The MS spectrum of compound 
(7) showed a molecular ion peak [M]+ at m/z 474 corresponding to the molecular formula of 
C30H50O4. The triterpenoid nature of compound 7 was revealed in the 1H-NMR spectrum (Table 
1) by having seven tertiary methyl groups as sharp singlets, and some complex multiplet signals 
belonging to the alicyclic protons. Similarly, with respect to compounds 5 and 6, two doublets 
appeared as two broad singlets in the 1H-NMR spectrum at δH 4.60 and 4.78 (2 brs, each 
1H), which corresponded to the two terminal protons H-28α and H-28β. The configuration of 
compound 7 was determined to be 24S based on the resonance of C-24 at δC 84.4 in 13C NMR. 
The other assignments in the 1H-NMR and the 13C-NMR of compound 7 were similar to those 
of shoreic acid in the literature (Roux et al. 1998). On the basis of the evidence presented, 
compound 7 was identified as shoreic acid.

4-hydroxycinnamyl acetate (8) was isolated as yellow oil. The MS spectrum of compound 
(8) showed a molecular ion [M]+ peak at m/z 192 which was in agreement with the molecular 
formula C11H12O3. The 1H-NMR spectrum (Table 2) showed the presence of a singlet peak at δΗ 

2.28 assignable to C(11) methyl. The 1H-NMR spectra of compound 8 showed signals of H-9 
methylene at δΗ 4.30 (d, J = 6.1 Hz, 2H), a H-8 trans olefin pair at δΗ 6.29 (dt, J = 6.1, 16.1 Hz, 
1H) for H-8 and a H-7 proton at δΗ 6.57 (d, J = 16.1 Hz, 1H). There were also proton signals 
corresponding to a para-substituted aromatic ring with characteristic chemical shifts for [H-3, 
H-5] and [H-2, H-6] at δΗ 7.02 and 7.36 respectively (d, J = 8.6 Hz, 2H each). The assignments 
of protons in the 1H-NMR of compound 8 were similar to those of 4- hydroxycinnamic acetate 
in the literature (Kuichi et al., 2002). On the basis of the data presented above, structure 8 was 
identified to be 4-hydroxycinnamyl acetate.

The MS spectrum of mixtures of sterols (9, 10) showed a molecular ion [M]+ peaks at 
m/z 414 and 412, respectively. The identity of compounds 9 and 10 was established by direct 
comparison of 13C-NMR and 1H-NMR to the data published in literature (Eknmakul et al., 
2003).
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TABLE 1a 
1H-NMR data of triterpene compounds 1, 2, 3, 4, 5, 6 and 7 in CDCl3

Position 1 2 3 4 5 6 7
1 1.84 (m) 1.75 (m), 

1.53 (m)
1.45 α (m),   
1.72 β (m)    

1.46 α (m),   
1.94 β (m)    

1.24 (m),
1.6 (m)

1.75 (m), 
1.53 (m)

1.75 (m), 
1.53 (m)

2 2.5 (m) 2.14 (m) 
2.32 (m)

2.46 α (m)   
2.54 β (m)    

2.42 α (m)   
2.50 β (m)    

1.50 β (m),
 1.18 α (m)

2.14 (m), 
2.32 (m)

2.14 (m),
 2.32 (m)

3 - - - - - - -
4 - - - - - - -
5 - - 1.38 (m)    1.38 (m)    1.98 (m) - -
6 - - 1.45 α (m)   

1.55 β (m)    
1.40 α (m)  
1.55 β (m)    

1.38 - -

7 1.49 (m) - 1.3 α (m)     
1.58 β (m)    

1.66 α (m)  
1.70 β (m)
    

1.54β (m),
1.24α (m)

1.15 (m) -

8 - - - - - - -
9 1.31 - 1.88 (m)    1.80 (m)    1.50 (m) 1.43 (m) 1.15 (m)
10 - - - -
11 - - 1.28 α (m)  

1.50 β (m)    
1.25 α (m)  
1.50 β (m)    

1.30 β (m), 
1.44 α (m)

1.35 (m) 1.43 (m)

12 1.56 (m), 
1.21 (m)

- 1.25 (m)    2.00 (m)   1.90 β (m),
1.28 α (m)

- -

13 1.52 (m) - 1.58 (m)    1.70 (m)    1.68 (m) 1.60 (m) 1.35 (m)
14 1.31 (m) - - - - - -
15 - - 1.1α (m)  

1.48 β (m)    
1.1α (m)  
1.48β (m)    

1.50 β (m),
1.24 α (m)

1.40 (m) 1.60 (m)

16 - - 1.32 (m)    1.32   1.82 β (m),
1.32 α (m)

1.75 (m) 1.40 (m)

17 1.85 (m) - 1.44 (m)    1.44 (m)    1.94 (m) 1.80 (m) 1.75 (m)
18 0.83 (s) 0.88 (s) 0.89 (m)    0.88 (s)    0.86 (s) 0.82 (s) 0.79 (s)
19 0.92 (s) 0.84 (s) 0.95 (m)    0.94 (s)    0.90 (s) 0.79 (s) 0.82 (s)
20 - - - - - - -
21 1.32 (s) 1.14 (s) 1.11(m)    1.11(s)    1.34(s) 1.08 (s) 1.81 (s)
22 2.00 (m) - 1.7 α (m)   

1.85 β (m)    
1.70 α (m)   
1.85 β (m)    

2.16 β (m),
1.94 α (m)

1.57 (m) 1.57 (m)

23 1.85 (m) - 1.3 α (m)    
1.75 β (m)    

1.80 (m) 2.56 (m) 1.80 (m) 1.80 (m)

24 - 3.75 (t) 3.64 (t) 3.76 (t) 3.57 (dd, 
J = 10.3, 
5.0 Hz))

3.73 (t)

25 1.06 (s) - - - 4.67 (brs),
4.88 (brs)

- -

26 1.01 (s) 1.18 1.19 (s) 1.15 (s) 1.76 (s) 1.13 (s) 1.13 (s)
27 0.98 (s) 1.11 1.20 (s) 1.20 (s) 1.0 (s) 1.05 (s) 1.05 (s)
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Position 1 2 3 4 5 6 7
28 - 4.66 (brs), 

4.84 (brs)
1.08 (s) 1.08 (s) - 4.60 (brs), 

4.78 (brs)
4.60 (brs),
4.78 (brs)

29 - 1.76 (s) 1.04 (s) 1.04 (s) - 1.67 (s) 1.67 (s)
30 - 0.99 (s) 1.01(s) 1.00 (s) - 0.99 (s) 0.99 (s)
31 - 3.66 (s) - - - - -

The protons at H-24 of compounds 2, 3, 4 and 7 are pseudo-dd which appear as t, with approximate  
J = 5 Hz.

TABLE 1b 
13 C-NMR data of triterpene compounds 1, 2, 3, 4, 5, 6 and 7 in CDCl3

Position 1 2 3 4 5 6 7
1 39.8 34.4 39.9 39.9 34.4 34.3 34.3
2 34.5 28.3 34.1 34.1 28.4 28.5 28.5
3 218.0 174.6 218.1 218.1 176.9 179.5 179.4
4 47.4 147.5 47.4 47.4 147.4 147.5 147.4
5 55.3 50.7 55.4 55.3 50.8 50.8 55.3
6 19.6 24.6 19.7 19.7 24.6 24.6 19.7
7 34.1 33.9 34.8 37.6 33.9 33.9 37.6
8 42.7 40.0 40.3 40.3 40.1 40.0 40.3
9 50.0 41.0 49.8 50.1 41.1 41.2 50.1
10 36.8 37.5 36.9 36.9 39.1 39.0 39.9
11 21.8 21.7 22.3 22.0 21.8 22.3 22.0
12 25.0 26.9 27.0 27.0 26.4 26.9 27.0
13 43.0 42.9 43.0 43.0 42.7 42.9 43.0
14 49.4 50.6 50.0 49.9 50.4 50.3 49.9
15 31.0 31.2 31.4 31.2 31.1 31.4 31.2
16 28.6 25.8 25.8 25.9 25.0 25.8 25.9
17 49.4 50.0 50.2 50.1 49.5 49.7 49.7
18 16.1 16.0 16.3 16.1 16.1 16.3 16.0
19 15.2 20.1 16.1 16.1 20.1 20.2 20.1
20 89.9 86.0 86.5 86.5 89.9 86.6 86.5
21 22.1 21.9 27.2 26.8 22.5 27.1 24.2
22 33.2 37.5 34.6 34.6 33.0 34.7 34.7
23 26.4 29.6 26.4 25.8 28.7 26.3 26.3
24 176.9 86.4 86.4 84.5 177.0 86.3 84.4
25 26.7 71.1 70.3 71.1 147.4 70.3 76.7
26 21.0 27.6 24.1 21.7 23.2 27.8 27.5
27 16.0 24.3 27.8 27.7 15.3 23.2 21.7
28 113.3 26.4 24.3 113.4 113.4
29 23.2 21.0 21.0 24.0 23.2
30 15.3 15.2 15.2 15.3 15.3
31 51.6

TABLE 1a (continue)
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Fig.2: Structure of compound 8

In this study, the compounds isolated from the bark of Aglaia lanuginose were the 
dammarane triterpenoids identified as cabralealactone 1, methyl isoeichlerianate 2, cabraleone 
3, ocotillone 4, eihlerialactone 5, eichlerianic acid 6, shoreic acid 7 and two sterols identified 
as sitosterol 9 and sigmasterol 10. Compounds 2, 6 and 7 may be further classified as 3,4-seco-
dammarane triterpene. In addition, we isolated one aromatic compound, 4-hydroxycinnamyl-
acetate 8, which previously has only been isolated from Alpinia galaga (Zingeberaceae) 
(Eknmakul et al., 2003). To the best of our knowledge 4-hydroxycinnamyl-acetate has never 
been isolated from any Aglaia species.

All the damarrane triterpenes isolated in this study (1-7) have similar structures, by having 
the 20, 24-epoxy ring. All of the compounds with 20R configuration and isolated from Aglaia 
lanuginose, were first reported as isolates from Cabralea eichleriana (Cascon et al., 1972), 
Cabralea polytricha (Rao et al., 1975) and Dysoxylum richii (Aalbersberg et al., 1991) plants 
from the Meliaceae family, as well as from many other plants in other families in subsequent 
studies. For example, compound 1 was also reported in Betula platyphylla (Betulaceae) 
(Byung et al., 1977) and Cleome africana (Cleomaceae) (Tsichritzis et al., 1993). In the case 
of compound 2 which has 20S configuration, it has only been reported in recent years as a 
natural product from Aglaia silvestris (Pointinger et al., 2008).

TABLE 2 
1D and 2D NMR of compound 8 in CDCl3

No δC (ppm) δH (ppm) HMBC (H-C)
1 134.5 - -
2 121.7 7.36 (d, 8.6 Hz) 1
3 127.4 7.02 (d, 8.6 Hz) 1,4,5
4 150.6 - -
5 127.4 7.02 (d, 8.6 Hz) 1,3,4
6 121.7 7.36 (d, 8.6 Hz) 2,4,8
7 130.1 6.57 (d, 16.1 Hz) 2,6
8 128.7 6.29 (dt, 6.1, 16.1 Hz) 1
9 63.6 4.30 (d, 6.1 Hz) 7,8
10 169.6 - -
11 21.1 2.28 (s) 10
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Compounds 3 and 4, as well as compounds 6 and 7 were pairs of stereoisomer where they 
were different in their stereochemistries at position C-24. The stereochemistries of compound 
(3, 4) and (6, 7) were determined by comparing the 13C chemical shift of C-24 with those in the 
literature (Hisham et al., 1996), whereby the R and S stereo-centres at C-24 has distinguishable 
C-13 chemical shifts of approximately 84.3 and 86.3 ppm respectively. In addition, compound 2 
which previously has only been isolated from Aglaia silvestris was different from the rest of the 
dammarane compounds isolated so far due to its uncommon 20R stereochemical configuration, 
instead of the usual 20S configuration (Pointinger et al., 2008). The 20R stereochemistry of 
compound 2 was determined by comparing the 13C-NMR chemical shifts of the neighboring 
C-21 and C-22 with those in the literature (Seger et al., 2008).

We observed that a mixture of compounds 3 and 4, and a mixture of compounds 6 and 7 
to have cytotoxicity against HL60 cells at 5 µg/ ml, where the mixture of 3 and 4 (1:1 ratio) 
showed 62.0 ± 2.7% inhibition while the mixture of 6 and 7 (1:1 ratio) showed 75.0 ± 3.0% 
inhibition. All the other fractions, including those that contained mixtures of compounds 1, 2, 
5 and 8 until 10 were not active at 5 µg/ ml. From the literature, damarrane type triterpenoids 
such as compounds 1, 3, 4, 5, 6, 7 have been reported to be cytotoxic in various cell lines. 
Compound 2 has not been reported for its cytotoxic activity while compound 8 was only 
reported to have trypanocidal activity (Kuichi et al., 2002). A study on phytochemicals from 
Aglaia leucophylla, Abdelilah et al. (1994) showed that compound 3 was cytotoxic against KB 
cell line. In addition, another study by Charles et al. (2010) which showed that the mixtures of 
cabraleone and ocotillone (3, 4), and eichlerianic acid and shoreic acid (6, 7) were cytotoxic 
towards HeLa cells. With respect to compounds 1 and 5, the disagreement between our results 
and the published cytotoxicity data in the literature may be due to differences in the cell lines 
used. Compound 1 was tested to be potent with micromolar IC50 value in P388 leukemia cell 
line (Hidekazu et al., 1997) and a breast cancer cell line (Jarinporn et al., 2008). In the case of 
compound 5, it was reported to be moderately active against NCI-H187 small-cell lung cancer 
cell line and weakly active towards a breast cancer cell line (Jarinporn et al., 2008).

CONCLUSION

10 compounds were obtained from the cytotoxic dichloromethane fraction from the bark of 
Aglaia lanuginose. Out of these, the aromatic compound 8, 4-hydroxycinnamyl-acetate has 
never been isolated from any Aglaia species. From the cytotoxicity, we found that some of 
these compounds are cytotoxic and may have potential as cytotoxic agents for cancer.
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INTRODUCTION

Subspace quasi-Newton (SQN) method is 
generally used to solve large scale non-linear 
systems of equations and non-linear least 
square problems. This method is popular 
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because it has the characteristic to force the 
next iteration in a low dimensional subspace. 
At each iteration, we searched for a minimum 
of the objective function over a subspace 
spanned by the current gradient and by 
direction of few previous steps.

The main advantage of this method is that 
it constructs subproblems in low dimensions 
so that computation cost can be reduced. It 
also offers a possible way to handle large 
scale unconstrained optimization problems. 
Besides, this method can be implemented 
extremely fast. This happens when the 
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objective function is a combination of expensive linear mappings with computationally cheap 
nonlinear functions (Yuan, 2007).

One of the famous subspace algorithms for non-linear optimization is the unbalance 
property shared by most line search algorithms. Any line search method is considered to have 
the following form:

1 ,k k k kx x dα+ = +               (1)

Where, kd  is the search direction and 0≥kα  is the step-length that is computed by certain 
line search technique. Generally, the search direction kd  is computed by solving a subproblem 
which is an approximation to the original non-linear optimization problem. Therefore, there are 
two parts combined in each iteration of a line search algorithms; the first part is to find kd in the 
whole n  dimensional space, while the other part is to search for a suitable step-length in a fixed 
one dimensional space spanned by the computed kd . As a result, the overall algorithm swings 
between the n  dimensional search and one dimensional search alternately. Some variants of 
these methods can be found in [3], [4], [5], [9], [10], [11], [12], [17] and [18].

Furthermore, many well-known existing algorithms essentially have certain subspace 
features. For example, the conjugate gradient method uses a search direction in a two 
dimensional subspace spanned by the steepest descent direction and the previous step, the dog-
leg method computes a step that is a convex combination of the steepest descent direction and 
the Newton’s direction, and the limited memory quasi-Newton algorithms will also produce 
search directions that are spanned in a lower dimensional space to speed up the convergency 
and lower the computation cost.

SUBSPACE METHOD APPROACHES

The well-known nonlinear conjugate gradient methods use a linear combination of the steepest 
descent direction kg−  and the previous search direction 1−kd  to form the new search direction, 
as follows:

1k k k kd g dβ −= − +

Hence, one of the important tasks is how to determine the suitable kβ  based on certain 
conjugate gradient principles. Instead of the conjugate property, Stoer and Yuan (1995) 
suggested to look at the conjugate gradient method from the subspace point of view. In the 
conjugate gradient method, kβ  is used to define search direction kd  and the stepsize kα  to set

kkkk dxx α+=+1 ; thus, no matter whatever kβ  and kα  are used, the increment in the iterative 
point will be a linear combination of kg−  and 1−kd . They consider a model subproblem as 
follows:

{ }
( ) ( )

1,
min

k k
k kd span g s

Q d f x d
−∈ −

≈ +

Let kd be the solution of the above 2-dimensional subproblem and a successive 
2-dimensional search algorithm is presented, which is an example of algorithms that using 
subspace methods (Stoer & Yuan, 1995).
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Limited memory quasi-Newton method also has the subspace nature. The Quasi-Newton 
updates have the following form:

( )1 1 1, ,k k k kB U B s y− − −=

which satisfies

1 1k k kB s y− −=

where, 11 −− −= kkk xxs  and 11 −− −= kkk ggy . A famous example is the BFGS method.

1 1 1 1 1 1
1

1 1 1 1 1

T T
k k k k k k

k k T T
k k k k k

B s s B y yB B
s B s s y
− − − − − −

−
− − − − −

= − +

The limited memory quasi-Newton updates the approximate Hessian repeatedly:

( ) ( )( )1
1 1, ,i i

k k k m i k m iB U B s y−
− − + − − +=

    1,2, ,i m= 

with ( ) IB kk σ=0  (Liu & Nocedal, 1989). There are various formulae for kσ , with one choice 

being 
11

11

−−

−−

k
T
k

k
T
k

yy
ys

. The limited memory quasi-Newton matrix can be written as follows:

( ) [ ]
T

m k
k k k k k k T

k

S
B B I S Y T

Y
σ

 
= = +  

 

where, kT  is a mm 22 ×  matrix, and

[ ] [ ] mn
mkkkmkkkkk yyysssYS 2

2121 ,,,,,,, ×
−−−−−− ℜ∈=  .

We have kkkkkk gBds 1−−== αα  in the line search type method, while for a trust region 

type algorithm, we have ( ) kkkk gIBs 1−+−= λ . As a result,

[ ] kT
k

T
k

kkkkk g
Y
S

TYSIs
1−



















+−= ρ

{ }mkkmkkk yyssgspan −−−−∈ ,,,,,, 11  .

It has been shown that no matter what, the limited memory quasi-Newton 
algorithm with line search or trust region will always produce a step in the subspace

{ }mkkmkkk yyssgspan −−−− ,,,,,, 11   (Wang et al., 2004).
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A model subspace algorithm for unconstrained optimization is suggested, which is a slight 
modification of the standard trust region algorithm for unconstrained optimization.

Algorithm 2.1 (A Model Subspace Algorithm for Unconstrained Optimization)

Step 1: Given 1x , define 1S , 0>ε , 1:=k .

Step 2: Solve a subspace subproblem:

( ) dBddgdQ k
TT

kkSd k 2
1min +=

∈
.            (2)

 to obtain ks . If ε≤|||| ks , then stop.

Step 3: Define

kkk sxx +=+1   if ( ) ( )kkk xfsxf <+

kk xx =+1 , otherwise.

Step 4: Generate 1+kS  and ( )dQk 1+ .

Step 5: Set 1: += kk , go to step 2.

The main difference between the above algorithm and the standard whole space algorithm 
is the constraint for the step kS  to be in the subspace kS . Thus, the key issue here is how to 
choose the subspace kS . Stoer and Yuan (1995) suggested that the choice for the subspace kS  

is a generalization of the 2-dimensional subspace, namely, { }1, , , ,k k k k mS span g s s− −= −   
since all the points in kS  can be expressed by:

∑
=

−+−=
m

i
ikik sgd

1
βσ ,            (3)

using the following approximations,

( ) jk
T

ikjkk
T

ik yssxfs −−−− ≈∇ 2 ,     ( ) k
T

ikkk
T

ik gygxfs −− ≈∇ 2 .

However, the performance of a CG-like search direction can be very slow on certain types 
of non-linear problem such as ill-conditioned problems. Hence, the main aim of the study is 
to propose some preconditioners for the search direction (3), namely:

  ∑
=

−
− +−=

m

i
ikikkk sgDd

1

1 β             (4)

where kD is the preconditioner in diagonal matrix form, and it is supposed to have some 
properties of the Hessian matrix, or a good approximation to the Hessian matrix in some sense.
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DERIVATION OF THE DIAGONAL PRECONDITIONER

In this section, we develop a preconditioner for subspace quasi-Newton algorithm in order 
to overcome the deficiency of the standard subspace algorithm when solving ill-conditioned 
optimization problems.

We shall choose a diagonal matrix kD  that satisfies the weak-quasi-Newton relation, as 
below:

k
T
kkk

T
k yysDy =+1              (5)

where, kkk ggy −= +1 , and kkk xxs −= +1 .

Suppose that the Hessian matrix A  of an objective function ( ) 1
2

T Tf x x Ax b x= −  is 

positive definite. We let kD  be a diagonal matrix to approximate the Hessian matrix. Hence, 
we form our approximation as follows:

kkk DD ∆+=+1              (6)

Our purpose is to construct a 1+kD in such a way that it is a good approximation to the 
actual Hessian matrix.

Theorem 3.1

Assume that 0>kD  is a positive definite diagonal matrix and 1+kD  is the updated version 
of kD , which is also diagonal. Suppose that 0≠ks , the optimal solution of the following 
minimization problem will then be:

minimize 
2

2
1

Fk∆  

subject to k
T
kkk

T
k yysDy =+1              (7) 

and is given by: 

k
k

kk
kk GDD

γ
µω −

+=+1              (8)

where, ( )T
k k kF

tr∆ = ∆ ∆ is the Frobenius norm and tr is the trace operator, k
T
k yy=ω , 

kk
T
k sDy=µ , ( ) ( )( )

2

1
∑
=

=
n

i

i
k

i
k syγ and ( ) ( )( ) ( ) ( )( )( )i

k
i

kkkk ysysdiagG ,,11
=  with ( )i

ky  and ( )i
ks  

being the i = th component of the ky  and ks  respectively.
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Proof

Let 

( )

( ) 















=∆
k

k

k

k

a

a







0

01

, 

( )

( ) 















=
n

k

k

k

s

s
s 

1

 and 

( )

( ) 















=
k

k

k

k

y

y
y 

1

 for .,,3,2,1 ni =

From equation (7), we have:

( ) ( )
2

2 T
k k ktr ∆ = ∆ ∆ 

 

( )( ) ( )( ) ( )( )( )2221 n
k

i
kk aaa ++++=  .            (9)

Thus, the minimization equation will become:

minimize ( )( ) ( )( ) ( )( )( )2221

2
1 n

k
i

kk aaa ++++  .          (10)

By substituting (6) into (7), we obtain:

( ) k
T
kkkk

T
k yysDy =∆+ .           (11)

We expand (11) to get the following expression:

k
T
kkk

T
kkk

T
k yysysDy =∆+ .

Rearranging the equation, we get:

( ) ( ) ( )∑
=

=+−
n

i

i
k

i
k

i
k asy

1
0ωµ ,          (12)

where kk
T
k sDy=µ  and k

T
k yy=ω .

From (12), we have:

( ) ( ) ( )∑
=

−=
n

i

i
k

i
k

i
k asy

1
µω .           (13)

Finally, we wish to solve the following:

minimize ( )( ) ( )( ) ( )( )( )2221

2
1 n

k
i

kk aaa ++++ 

subject to ( ) ( ) ( )∑
=

=+−
n

i

i
k

i
k

i
k asy

1
0ωµ .         (14)
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Since the objective function in (14) is convex, there exists a unique solution and its Lagrange 
function will be:

( )( ) ( )( )( ) ( ) ( ) ( ) 







+−+++= ∑

=

n

i

i
k

i
k

i
k

n
kk asyaaL

1

221

2
1 ωµλ ,      (15)

where,λ is the Lagrange multiplier associated with the constant. We differentiate (15) with 
respect to ( )i

ka , and setting the result to zero, we obtain,

( )
( ) ( ) ( ) 0=+=

∂
∂ i

k
i

k
i

ki
k

sya
a
L λ .          (16)

From (16), it is clear that,

( ) ( ) ( )i
k

i
k

i
k asy −=λ .            (17)

Multiplying (17) with ( ) ( )i
k

i
k ys  for ni ,,3,2,1 = , respectively, we shall obtain

( ) ( )( ) ( ) ( ) ( )i
k

i
k

i
k

i
k

i
k asysy −=

2
λ .           (18)

Summing all of the equations in (18) yields:

( ) ( )( ) ( ) ( ) ( )∑ ∑
= =

−=
n

i

n

i

i
k

i
k

i
k

i
k

i
k asysy

1 1

2
λ .          (19)

By equation (13), (19) becomes

( ) ( )( )∑
=

−=
n

i

i
k

i
k sy

1

2
ωµλ ,           (20)

Finally, we get

γ
ωµλ −

= ,             (21)

where ( ) ( )( )∑
=

=
n

i

i
k

i
k sy

1

2
γ .

Once again, from (17), we get

( ) ( ) ( )i
k

i
k

i
k sya λ−= .            (22)

We substitute (21) into (22), the equation becomes,

( ) ( ) ( )i
k

i
k

k

kki
k sya

γ
µω −

= .            (23)
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Expression (23) is in the form of each component of k∆. By substituting (23) into the formula 
of k∆ , we will get the approximation of 1+kD  as follows:

k
k

kk
kk GDD

γ
µω −

+=+1 ,           (24)

where k
T
k yy=ω , kk

T
k sDy=µ , ( ) ( )( )

2

1
∑
=

=
n

i

i
k

i
k syγ and ( ) ( )( ) ( ) ( )( )( )i

k
i

kkkk ysysdiagG ,,11
=

with ( )i
ky  and ( )i

ks  being the i th−  component of the ky  and ks  respectively, and the proof 
is completed.

Now, we give our algorithm for solving large-scale unconstrained optimization, which is called 
the preconditioned subspace quasi-Newton algorithm.

Algorithm 3.1 SQN Algorithm

Step 1 : Set 0=k ; select the initial point 0x  and ε  as a stopping condition.

  We also set ID =0 , where I  is nn×  identity matrix.

Step 2 : For 0≥k , compute k kg Ax b= − . If ε≤kg , stop, else compute

  kD , where D is a specific diagonal preconditioner.

Step 3 : Compute ∑
=

−++++ +−=
m

i
ikikkk sgDd

1
1111 β , where 1

T
i i

i T
i i

g Ad
d Ad

β += , 

  { }mki ,min≤ .

Step 4 : Compute 
T
k k

k T
k k

g d
d Ad

α = − .

Step 5 : Hence, kkkk dxx α+=+1 .

Step 6 : Set 1: += kk ; go to step 2.

The SQN method is tested where in Step 2, D is chosen from theorem 3.1.

CONVERGENCE ANALYSIS

In this section, we shall look at the convergence properties of the subspace quasi-Newton 
method. Note that all the Hessian approximations are obtained by updating a bounded 
matrix using the proposed preconditioned subspace quasi-Newton method. We will prove the 
convergence properties of our proposed methods based upon the convergence assumptions 
given by Liu and Nocedal (1989), since it is valid for our preconditioning formulae whose 
matrices are diagonal and positive definite.
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Assumption 4.1:

(1) The objective function f  is twice continuously differentiable.

(2) The level set ( ) ( ){ }0: xfxfxD n ≤ℜ∈=  is convex.

(3) There exist positive constants 1M  and 2M  such that

( ) 2
2

2
1 zMzxGzzM T ≤≤            (25)

for nz ℜ∈∀  and Dz∈∀ . This implies that the objective function f  has a unique minimize 
*x in D .

From (25), we can have another similar inequality, as below:

( ) 2
2

12
1 zNzxGzzN T ≤≤ − ,          (26)

where 
2

1
1

M
N =  and 

1
2

1
M

N =  are the constants.

Lemma 4.1

Let 0x  be a starting point for which f  satisfies Assumptions 4.1, and we take ID =0 , where 

I  is the nn×  identity matrix. Assume that the matrices 0
kD  are chosen so that ( ){ }0

kD  and 

( ){ }10 −
kD  are bounded. Then, { }1+kD  and { }1

1
−
+kD  are also bounded, where,

k
k

kk
kk GDD

γ
µω −

+=+1            (27)

where k
T
k yy=ω , kk

T
k sDy=µ , ( ) ( )( )

2

1
∑
=

=
n

i

i
k

i
k syγ and ( ) ( )( ) ( ) ( )( )( )i

k
i

kkkk ysysdiagG ,,11
=  

with ( )i
ky  and ( )i

ks  being the i th−  component of the ky  and ks , respectively.

Proof

Without the loss of generality, we shall assume that ID =0 , where I  is the nn×  identity 
matrix. It is clear that 0D  is bounded, as follows:

000 |||| ωµ ≤≤ FD

Now, we need to prove 1D  is bounded.
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Let ( )xf2∇  be defined as:

( ) ( )∫ +∇=∇
1

0

22 ττ dsxfxf kk .

Then, we have,

( ) kk sxfy 2∇= .            (28)

From (26) and (28), we get
2

2
2

1 kk
T
kk yNsyyN ≤≤ ,           (29)

Where,
2

1
1

M
N =   and 

1
2

1
M

N =  are the constants.

From (27), we have

F
F

GDD 0
0

00
01 γ

µω −
+=

F
FF

GDD 0
0

00
01 γ

µω −
+≤

( )
FFF

GDD 0
0

00
01 γ

µω −
+≤ ,         (30)

where 
2

F
⋅   is the square of Frobenius norm and let tr be the trace operator.

Note that

( ) ( ) ( )2
0

22
0

21
0

2
0

nyyyy +++= 

( )20
Myn≤ ,             (31)

where ( ) ( ) ( ) ( ){ }2
0

22
0

21
0

2
0 ,,,max nM yyyy = .
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From (29), (30) and (31), we will get

( )2
0 0 0

T
F

G tr G G=

( ) ( ) ( ) ( ) ( ) ( )2
0

2
0

22
0

22
0

21
0

21
0

nn ysysys +++= 

( )200 syT≤

( )2020 |||| MynNG ≤ .            (32) 

From (27), we have

000 yyT=ω

2
0y=

( )20
Myn≤              (33)

and 
0000 sDyT=µ

0030 syM T≤µ

2
0230 yNM≤µ

( )20230
MyNM≤µ  (34)

where, 13 =M .

Hence, from (30), (32), (33) and (34), we shall have

( ) ( )( )
( ) ( )( )

( )202

1

2
00

2
02

2
0

01
M

n

i

ii

MM

FF
ynN

ys

ynNyn
DD

∑
=

−
+≤

( )( )
( ) ( )( )

( )202

1

2
00

2
02

01
M

n

i

ii

M

FF
ynN

ys

ynNn
DD

∑
=

−
+≤

( ) ( )
( ) ( )( )∑

=

−
+≤ n

i

ii

M

FF

ys

ynNN
DD

1

2
00

4
0

2
22

01
1
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( )
( ) ( )( )

42
2 0

1 0 2

0 0
1

M

nF F
i i

i

kN n y
D D

s y
=

≤ +

∑

401 MDD
FF
+≤

41 MnD
F

+≤
,           (35)

Where, 
2

4 2M kN n= and ( ) ( ){ }22 1,1max NNk +−= , and

( )
( ) ( )( )

1

1

2
00

4
0 ≤

∑
=

n

i

ii

M

ys

y
            (36)

From (35), we can conclude that 
F

D1  is bounded since 
F

D0  is also bounded.  Now, we 
assume that kD  is bounded, and then, we need to prove that 1+kD  is also bounded.

From the above, we shall get a similar equation and inequality, as follows:

( )22
M

Fk ynNG ≤ ,            (37)

2
kk y≤ω ,             (38)

2
23 kk yNM≤µ ,            (39)

( )22 M
kk yny ≤ .           (40)

From (27) and (37)-(40), we obtain

 41 MDD
FkFk +≤+ ,           (41)

Where, 2
4 2M kN n=  and ( ) ( ){ }2323 1,1max NMNMk +−= .

From the fact that 
FkD  is bounded, i.e. 5MD

Fk ≤ , and from (41),

651 MMD
Fk +≤+

61 MD
Fk ≤+ ,

Where, 456 MMM +=  and it is a constant.  Finally, we have shown that 
FkD 1+ is bounded 

and the proof is completed.
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In this section, we have shown that the proposed preconditioned subspace quasi-Newton 
methods are convergent on uniformly convex problems and the rate is R -linear. This R
-linear convergence results obtained are based upon the assumption by Liu and Nocedal (1989).

COMPUTATIONAL RESULTS AND DISCUSSION

The computational results and discussion on the performance of preconditioner subspace quasi-
Newton (SQN) method are given in this section. All the algorithms are written in MATLAB 
7.0. The total number of tested problems is 4. All the runs were terminated when

410kg −≤

Where, ⋅  denotes the Euclidean norm. Furthermore, we also consider the number of 
function evaluation and gradient calls. We set our upper bound for the number of function 
evaluation and gradient call to be 1000.

The computational results are compared through the number of iterations, gradient 
evaluations as well as function evaluations. In order to test the efficiency of the proposed 
preconditioned methods, the number of subspaces that is considered is 2=m  and 3=m .

Meanwhile, the SQN method was tested using the following preconditioners:

1. SQN(0)-SQN method without preconditioning.

2. SQN(D1)-SQN method with diagonal preconditioner D , where D  is given by Theorem 3.1.

In order to compare the efficiency of the proposed preconditioned SQN methods with the 
standard SQN method, the following quadratic test problem is considered:

( ) 1
2

T Tf x x Ax b x= − ,          (42)

where, A  is positive definite diagonal matrix and [ ]1,,1,1,1,1,1 =b .

For all the methods, the initial point is [ ]0,,0,0,0,00 =x . A set of unconstrained 
minimization quadratic problems consisting of 4 test problems were used. We now describe 
the 4 different quadratic test problems (43) with n -dimensional cases.

1. QF1, where [ ]iiA diag a= , ( )2 mod5iia i= , [ ]1, ,1b =  .

2. QF2, where [ ]iiA diag a= , ( )3 mod5iia i= , [ ]1, ,1b =  .

3. QF3, where [ ]iiA diag a= , ( )3 mod5iia i i= + , [ ]1, ,1b =  .

4. QF4, where [ ]iiA diag a= , 2, 2 1, 1ii i i i ia a a− − − −= + , 3i ≥  and 11 1a = , 22 1a = , [ ]1, ,1b =  .
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We tested the above problems by using 2=m  and 3=m . In each table, the symbol Ite, 
kg , and Fva mean the number of iterations, norm of the gradient and function evaluation, 

respectively.

TABLE 1 
A comparison of the Method of 2=m  in solving QF1

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 106 9.2e-5 -1.4636 40 6.2e-5 -1.4636
20 109 9.8e-5 -2.9272 40 8.8e-5 -2.9272
40 113 9.6e-5 -5.8544 41 6.6e-5 -5.8544
80 117 9.3e-5 -1.1709e+1 41 9.3e-5 -1.1709e+1
100 118 9.5e-5 -1.4636e+1 45 7.6e-5 -1.4636e+1
200 122 9.3e-5 -2.9272e+1 46 9.2e-5 -2.9272e+1
500 127 9.2e-5 -7.3181e+1 52 8.7e-5 -7.3181e+1
1000 130 9.9e-5 -1.4636e+2 53 8.9e-5 -1.4636e+2
1500 133 9.1e-5 -2.1954e+2 56 4.6e-5 -2.1954e+2
2000 134 9.6e-5 -2.9272e+2 56 5.3e-5 -2.9272e+2

TABLE 2 
A comparison of the Method of 2=m  in solving QF2

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 598 9.9e-5 -1.1857 66 9.8e-5 -1.1857
20 619 9.9e-5 -2.3713 78 4.7e-5 -2.3713
40 640 9.9e-5 -4.7426 78 6.6e-5 -4.7426
80 661 9.9e-5 -9.4853 79 2.5e-5 -9.4853
100 668 9.9e-5 -1.1857e+1 79 3.5e-5 -1.1857e+1
200 689 9.9e-5 -2.3713e+1 79 5.5e-5 -2.3713e+1
500 716 1.0e-4 -5.9283e+1 79 6.2e-5 -5.9283e+1
1000 737 1.0e-4 -1.1857e+2 91 1.0e-5 -1.1857e+2
1500 750 9.9e-5 -1.7785e+2 102 7.0e-5 -1.7785e+2
2000 758 1.0e-4 -2.3713e+2 116 3.1e-5 -2.3713e+2
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TABLE 3 
A comparison of the Method of 2=m  in solving QF3

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 311 9.7e-5 -6.5573e-1 48 9.7e-5 -6.5573e-1
20 322 9.7e-5 -1.3115 54 8.1e-5 -1.3115
40 332 1.0e-4 -2.6229 58 7.4e-5 -2.6229
80 343 1.0e-4 -5.2459 64 9.4e-5 -5.2459
100 347 9.8e-5 -6.5573 66 7.2e-5 -6.5573
200 358 9.8e-5 -1.3115e+1 67 5.3e-5 -1.3115e+1
500 372 9.9e-5 -3.2787e+1 67 8.4e-5 -3.2787e+1
1000 383 9.9e-5 -6.5573e+1 68 5.3e-5 -6.5573e+1
1500 390 9.7e-5 -9.8360e+1 68 6.4e-5 -9.8360e+1
2000 394 9.9e-5 -1.3115e+2 68 7.4e-5 -1.3115e+2

TABLE 4 
A comparison of the Method of 2=m  in solving QF4

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 252 9.7e-5 -1.6652 74 9.6e-5 -1.6652
20 261 9.7e-5 -3.3305 77 9.1e-5 -3.3305
40 270 9.6e-5 -6.6609 85 8.8e-5 -6.6609
80 278 1.0e-4 -1.3322e+1 86 8.1e-5 -1.3322e+1
100 281 9.9e-5 -1.6652e+1 86 9.1e-5 -1.6652e+1
200 290 9.9e-5 -3.3305e+1 92 8.2e-5 -3.3305e+1
500 301 9.8e-5 -8.3262e+1 100 1.0e-5 -8.3262e+1
1000 311 9.7e-5 -1.6652e+1 103 7.4e-5 -1.6652e+1
1500 316 9.8e-5 -2.4979e+1 103 9.5e-5 -2.4979e+1
2000 320 9.7e-5 -3.3305e+2 106 9.4e-5 -3.3305e+2

TABLE 5 
Comparison of the Method of 3=m in solving QF1

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 81 9.8e-5 -1.4636 36 8.6e-5 -1.4636
20 84 9.6e-5 -2.9272 38 8.1e-5 -2.9272
40 87 9.4e-5 -5.8544 39 7.7e-5 -5.8544
80 90 9.3e-5 -1.1709e+1 40 5.9e-5 -1.1709e+1
100 91 9.2e-5 -1.4636e+1 40 6.6e-5 -1.4636e+1
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SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

200 94 9.0e-5 -2.9272e+1 40 9.4e-5 -2.9272e+1
500 97 9.9e-5 -7.3181e+1 47 5.6e-5 -7.3181e+1
1000 100 9.7e-5 -1.4636e+2 47 8.0e-5 -1.4636e+2
1500 102 9.4e-5 -2.1954e+2 47 9.8e-5 -2.1954e+2
2000 103 9.6e-5 -2.9272e+2 48 9.5e-5 -2.9272e+2

TABLE 6 
A comparison of the Method of 3=m in solving QF2

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 577 1.0e-4 -1.1857 74 8.9e-5 -1.1857
20 598 9.8e-5 -2.3713 80 6.1e-5 -2.3713
40 618 9.9e-5 -4.7426 80 8.6e-5 -4.7426
80 638 9.9e-5 -9.4853 87 1.5e-5 -9.4853
100 645 9.9e-5 -1.1857e+1 87 6.2e-5 -1.1857e+1
200 665 9.9e-5 -2.3713e+1 89 5.3e-5 -2.3713e+1
500 692 9.9e-5 -5.9283e+1 89 8.8e-5 -5.9283e+1
1000 712 9.9e-5 -1.1857e+2 90 7.9e-5 -1.1857e+2
1500 724 9.9e-5 -1.7785e+2 92 7.6e-5 -1.7785e+2
2000 732 9.9e-5 -2.3713e+2 96 3.2e-5 -2.3713e+2

TABLE 7 
A comparison of the Method of 3=m in solving QF3

SQN(0) SQN(D1)
N Ite

kg Fva Ite
kg Fva

10 300 9.8e-5 -6.5573e-1 44 8.2e-5 -6.5573e-1
20 310 1.0e-4 -1.3115 58 7.0e-5 -1.3115
40 321 9.8e-5 -2.6229 58 1.0e-4 -2.6229
80 332 9.7e-5 -5.2459 60 4.6e-5 -5.2459
100 335 9.8e-5 -6.5573 60 5.2e-5 -6.5573
200 346 9.7e-5 -1.3115e+1 60 7.3e-5 -1.3115e+1
500 359 1.0e-4 -3.2787e+1 62 9.0e-5 -3.2787e+1
1000 370 9.9e-5 -6.5573e+1 63 6.1e-5 -6.5573e+1
1500 376 9.9e-5 -9.8360e+1 63 7.5e-5 -9.8360e+1
2000 381 9.7e-5 -1.3115e+2 63 8.7e-5 -1.3115e+2

TABLE 5 (continue) 
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TABLE 8 
A comparison of the Method of 3=m  in solving QF4

SQN(0) SQN(D1)

N Ite kg Fva Ite kg Fva

10 230 9.8e-5 -1.6652 62 7.9e-5 -1.6652
20 238 9.8e-5 -3.3305 63 5.4e-5 -3.3305
40 246 9.9e-5 -6.6609 63 7.7e-5 -6.6609
80 254 9.9e-5 -1.3322e+1 64 8.3e-5 -1.3322e+1
100 257 9.8e-5 -1.6652e+1 64 9.3e-5 -1.6652e+1
200 265 9.8e-5 -3.3305e+1 68 3.5e-5 -3.3305e+1
500 276 9.7e-5 -8.3262e+1 68 9.5e-5 -8.3262e+1
1000 284 9.8e-5 -1.6652e+1 73 8.2e-5 -1.6652e+1
1500 289 9.7e-5 -2.4979e+1 73 9.6e-5 -2.4979e+1
2000 292 9.8e-5 -3.3305e+2 74 8.8e-5 -3.3305e+2

The number of iterations is the success index in a computational method. In this study, 
the number of iterations was compared between the standard SQN method and the proposed 
SQN method.

Tables 1-4 show the comparison results between the proposed preconditioned SQN methods 
and the standard SQN method for 2=m . Generally, the computational results show that the 
proposed methods performed better when compared to that of the standard SQN method. As 
shown in the Tables, the proposed methods require less number of iterations than the standard 
method. Although all the methods show the same values of function evaluation, the norms of 
the gradient for the proposed methods are less than the norms of the gradient of the standard 
method. Once again, this shows that the proposed SQN methods are promising alternatives as 
compared to the standard SQN method.

Tables 5-8 show the comparison results between the proposed preconditioned SQN methods 
and the standard SQN method for 3=m . Once again, the results reveal that the proposed 
methods clearly outperform the standard method. The number of iterations and the norms of 
the gradient are the best evidences to show that the proposed methods generally perform better 
than the standard SQN method.

CONCLUSION

The preconditioner for SQN method that is based upon variational technique and weak secant 
relation is proposed in this paper. The numerical results obtained suggest that the preconditioned 
SQN method is a good alternative for large-scale unconstrained optimization. Moreover, the 
preconditioned SQN method is preferred for reasons including simple implementation and it 
requires only function and gradient values.
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ABSTRACT

In this paper, optimum routing was developed based on the travel salesman method and integrated in 
ArcInfo GIS using linear programming. The results of the optimized travel distances and times for 
residential waste collection and routing to disposal site were used to calculate the number and type of 
required track collection, labour requirement, costing of waste collection and to determine the overall 
solid waste management efficiency through waste management operation research methods. The objective 
of the study was to optimize residential collection and hauling to disposal site through operation cost 
minimization for Petaling Jaya Municipality in the state of Selangor, Malaysia. The study determined that 
with optimized routes and recycling possibilities, the total cost of waste collections could be reduced from 
RM90,372 to RM20,967, with a reduction of 76.8%. It was also revealed that optimum routes might not 
necessarily be the shortest distance from point A to point B as travel time maybe high on short distances 
due to traffic congestion and the presence of many traffic lights. Techniques and methods developed 
using general GIS have proven effective in route optimization and allowed management of data to suit 
local conditions and limitations of waste management for the studied area. Thus, scenarios of travel 
distances, time and waste quantity value generated from the GIS enabled appropriate determination of 
the number of waste trucks and labour requirements for the operation and the overall calculation of costs 
of waste management based on the operation research methods used in the study.
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INTRODUCTION

Studies on waste management increasingly 
show that solid waste collection and 
transportation absorb almost 80% of municipal 
waste management budgets (Ogwueleka, 
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2009; Vijay et al., 2008; Meulen, 1996). This problem is experienced in Malaysia, where 
waste collection routes are left at the discretion of drivers, consequently impacting on costs, 
effectiveness and efficiency of waste management in municipal council areas such as Petaling 
Jaya. These financial and socio-environmental considerations such as smell and public nuisance 
in waste transportation have prompted waste collection planners to consider geographical 
information system (GIS) solutions for route selection and optimization in the collection 
operation. The objective of this study is to apply the travelling salesman’s method, together 
with other heuristic routing techniques and GIS, in optimizing routing trucks and collection 
of residential waste so as to minimize the travel distance, time and financial costs during the 
collection process. Many of the waste management agencies involved in municipal waste 
in Malaysia incur high costs in the collection and transportation of wastes to disposal sites. 
Studies of their operations revealed the limited application of routing optimization and spatial 
information techniques.

Waste collecting routing in Malaysia is left at the discretion of drivers, resulting in abnormal 
time and distances travelled and thus higher operation costs. The process of residential waste 
collection involves door-to-door travels by collection vehicles. Studies by several researchers 
(see Lopez et al., 2008; Kim et al., 2006; Triantafyllou & Cherrett, 2009; Massie, 1997; 
Tchobanoglous et al., 1993; Hagget & Chorley, 1969; Mills, 1967) show that routes taken based 
on drivers’ experiences do not necessarily mean optimum routes are followed. Although waste 
management software is available, it is rather expensive, while its functions and features cannot 
be easily customized to suite local conditions where they are being used. These problems have 
some limitations in their usage. In this study, data were developed in ArcView and Arc/Info 
GIS. Techniques and processes that had been developed for optimum routing were applied to 
the GIS for street network processing and analysis. Data were also assessed for separation and 
estimation of recyclable materials, and the results obtained were used to calculate the overall 
financial cost for the waste collection operation.

Network optimization techniques are used in many transport-planning cases; a typical route 
network optimization can be performed for waste collection, post delivery, street cleaning, 
snow removal, school bus routing and delivery of goods to customers (Chalkias & Lasaridi, 
2009; Li et al., 2009; Tavares et al., 2008; Triantafyllou & Cherrett, 2009; Ghose et al., 2008; 
Vijay, 2008). Although according to Wallace (2011), route optimization could eliminate hours 
spent on manual routing, maximize productivity, optimize equipment and staff allocations for 
better control of routing operations, a review of the routing algorithms showed that different 
problems required different routing models. A summary of the general routing problems and 
path finding algorithms revealed that the Floyd’s and Short Path (SP) algorithms are suitable 
for identifying in a simple network from point A to point B. The Chinese Postman (CP) 
algorithm, on the other hand, identifies the shortest path in a network to link a series of points 
by passing through all the points at least once. The Travelling Salesman (TS) algorithm is 
similar to CP, but it has added features that allow travels through all given points and arcs in 
a network and arrivals at the starting point, and thus forming a circuit. These short path and 
routing problems have been extensively discussed in Travares et al. (2008), Karadimis, et al. 
(2008), Karadimis, et al. (2007), Belenguer et al. (2006), Johnson et al. (2002), Clarke and 
Wright (1964) and Mandl (1979). 
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Over the years, planners have established that the TS algorithm is useful for optimizing 
travels for street cleaning, waste collections, snow clearance and newspaper/ postal delivery 
that require an arc-routing solution with side constraints (Shih et al. 1997). In a GIS, street/ 
road networks are represented by arcs, intersections by nodes and directions can be assigned 
as one- or two-way lanes. Findings of the optimum TS routes require travels through all arcs 
of a given network such that the route is a circuit, where the initial and final nodes of the route 
are the same. A route circuit that passes through all arcs at least once guarantees that service 
can be carried out in the minimum time so as to minimize both travel and cost. Travares et al. 
(2008) and Belenguer et al. (2006) explained that municipal waste collection activities can be 
handled in the same way as street cleaning and the problem to be considered is how to route 
waste trucks to minimize the total travel time of the vehicles and determine the minimum 
number of trucks needed each day so that certain nodes are serviced on at least one route. The 
challenge of the study was to resolve the TS problem in a situation of unlimited route length, 
in such a way the optimum required tracks, travel distance and time can be estimated in waste 
collection from normal households.

MATERIALS AND METHODS

The waste collection route optimization study was conducted in zones eight and nine of the 
municipal area of Petaling Jaya, a residential suburb of Greater Kuala Lumpur in Malaysia 
(Fig.1). In this paper, the findings of the collection route S18 zone eight are presented and 
discussed. Without any effective monitoring system, there have been dissatisfactions with 
untimely waste collections, and the collection process in the area has also shown abnormally 
high travelling time for some routing areas. These abnormalities were found to be attributed to 
unofficial recycling activities conducted by waste collection personnel. Generally, the area has 
an extensive residential road network, and the limited waste management resources available 
make it difficult to institute a timely waste collection process and also monitor the time travel 
of waste collection trucks. This study was thus conducted to optimize the use of garbage trucks 
and improve the routing of these trucks.

There are five collection sectors/ routes for the zone with a total population of about 16,365 
people. Incomplete data for the study area were collected from the municipal council (MPPJ, 
1998; 1997) and the waste management authority (AFSB, 2000; 1996). Firstly, a primary survey 
was conducted to update information on the number and type of houses on each residential 
street. Housing type was categorized as semi detached, flats or others, while the income type 
of housing was classified as high, medium and low, based on the national classification. The 
extent of each residential collection sector was also confirmed using the sector map given by 
AFSB. Other information regarding the average waste storage container size, waste collection 
vehicle capacity, truck type (compaction and non-compaction), the average speed of truck 
during collections in residential areas and the speed of truck during travels to the landfill 
location was supplied by the management company (AFSB).

A thematic map was generated for the study area to show the type and quantity of wastes 
by collection sector. The average waste generation rate for zone 8 was calculated as 0.55 kg/
capita with the population density of 62/ha. The total daily waste production was 8,875.2 kg 
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and after effective recovery, the expected waste for daily disposal in the zone was 4,118.14 
kg. On average, waste emanating from the medium income households accounted for over 
85% of the total waste collection. Details of the waste generation rate by sectors in zone 9 are 
presented in Table 1. Breakdown of the number of houses by income level, the total waste 
collected and the type of wastes are shown in Table 2. 

MPSA: Majlis Perbandaran Shah Alam 
MPSJ: Majlis Perbandaran Subang Jaya

DBKL: Dewan Bandaraya Board Kuala Lumpur

Fig.1: Study area (Petaling Jaya)

TABLE 1 
Waste arising for zone 8

Col. sector No. of Houses Gen. Rate Qty/day  
(kg)

Qty 3/week Col.  
(kg)

Qty after Rec.  
(kg)

S 2 556 0.88 2446.40 4892.80 1135.24
S 13 606 0.56 1677.20 3354.40 778.10
S 1 858 0.47 2004.55 4009.10 929.98
S 5 838 0.43 1863.50 3727.00 864.84
S 7 415 0.41  883.55 1767.10 409.98
Total 3273 0.55 8875.20 17750.40 4118.14

Col: collection; Gen: generation; Qty: quantity; kg: kilogram; Rec: recycling
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TABLE 2 
Waste arising in collection sector S -2
Housing Type NH Qty/d (kg) Rc. (kg) Oc. (kg) W. LF (kg)
High income 0 0 0 0 0
Medium 342 1504.80 380.71 774.89 349.18
Med/flats 204 897.60 227.08 462.25 208.23
Low 10 44 11.13 20.66 10.21
Low/flats 0 0 0 0 0

NH: Number of houses, Qty/d: Quantity daily, Rc: Reusable content, 
Oc: Organic content, W.LF: Waste for landfill, kg: kilogram

The Existing Collection Routes

The travel time of waste collections generally varies for each route/ sector. The influencing 
factors were identified as the distance of the operation depot to each routing area, the number 
of premises, the type of waste storage containers, and the mileage of roads to be covered within 
the collection area and the distance from the collection areas to the landfill site. Although travel 
time for the residential collection routing sector was not available, the management highly 
observed the collection times for the routes, particularly in S-2. Table 3 presents the travel time 
from the depot to collection area, the collection area to landfill, and the landfill to the depot 
which is located 17.5 km away.

The furthest routing sector from the landfill is about 26.2 km. At an average speed of 50 
km/hr and a minimum speed of 40 km/hr, the travel time to the landfill should be between 39 
and 31 min, respectively. The factors influencing collection and disposal time depend on the 
route size, the capacity of the collection vehicle and the travel time. Meanwhile, the routing 
areas vary in size and location, which are relative to the operation depot and landfill site. Open 
dump trucks have less waste capacity compared to compaction vehicles, which are considered 
to be inefficient in waste collection process. The travel time is influenced by the average speed 
of the vehicle, distance travelled, and accessibility.

TABLE 3 
Distance and travel time for routes in km

Adm Cd Rte Cd Total-time  
Rte-Lf-Dpt (hr)

Rte-Lf 
(hr)

Lf-Dpt 
(min) 

Dist.Rte-Dpt 
(km)

Dist.Lf-Dpt 
(km)

Zone 
PJ 8 - 1 S -2 2:09 1:48 0:21 23.1 17.5
PJ 8 - 2 S -5 2:01 1:40 0:21 23.8 17.5
PJ 8 - 3 S -7 1:57 1:36 0:21 22.5 17.5
PJ 8 - 4 S -13 1:17 0:56 0:21 21.4 17.5
PJ 8 - 5 S -1 1:38 1:17 0:21 23 17.5

Adm: Administration, Cd: Code, Rte: Route, Lf: Landfill, Dpt: Depot, hr:hours, min: minute, km: kilometer 
Source: MPPJ (1996) and AFSB (1997)



Billa, L., Pradhan, B. and Yakuup, A.

198 Pertanika J. Sci. & Technol. 22 (1): 193 - 211 (2014)

Development of Waste Collection Data

Various data were collected for the development of GIS, and these included land use (location of 
disposal sites), details of the roadway network of the study area, details of the residential layout 
and boundaries of the residential collection sectors, as demarcated by the waste management 
authority. Data were digitized into digital form; a total of five layers were developed in ArcView 
for database development. The network layer was then converted into Arc/Info coverage for 
cleaning and editing and prepared for network processing and analysis. Since the processing 
of extensive network data took up more time and computer memory, each collection sector 
area was dealt separately to facilitate proper routing and coordination of the road system and 
thus ensured an easy and quick data processing. Where an area was not clearly defined, the 
residential streets were demarcated as the collection area. Data were managed in such a way 
that enough computer space would be available to facilitate fair processing speed and analysis. 
Some network attributes were presented through an organized coding system. Dynamic 
segmentation was applied for road classification to provide an alternative to using pseudo 
nodes and record other attributes. The features of the route system and the event handling 
commands within the Arc/Info provide this dynamic segmentation capability. Then, the entire 
optimized routes are linked to the GIS network file using a linear programming in Arc/Info. 
Analysis of the database for the waste collection optimization process was carried out in Arc/
Info where separate node attribute table (NAT) and an arc attribute table (AAT) were created. 
Using dynamic segmentation function points, line attributes were entered in one arc; the route 
function was then used to explore and generate various routing scenarios.

Road Network Data Development

The road network was the most important data needed for the study. After a detailed road 
network had been developed and topologized, a turntable was developed. The turntable is an 
ARC level command that builds or updates a coverage turntable for every possible “arc” – to 
- “arc” turns in the coverage by calculating the azimuth and angle for each arc to turn. A weed 
tolerance level is set, and this option is the distance in map units used to weed the vertices 
from the calculated turn angles. The road network attribute has 36 fields of attributes ranging 
from road name, class and traffic capacity. Others are the distances and travels where the field 
items are distance in kilometres and miles. Travel time is calculated at 30, 40, and 50 km/hr. 
Travel time which includes pick-up time for garbage is calculated at 5 to 7 km/hr plus pick-up 
time of 30 seconds for house to house containers, and 90 to 120 sec for 1100 kg containers 
located at flats, apartments and community dumps. The other category is demographic and 
waste quantity which comprises of the number of residences, houses, the income type of house 
and the quantity of waste for one to three times of collection frequency.

The waste collection truck is to follow a certain route, which should have a minimum 
length. This optimum route is calculated together with all the related information stored in the 
road segment such as waste offered, pick-up points, each pick-up time and expected delay time 
at traffic congestion. Using the existing routing sectors, the travelling salesman’s problem was 
solved for each routing sector. The route enters the collection sector and follows an optimized 
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path while passing through all streets at least once and then back to the entry point. This ensures 
that the services are provided along all the streets based on the minimum distance and time, 
thus resulting in cost minimization.

It is crucial to note that the routes from residential or collection areas to disposal site 
(landfill) were not based on the travelling salesman’s method. Rather, the detailed major road 
network was encoded with the attributes of road intersections, length, classification and traffic 
congestion. The choice of route was mainly on the primary roads, thus limiting the options of 
routing and simplifying the routing process. The route begins from the exit of the collection 
areas and the best possible arc link is selected on a primary road to the direction of the waste 
disposal site. The “near”-function was used to link the costs, directions and speed to the arcs 
and nodes. Together with the “near”-function, the modules calculate the shortest path between 
two or more points and optimize the sequence of stops making the route. The major objective 
is to minimize travel time and distance. Once there is a reduction in time and distance, there 
will be a corresponding reduction in cost of waste management. Roads are classified according 
to the national road classification scheme, and these include highways, primary, district, local 
distributors and minor roads (AFSB, 2000; Arshad, 1992). Using these attributes, it is easy 
to determine the road characteristics in terms of its width, size and capacity. Highways are 
identified separately because waste transportation on such roads makes distances shorter but 
imposes higher costs.

In this study, the road network of the collection sectors comprises 881 arc segments. 
However, when the roads from the waste management depot and the roads disposal site location 
are included, the total arc segments considered in the study were 3843. In the application of 
network analysis in Arc/Info, all the attributes of the network are calculated and included in 
individual arc segments. Primary, district and local distributor roads provide high vehicle 
capacity and allow rapid travel, and are therefore classified as mass transit roads. The travel 
times on these roads are low because a waste collection truck may travel at a speed between 
30 to 50 km/h from the collection sectors to waste disposal site. Meanwhile, road intersections 
and junctions with incidence of traffic at certain time periods are identified and excluded from 
the mass transit. A thematic map was generated in GIS to show the road network from the 
waste management operation depot to the residential collection areas and to the landfill. In 
GIS, the roads for collection and hauling of wastes from collection sites to disposal landfill 
are presented separately to allow for an easy processing of data.

Waste production and distribution were analyzed for the housing file and optimum 
collection routes on the network file. Residential houses along the route were classified 
according to the national classification scheme, as follows: low, middle and high income housing 
type; the national average household size of five was then used to compute the population 
and the expected quantity of waste for collection for each house using the per capital waste 
generation figures collected in earlier studies for Petaling Jaya. The waste generation was 
calculated for different income housing levels such as low income (0.65 kg/c/d), medium 
income (1.28 kg/c/d) and high income (1.37 kg/c/d).
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Optimum Route Based on the Travelling Salesman (TS) Method

The TS algorithm was used for the residential waste collection route optimization. The process 
of route optimization involves establishing the sequence of streets/roads to be followed in the 
entire road network of the selected collection area. Meanwhile, a TS cost matrix was worked 
out using the nodes and the distance of the roads between each two intersections. The problem 
considered the routing of the service trucks so as to minimize the total distance, travel time 
and also to determine the number of trucks and personnel needed so that the cost of waste 
collection in the selected area could be minimized.

According to Karadimis et al. (2008), solving the TS problem can be mathematically 
explained as a problem of combinatorial optimization. The variants of the combinatorial 
optimization appeared in the recent studies of Gutfraind and Hagberg (2011) and Wallace 
(2011). The problem is stated as follows: let Xij be a variable, so that Xij = 1, if node i is assigned 
to j and Xij = 0, and the coefficients Cij is the cost of assigning node i to j (Mandl, 1979). The 
governing equations presented are to find 0 - 1 variable Xij so as to minimize:

1 1
:  

n n

ij ij
j i

Min z C X
= =

=∑ ∑
        Eq.(1)

subject to

1 1
1 (for all  and  = 1, 2, ... n)

n n

ij ij
i j

x x i j
= =

= =∑ ∑
       Eq.(2)

and

0 or 1ijx =           Eq. (3)

In solving the problem, a similar scheme was used, where Xij = 1, indicating that a truck 
travels directly from node i to j, and Xij = 0 indicating that it does not travel at all. By assuming 
that an assignment cost is Cii = 8. Cij is the shortest distance from node i to j. Equation 2 in the 
(TS) problem involves a truck entering a node by an arc, which is also leaving this particular 
node. The minimum value of z, calculated from equations (l) - (3), is the valid lower bound 
for the solution to the TS problem for a network with a cost matrix (cij) = C. The construction 
of a cost matrix among the nodes requires the extraction of distance values from the network. 
A series of matrix iteration was constructed in Microsoft Excel based on the method of Chou 
(1997). The route was computed by assigning the numbers to all the intersecting nodes of the 
sector street network. The lengths of each arc/street between the nodes were identified and 
used to develop a series of cost matrixes to determine the order and sequence of node to be 
included in the route. The cost values for the optimum TS route were extracted from the matrix 
and linked to the street network coverage in the Arc/Info by linear programming.

Various waste management operation research methods were used to calculate the waste 
hauling time and motion, as explained by Chalkias and Lasaridi (2009), Vijay et al. (2008), 
Oliveira and Borenstein (2007), and Tchobanoglous et al. (1977). Collection time is an 
important factor that can be used to quantify collection efficiency. Optimum waste collection 
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includes the concerns of the optimum filling of collection vehicles at each end of a route and 
the route to be followed should have travelling characteristics in terms of time and distance. 
Using time and motion values extracted from the system, the capital expenditure for solid waste 
management was computed based on Ghose et al. (2008) and Holmes (1983).

In this section, a detailed description of the GIS data and detailed methodological processes 
are given. In more specific, the section explains waste estimation based on housing type and 
number of units. It also gives elaborated discussions of the travelling salesman method and 
how it has been integrated into the GIS road network to generate an optimized TS collection 
route. Fig.2 shows a flow chart of the methodology process adopted in this study.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                       
 

GIS layers study area 
Road Network “RNwk” (collection to disposal landfill) 

Housing Block “HB” (No. of houses on collection route) 
 

Layer attribute development 
RNwk: road type, turntable, traffic light/stops, travel distance, time and speed 

HB: housing type, No.housing units, waste container type, expected quantity of waste  

Traveling salesman“TS”algorithm (RNwk) 
- Development of TS routing matrix 

- Integration of matrix into RNwk using 
Linear-programming 

 

Generation of TS waste collection routes  
Generation best hauling routes in terms of travel distance and time 
Estimation of waste along TS route and truck required for collection 

 

Extraction of travel distances and time 
estimates and truck from routes 

Input of estimates into waste collection 
operation research calculations 

Results 
- Travel distances and time estimates 

- Quantity of waste collection estimates 
- Cost estimates of waste collection operation  

 Wastes to be collected (HB) 
- Waste collection container type and size 
-Quantity waste to be collected on route 
- No and size of collection truck required 

 

Fig.2: A flow chart of the methodological process adopted in this study
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RESULTS AND DISCUSSION

The TS optimized route means the points of entry and exit at the collection sector are the same. 
A route is followed from then on without backtracking so as to minimize the distance and 
time in the collection process. Fig.3 shows the optimum distances and travel time generated 
using the query function of the Arc/Info GIS. The collection time includes the time spent on 
picking container and the quantity of garbage to be collected along the route. The pick-up 
time increases by 20 seconds for every terrace house and 90 seconds for flats and apartment 
containers. A total of 10 flats are allocated for one container in the flats and apartment blocks.

Although sector S-2 is a large area, the routing process has the same number of housing 
units with that of other sectors. Hence, the optimum route was computed based on 41 
intersection nodes. The travel distance and time from the optimum collection route, the number 
of housing units and the quantity of waste for collection are presented in Fig.4(a) and Fig.4(b), 
Fig.5 and Fig.6, respectively. Since the tables are generated by the GIS system as a scroll 
down, the values presented (in the tables) are the samples values and they do not sum up to the 
total value as computed by the system. At an average speed of 7 km/hr for residential waste 
collection, the total distance covered through the course of the collection process is 7.55 km 
(see Fig.4a). Travel time includes time spent on each residential pickup and the pick-up time 
for communal containers along the route. The collection time for S-2 is recorded as 2.24 hrs 
(see Fig.4b). The time recorded in S-2 was less because it has fewer number of houses, and 
only a few flats and apartments, where the container pick-up time of 90 seconds would have 
increased the collection time. The total number of residential housing units in the collection 
route is 524 units (see Fig.5). Fig.6 shows the expected quantity of wastes to be collected as 
2199 kg.

 

Fig.3: Optimum collection route in S-2 (zone 8)
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Fig.4: Direction table of distance (a) and time travel (b) at 7km/h

 

Fig.5: The sample results of the number of housing units

 

Fig.6: The sample results of the quantity of expected wastes to be collected along optimized  
route of S-2
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Hauling Route from Collection Sector to Disposal Site

The optimum residential waste collection using the travelling salesman algorithm is complicated 
because it calculates routes from the start node and back to the start node, passing through all 
streets to form a circuit. However, in the hauling of waste from collection areas to the disposal 
site, only primary roads and highways are included, making the optimum route development 
process easy. The options of avoiding the highways due to tolls and also selecting routes that 
avoid possible traffic congestion are also included in the GIS system.

In the hauling route process, the nearest node from the origin node is located and the process 
continues to finding the subsequent nearest node in the network until it reaches the destination 
node (i.e., the nearest to the location of the disposal site). This tree building process ensures 
that the shortest possible path is taken in terms of distance and time. When the destination 
node is reached, the algorithm is terminated because the shortest path has been found. The 
various route scenarios for optimum hauling from sector S-2 collection to the landfill in the 
GIS application are illustrated in Fig.7. The system is manipulated to generate two optimum 
route scenarios A and B (details of this hauling route are shown in Fig.8).

 

Fig.7: Hauling route A to disposal site from S-2

The travel time and motion values generated from the waste collection GIS show sample 
directions of two possible hauling route options to the landfill site. The unnamed features in 
the direction tables are the segments of road names that are not identified when conducting 
the aerial survey. For this reason, they could not be included in the system. Route A presents a 
direct route at a travel speed of 50 km/hr through the primary road. The distance to the landfill 
is 20.42 km, and the recorded travel time of 27.2 min is high due to the road segment being in a 
commercial and residential area and also the possibilities of traffic congestion along the major 
road. Route B (see Fig.8) shows a travel distance of 21.30 km in (Fig.9b), with an increase of 
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1 km on route A. Due to less traffic, however, the travel time is generated as 25.29 min, i.e. 
with a decrease of 2 min. The two routes were assessed in terms of time and distance travel 
and by taking factors such as public nuisance from smell into consideration. Route B presents 
a better and agreeable travel option as it makes up for the increased distance with a faster 
travel time that avoids possible public nuisance; thus, the best waste route is not necessarily 
the shortest distance. 

 

Fig.8: Hauling route B to disposal site from S–2

In this study, the time and distance values that form the optimums were used to evaluate 
and assess the trip hauling time. Using traditional operation research calculation of time and 
motion, it is shown as the basic expression of haul speed equation, as follows:

x h a bxy = = +
        Eq. (4)

Thus, to find the single-trip-haul time for hauling Route A which is located 20.4 km to the 
disposal site, the values are substituted as:

hr = (0.080 hr / trip) + [(0.012 hr / km)(20.4 km/ trip)]
hr = 0.080 hr /trip + 0.245 h / trip 
Haul time = 0.32 h / trip

Route B
hr = (0.080 hr / trip) + [ (0.012 hr / km )( 23.2 km / trip)]
Haul time = 0.36 hr / trip
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Fig.9: The sample results for the collection time (a) and distance (b) of route B from S-2 to landfill

The greater part of solid waste management expenses is incurred in the waste collection and 
disposal processes. The possibility of reducing the costs of waste collection involves controlling 
the factors that influence the cost. The factors specifically include the distance travel and time 
travel through collection and to disposal and the quantity of waste to be collected for disposal. 
The development of the optimum routing scenario was difficult but with the use of GIS, the 
entire procedures have been simplified, and it is beneficial to determine the best route (note that 
the best route does not necessary be the shortest distance in terms of time). Additionally, using 
the value from the optimum routing, the hauling time of waste collection trip was calculated.

The Costs of Waste Collection Management 

A total of RM5,000 per day is spent for the disposal of the entire waste collected in Petaling 
Jaya, while RM150 is spent on each collection vehicle per day. At three times a week, the 36.149 
tons of wastes in the study area are collected at RM100/ton and RM25/ton for disposal. Thus, 
the total costs of waste collection and disposal was estimated at RM90,372. The potentially 
high recovery rate means that the quantity of waste could be reduced to 8.387 tons, and this 
would mean a reduction in the cost of collection and disposal to RM20,967. The evaluation 
of the capital expenditure for solid waste management was calculated using the mathematical 
formulas, as expressed by Tchobanglous et al. (1993; 1977). The basic expression for 
man-minute’s labour cost per ton is formulated as the total man-minutes per trip:

f = b + ade + aT‘+ aT” + aT”’.      Eq. (5)

The terms in Eq. 5 have been defined together with the calculation of the labour cost as 
follows: distance and time values were used to calculate the labour cost per ton. For a three-
time per week collection frequency from curbside location, and with a three-man collection 
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truck crew in sector 2S, the time and motion information were substituted for the labour cost 
calculation, as follows:

a = 3 men per vehicle
b = 145 man-minutes per trip
de = 23.5-minute disposal site at a speed of 50 km/h
T’ = 10-minute disposal time, assume time
T’’ = 0 minute of route time
T’’’ = 7.3 travel time to first stop
c = 4.4 tons average refuse per trip 
f = (145) t 3(23.5) + 3 (10) + 3(0) + 3(7.3) as the total man-minute per trip; 
  therefore, x = f / c = 267.4 / 4.4 = 60.77man-min/ton.

Based on the average monthly income the waste workers receive i.e. RM500, the per 
minute wage was calculated at RM 0.04.

Labour cost per ton will then be: 61 m-m/ton x RM 0.04/m-m = 2.44/ ton.

The operational cost of the waste collection in the sectors was calculated by using the 
operation research in Eq. 6 to determine the number of containers per trip:

Ct = V r / cf        Eq. (6)

The values for sector S-2 of the study area were calculated as follows: 

V = 37. 5 m3 / trip
C = 0.78 m3

f = 0.85 
r = assumed compaction ratio of 2 

Thus, C t = (37.7m3/ trip) ( 2 ) / (0.78m2 ) ( .85) = 75 / 0.663 
  C t = 114 containers/ trip

The pick-up time per container was then determined by using Eq. 7.

Pscs = C t (u c) + (A p - 1) (d b c)     Eq. (7)
 = C t (u c) + (n p -1) (a’ + b’ x’) 

Pscs = (114 -1) (0.050 h /con) + (114 - 1 location /trip) [(0.60 h / location)  
  + (0.041 km) + (0. 1 km / location)] 
 = (5.65) + (113) [(0.060 h/location + 0.0041) 
 = 5.65 + 113 (0.0641) = 12.89 h/trip

The number of trips required per week was then determined by using Eq. 8:

Nw = Vw / (vr)       Eq. (8)

Nw = (52.4 m3/wk) / (37.5 m3/trip) (2) = 0.69 = 1 trip/ wk
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The operational cost of waste collection in the study area was calculated at RM 300/week, 
and this cost is relatively high for the short distance to landfill. At three times a week, the 36.149 
tons of waste in the area are collected and disposed of at the cost of RM90,372.00. It is also 
revealed that with effective waste recovery, the quantity and costs of collection and disposal can 
be reduced to 8.389 tons at a cost of RM20,967.00. Table 4 presents a comparative evaluation of 
the GIS generated hauling time to disposal site and the traditional method of calculation of time 
and distance. Moreover, by using GIS, the specific locations of expected traffic congestion can 
be identified and the delayed time input in the road segments (i.e., time travel) could be better 
assessed. In the traditional method, however, this factor could not be taken into account. The 
results of the optimum distances and time obtained from the routing were used to calculate the 
waste trip hauling time, pick-up time per container, number of trips required per week, basic 
cost of labour per ton and the overall operational cost of waste collection based on the waste 
collection operational research methods, as given in Equations 5, 6, 7 and 8.

TABLE 4 
GIS generated and traditional time and motion measurement

Route A GIS generated Traditional Calculation
Distance 20. 4 km 24.4 km
Travel time 27.2 min/trip 0.32 h = 19.2 min/trip
Route B
Distance 23,2 km 23.2 km
Travel Time 25.2 min/trip 0.36 h = 21. 6 min/trip

CONCLUSION

In this study, the optimum routes for residential waste collection were established using the 
travelling salesman route optimization techniques and network analysis in GIS. A single layer 
network operation was conducted to determine the optimum route for hauling waste to landfill. 
Although this route recorded a travel distance of 21.3 km, the travel time was low, i.e. at 25.29 
min, because all the possible traffic obstructions were avoided. In the process of this routing 
application, many benefits of applying GIS were observed. The application did not only bring 
real-life waste collection routing problems for resolution on a desktop PC but it also simplified 
the time and means of managing the vast amount of data required. Both the spatial and network 
data were handled efficiently, while the calculation and estimation of wastes arising were also 
simplified using statistical and analytical functions in the GIS. This has allowed the evaluation 
of the expected quantity of waste for collection and the number of expected pick-up stops on 
each route in the network. Time and motion values within the optimized TS routing area were 
also assessed and evaluated using the system.

Although the application of GIS in Malaysia is very wide spread, its practical problem-
solving application is still in its infancy. The processes and techniques of GIS and the network 
module in the Arc/Info for resolving the local and practical routing problem in urban residential 
waste collection are presented in this paper. The various network data structure and routing 
functions available in the Arc/Info are adequate for the necessary route planning analysis in 
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the study. The network module in the Arc/Info provided an opportunity to make calculations 
on road network and link generalized characteristics such as cost, direction and congestion to 
arcs and nodes of road segments. The extensive route network data of over 500 km of road 
length in the study was reduced to a PC desktop environment. Meanwhile, the network analysis 
functions in the Arc/Info were manipulated mainly on a single layer operation method to 
generate the optimum routing scenarios. Thus, the system allows effective and efficient visual 
interpretation and display of results.
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INTRODUCTION

The nonlinear conjugate gradient (CG) 
method was designed to solve the following 
unconstrained optimization problem: 

min ( ),
nx R

f x
∈

              (1)

w h e r e  : nf R R→  i s  a  c o n t i n u o u s l y 
differentiable function (Ismail Mohd et al., 
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2007). The iterative formula of the CG method 
is given by

1k k k kx x dλ+ = +              (2)
and

1,k k k kd g dγ −= − +               (3)

where ,  0 0d g= −  fo r  0,1,k n= …  and 
( )k kg f x= ∇ , kλ  were chosen to satisfy 

some line search conditions along the search 
direction, kd , and kγ  is a scalar parameter.

The idea of incorporating a pre-
conditioner to the CG method is initiated by 
Raydan (1997), where the spectral gradient 
is combined with the conjugate gradient 
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directions. This is an iterative algorithm to generate a sequence , 0,1, 2, ,kx k n= …  as presented 
in (1) and (2), where kd  is a spectral gradient search direction in the successive iterations 
generated by:

1 1 ,k k k k kd g sβ γ+ += − +               (4)

where kβ  is a parameter that defines different CG methods, and 1k k ks x x+= −  (Andrei, 2010).
Unexpectedly, the spectral gradient choice associated in this algorithm shows more efficient 

results than sophisticated CG methods in many cases. It showed that spectral gradient and 
conjugate gradient combination produced more efficient algorithms (Raydan, 1997).

Andrei (2007) presented a new preconditioned conjugate gradient (PRECG) method, 
where the scaled memory-less BFGS update was used as the pre-conditioner. The scaling 
factor in the pre-conditioner was selected as a matrix, which was reset when the Powell 
restarted criterion (Powell, 1977) holds to ensure that the search directions would be descent 
directions. Consider (1), where the function f has continuous partial derivatives, and kd  is a 
search direction generated by:

1 1 ,k k k k kd g sθ γ+ += − +               (5)

For 0,1,2, , ,k n= …  where kθ  is a parameter to be computed, and kg  denoting )( kf x∇  
is selected to minimize f along the search direction,  kd , with 1k k k k ks x x dλ+= − = , and kγ  
is a scalar parameter to be determined. 0

nx R∈ is an arbitrary initial value and the iterative 
process is initialized with an initial point 0x and 0 0d g= − .

From the success of the spectral gradient method used by Raydan (1997) and Andrei’s 
scaled memory-less BFGS method (Andrei, 2007) in the preconditioning technique, we 
developed a new pre-conditioner, kD , which is a diagonal matrix based on both the spectral 
gradient and matrix preconditioning ideas.

DIAGONAL PRECONDITIONED CONJUGATE GRADIENT ALGORITHM

To incorporate the correct inverse Hessian information into the preconditioner, kD , we let the 
diagonal pre-conditioner kD  to satisfy the weak-secant equation of Dennis and Wolkowicz 
(1993), as follows:

T T
k k k k ky s y D y=              (6)

With this aim, we let k 1s k kx x −= −  and k 1y k kg g −= − , and consider the minimization 
problem:

21min
2 k FD I− 

            (7a)

( )s.t. T T T
k k k k k k ky D I y y s y y− = −           (7b)
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where F.   denotes the standard Frobenius norm.
Since the objective function in (7a) and the feasible set is convex, it gives a unique solution 

for problems (7a) and (7b). Using the method of Lagrangian function, we can obtain:

( )T T
k k k k

k kT
k k k

y y y sD I G
y G y

−
− =

             (8)

where ( ) ( )( )2 2(1) ( )( ) , , ( ) n
k k kG diag s s= … .

Finally, by substituting ( )2T
k k k ky G y tr G= , where ( ).tr denotes the trace operator, it gives 

a diagonal pre-conditioner, which satisfies (6), as follows:

2

( )
( )

T T
k k k k

k k
k

y s y yD I G
tr G
−

= +
           (9)

It is shown that the diagonal preconditioner kD in (9) is a special class of diagonal Hessian 
approximation derived by Leong et al. (2010), Farid and Leong (2011), Leong et al. (2011), 
Farid et al. (2010), Leong and Hassan (2009), and Hassan et al. (2009).

In this case, the new PRECG method search direction 1kd + is given by: 

1 1 1
1 1 1 1 1 11

T T T T
k k k k k k k k

k k k k k k k kT T T T
k k k k k k k k

g s y y g s g yd D g y s
y s y s y s y s

θ θ θ+ + +
+ + + + + +

    
= − + − + −    

    

                 (10)

The proposed pre-conditioner kD is in diagonal matrix form, where the storage requirements 
is of ( )O n . Moreover, this pre-conditioner kD satisfies the weak-secant equation of Dennis and 
Wolkowicz (1993), which is a valid approximation of inverse Hessian.

The PRECG algorithm has the following steps:

Step 1. Given 0
nx R∈ , set 0 0d g= − , 0 01/ gλ =    and k = 0. Update

1 0 0 0x x dλ= +

Step 2. For 1k ≥ , calculate kλ  which satisfying Wolfe conditions. Compute the 
direction kd  as in (10). Update the variables 1k k k kx x dλ+ = + . Then, 
compute ( )1 1,k kf x g+ +  and 1k k ks x x+= − , 1k k ky g g+= − .

Step 3. Test for the stopping condition. The iterations are stopped if stopping 
condition is satisfied. Else, set 1k k= +  and go to Step 2.

The Assumption 1 below is to guarantee the existing G is bounded.
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Assumption 1

1. ( )f x is twice continuously differentiable and G denotes the matrix of second derivatives 
of ( )f x .

2. G is bounded, that is ( )2 2 2
1 2

Tm x x f x x m x≤ ∇ ≤    , where 1 20 m m< ≤ .

3. Function ( )f x is strongly convex and has Lipschitz continuous on gradient in the level set 
( ) ( ){ }0 0: ,nL x R f x f x= ∈ ≤  where there exists constants 0µ >  and L such that

( ) ( )( ) ( ) 2T
f x f y x y x yµ∇ −∇ − ≥ −   and ( ) ( )f x f y L x y∇ −∇ ≤ −    , for all x and y 

from L0.

This proposed pre-conditioner Dk is proved to be bounded in such a way that we can 
expect the corresponded PRECG method to converge globally.  With the aim to show that the 
proposed preconditioner Dk is bounded, so we have the following lemma:

Lemma 1: Assume that 0 0FD σ≤  , where 0σ  is a constant. Then, for all 0k ≥ , 
k F kD σ≤  , where kσ  is some constant and 0kσ ≥ . If we can show that the diagonal pre-

conditioner Dk satisfies k F kD σ≤  , and then the diagonal pre-conditioner Dk is bounded 
above.

Proof : Let ( )( )i
k kD diag d= , ( ) ( )2 21( , , )n

k k kG diag y y= …  and 
( )M

ky be the largest component 
of ky .

Then from (9), we have

( ) ( ) 2
2

( )1 (( ) )
(

.
)

T T
i ik k k k

k k
k

y s y yd y
tr G
−

= +

It follows from Assumption 1 that we have,

( )
( )

2 2

( ) 22
4

1

1 ( ) .
( )

k k
Mi

k ki
k

y y
md y

y

−
≤ +

∑

   

and the fact that 
( ) ( )2 2 2( ) ( )i M

k k ky y n y= ≤∑   gives

( )
( )2( ) 4

4

1 1
1 ( ) .

( )
Mi

k ki
k

n
m

d y
y

−
≤ +

∑

Finally, it leads to ( )

2

11 1 .i
kd n

m
≤ + −
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Hence, we have k kD σ≤   where 2

2

1 1 . k n n
m

σ = + − 

Below is the convergence result of our new algorithm when the objective function ( )f x  
satisfies Assumption 1 (iii).

Theorem 1.1 If at every step of the conjugate gradient given in (2) with the step length kλ  
selected to satisfy the Wolfe conditions (Wolfe, 1969) and 1kd +  is given by (10), then either 

0kg =  for some k or 0limk kg→∞ = .

Proof: From 0 0d g= − , we have 2
0 0 0 0Tg d g= − ≤  . When (10) is multiplied by 1

T
kg + :

( )( )( ) ( ) ( )22 2
1 1 1 1 1 1 1 1 1 12

1 2 ( )( )
( )

T T T T T T T T
k k k k k k k k k k k k k k k k k k k kT

k k

g d g g y g s y s g s y s y y g s
y s

σ θ θ+ + + + + + + + + +
 ≤ − + − −  

 

( )( )( ) ( ) ( )22 2
1 1 1 1 1 1 1 1 1 12

1 2 ( )( )
( )

T T T T T T T T
k k k k k k k k k k k k k k k k k k k kT

k k

g d g g y g s y s g s y s y y g s
y s

σ θ θ+ + + + + + + + + +
 ≤ − + − −  

 

and with 1( )T
k k ku s y g +=  and 1( )T

k k kv g s y+= , we can then get the following by applying 

the inequality 2 21 ( )
2

Tu v u v≤ +     to the second term of the right hand side of the above 
inequality:

( )2

1
1 1 .

T
k kT

k k T
k k

g s
g d

y s
+

+ + ≤ −
           (11)

Therefore, by Wolfe’s condition, 1 2
T T

k k k kg s g sβ+ ≥ ,  1 1 0T
k kg d+ + <  for every 

0,1,2, , .k n= …  

By strong convexity, we have 2
1( )  T T

k k k k k k ky d g g d dµ λ+= − ≥   .

Here 0kg ≠  implies for all k by Theorem 1.1, where 0T
k kg d < . f is bounded from 

below due to its strongly convex over L0. By summing over k, the Wolfe conditions
( ) ( )1 1

T
k k k kf x f x g sβ+ < + , we have:

0

 .
k

T
k k kg dλ

=

∞

→ −∞∑

Consider that dk is a descent direction and the lower bound for kλ  which satisfies the Wolfe 
condition, 

1 2
T T

k k k kg s g sβ+ ≥ , then

2
2

1
.

T
k k

k
k

g d
L d
σ

λ
−

≥
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and follows with 

2

2
1

.
T
k k

k k

g d
d

∞

=

< ∞∑
              (12)

Using the inequality of Cauchy and by strong convexity, we have 2T
k k ky s sµ≥    and get

2 2 2 2
1 1 1

1 1 2

( ) .
T

T k k k k k
k k T

k k k

g s g s gg d
y s sµ µ
+ + +

+ + ≤ − ≤ − = −
     

 

Hence, from (12) it follows that,

4

2
0

.k

k k

g
d

∞

=

< ∞∑  

             (13)

From (10), when 1kθ +  is selected by spectral gradient, the direction 1kd + will then satisfy:

2

1 12 3

2 2 .k k
L Ld g

µ µ µ+ +

 
≤ + + 
 

              (14)

By inserting the upper bound (14) for kd  in (13) will yield the following:

2

0

,k
k

g
∞

=

< ∞∑  

which completes the proof. 

NUMERICAL RESULTS

In this section, we discuss some numerical experiments that are conducted in order to test the 
performance of our new gradient method for unconstrained optimization against the standard 
CG method. 

We compare the performance of a Fortran implementation of our new algorithm with the 
standard CG algorithm on a set of 50 large-scale unconstrained optimization test problems in 
extended or generalized form(Andrei, 2008). All tests are run on a 2.6 GHz Pentium IV with 
512MB of RAM and all algorithms are coded in Fortran commands. We have considered a 
number of variables 1000,2000, ,10000n = …  for each problem. For all the test runs, the 
termination condition is 610kg −≤  . The accumulated number of iterations and the average 
of the norm of gradient are used to compare the effectiveness of the results.

For convenience, the following abbreviations are used to identify a particular conjugate 
gradient method.
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1. SCG: The standard conjugate gradient method (without pre-conditioner).

2. PRECG: The preconditioned conjugate gradient method with

2

( )
( )

T T
k k k k

k k
k

y s y yD I G
Tr G

−
= +

.
Table 2 gives a summary of comparison results between PRECG algorithm and the standard 

CG method. The symbol prob and kg   mean the number of the test problems and the norm 
of the gradient of the function, respectively. The Iter  means total iteration calls. Table 3 gives 
the comparison results of the number of function evaluation for all the methods. Meanwhile, 
Table 4 summarizes the performance of the PRECG algorithm versus the SCG algorithm on 50 
problems, which achieved the least number of iteration and a lower value of gradient norms. 
The test problems are listed in Table 1.

From Table 4, the PRECG algorithm performs better than the SCG algorithm to achieve 
a minimum norm of gradients, with 31 problems out of 50 problems, as compared to the SCG 
algorithm, which is only achieved for 16 problems. In more specific, the percentage of efficiency 
for the PRECG algorithm is 30% compared to the SCG algorithm.

TABLE 1 
Test Problems and their corresponding problem number (prob) (refer to Andrei, 2008)

Problem Test problems
1 Extended Freudenstein & Roth Function
2 Extended Trigonometric Function
3 Extended Rosenbrock Function
4 Extended White & Holst Function
5 Extended  Beale Function
6 Extended  Penalty Function
7 Perturbed Quadratic Function
8 Raydan 1 Function
9 Raydan 2 Function

10 Diagonal 1 Function
11 Diagonal 2 Function
12 Diagonal 3 Function
13 Hager Function
14 Generalized Tridiagonal 1 Function
15 Extended Tridiagonal 1 Function
16 Extended Three Expo Terms Function
17 Generalized Tridiagonal 2 Function
18 Diagonal 4 Function
19 Diagonal 5 Function
20 Extended Himmelblau Function
21 Generalized PSC1 Function



Choong Boon Ng, Wah June Leong and Mansor Monsi

220 Pertanika J. Sci. & Technol. 22 (1): 213 - 224 (2014)

Problem Test problems
22 Extended PSC1 Function
23 Extended Powell Function
24 Extended Block-Diagonal BD1 Function
25 Extended Maratos Function
26 Extended Cliff Function
27 Quadratic Diagonal Perturbed Function
28 Extended Wood Function
29 Extended  Hiebert Function
30 Quadratic QF1 Function
31 Extended  Quadratic Penalty QP1 Function
32 Extended Quadratic Penalty QP2 Function
33 Quadratic QF2 Function
34 Extended EP1 Function
35 Extended Tridiagonal 2 Function
36 BDQRTIC (CUTE) Function
37 TRIDIA (CUTE) Function
38 ARWHEAD (CUTE) Function
39 NONDIA (CUTE) Function
40 NONDQUAR (CUTE) Function
41 DQDRTIC (CUTE) Function
42 EG2 (CUTE) Function
43 DIXMAANA (CUTE) Function
44 DIXMAANB (CUTE) Function
45 DIXMAANC (CUTE) Function
46 DIXMAANE (CUTE) Function
47 Partial Perturbed Quadratic PPQ1 Function
48 BroydenTridiagonal Function
49 Almost Perturbed Quadratic Function
50 Tridiagonal Perturbed Quadratic Function

TABLE 2 
A comparison of the CG and PRECG methods in terms of total iteration calls and gradient norm

prob CG  algorithm PRECG  algorithm

Iter kg  Iter kg 

1 91 1.47e-05 71 3.85e-06
2 701 3.97e-06 696 2.83e-06
3 248 9.27e-06 240 7.08e-06
4 305 9.36e-06 301 5.79e-06

TABLE 1 (continue) 



Diagonal Preconditioned Conjugate Gradient Algorithm

221Pertanika J. Sci. & Technol. 22 (1): 213 - 224 (2014)

prob CG  algorithm PRECG  algorithm

Iter kg  Iter kg 

6 1067 1.12e-06 1061 1.93e-06
7 7080 5.72e-06 7076 5.31e-06
8 6057 4.45e-06 5991 4.32e-06
9 30 3.57e-07 30 3.57e-07
10 7680 3.84e-06 7256 4.31e-06
11 4773 1.90e-06 3954 1.77e-06
12 16969 6.97e-05 17245 6.71e-05
13 7896 1.84e-06 9732 1.50e-06
14 370 2.55e-06 380 2.34e-06
15 102 2.64e-05 68 1.78e-05
16 67 3.33e-06 60 6.12e-06
17 546 2.44e-06 532 2.71e-06
18 20 1.76e-06 31 4.32e-11
19 30 2.81e-10 30 2.81e-10
20 70 5.66e-06 63 6.29e-07
21 6075 2.17e-06 7134 1.79e-06
22 80 4.50e-09 89 3.38e-06
23 545 1.95e-05 573 2.88e-05
24 219 2.74e-05 2286 -
25 448 9.91e-05 447 1.75e-05
26 207 1.26e-05 16059 -
27 3026 9.15e-06 3131 8.83e-06
28 989 1.98e-05 1079 1.94e-05
29 512 4.12e-06 520 1.95e-06
30 6923 5.82e-06 7195 5.42e-06
31 528 1.17e-06 685 5.51e-06
32 128 1.98e-07 250 1.74e-07
33 7836 4.49e-06 8283 4.50e-06
34 18 6.56e-05 18 6.56e-05
35 319 3.44e-06 331 2.93e-06
36 18300 5.19e-05 18572 1.08e-04
37 19080 7.18e-03 18649 4.60e-02
38 31 1.29e-07 30 1.39e-07
39 298 2.51e-07 109 2.30e-08
40 19465 6.46e-05 18261 9.28e-06
41 51 2.53e-07 50 2.50e-07
42 16779 6.03e-04 11096 2.41e-04

TABLE 2 (continue) 
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prob CG  algorithm PRECG  algorithm

Iter kg  Iter kg 

44 149 2.26e-06 193 5.17e-06
45 174 4.89e-06 245 1.36e-06
46 4015 6.14e-06 3967 6.41e-06
47 1107 1.72e-05 1053 1.60e-05
48 634 2.22e-06 645 2.83e-06
49 7360 5.17e-06 7002 4.98e-06
50 6826 6.57e-06 7149 6.08e-06

TABLE 3 
A comparison of the methods in terms of the Total Number of Function Evaluation for all n

Pro
Methods (Number of functions calls)

Pro
Methods (Number of functions calls)

CG PRECG CG PRECG
1 265 178 26 300 16147
2 1076 1068 27 4912 5090
3 489 482 28 1875 2030
4 613 546 29 1097 1085
5 233 188 30 9084 9456
6 25945 26366 31 12937 15435
7 9281 9228 32 308 590
8 8468 8376 33 10314 10902
9 90 90 34 59 59

10 21881 17385 35 582 553
11 6999 5781 36 478435 468394
12 354441 355758 37 25118 24330
13 238400 298785 38 101 80
14 5306 5210 39 1379 224
15 209 156 40 33513 32610
16 138 140 41 132 130
17 884 860 42 468361 294247
18 60 81 43 136 179
19 90 90 44 248 2808
20 160 153 45 298 3677
21 67721 67912 46 5521 5159
22 180 189 47 1773 1713
23 1015 1050 48 1010 1052
24 474 3294 49 9649 9253
25 970 932 50 8986 9386

TABLE 2 (continue) 
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TABLE 4 
A comparison of CG and PRECG (All problems)

CG  performs better PRECG performs better Equal performance
function calls 21 26 3
 norm of gradient 16 31 3

CONCLUSION
In this paper, we presented the performance of a new diagonal preconditioned conjugate 
gradient (PRECG) method. Accordingly, the PRECG method was also compared against the 
SCG method based on 50 benchmark problems. Based on our numerical experiments, the 
PRECG method has been shown to outperform the SCG method. Thus, it is concluded that 
the introduction of PRECG method is worthwhile.
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ABSTRACT

Alluvial aquifers can be found in most of the coastal areas of Peninsular Malaysia. Seven tube wells 
located in such aquifers in the west coast of Selangor state had their performance evaluated by carrying-
out step drawdown tests. The performance of these wells was evaluated in terms of aquifer loss, well loss, 
specific capacity and well efficiency. The aquifer loss coefficient and well loss coefficient were found 
to be in the range of 0.0198 hrm-2 to 0.4014 hrm-2 and from 0.0001 hr2m-5 to 0.0410 hr2m-5, respectively. 
The drawdown in tube wells TW1 and TW7 is mainly influenced by well loss component as compared 
to the aquifer loss component, while in tube wells TW2, TW3, TW4, and TW5, the drawdown is mainly 
influenced by aquifer loss component. The drawdown in tube well TW6 is influenced by aquifer loss 
component at a low discharge rate, but at high discharge rate, it is influenced by well loss component. 
The specific capacity and efficiency of the tested tube wells varied from 1.329 m2hr-1 to 40.166 m2hr-1, 
and from 11% to 96%, respectively. Tube wells TW2 and TW4 are categorized as high productive wells, 
while tube wells TW1, TW3, TW5 and TW7 are categorized as moderate productive wells and tube well 
TW6 as low productive well.
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INTRODUCTION

In Malaysia, tube wells are used widely for 
various purposes as in agriculture and for 
domestic and industrial uses. Heng (2004) 
reported that there are about 2,466 wells 
drilled throughout Peninsular Malaysia 
starting from 1983 with a total yield of 
552,000 m3day-1. Since the last century, 
extraction of groundwater in Malaysia has 
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increased because of many factors such as surface water depletion due to drought and increasing 
water demands for the domestic, agricultural and industrial sectors (Heng, 2004). Kelantan is 
one of the states in Malaysia which is still using groundwater as a major source for domestic 
water supply (Samsudin et al., 2008), with a total consumption of 146 Mld-1 in 2010 abstracted 
from 94 production wells at 14 well fields and treated by 7 groundwater treatment plants (Ismail 
et al., 2011). All the production wells should be monitored and maintained each year in order to 
make sure that each well can produce enough quantity of water according to its design capacity.

Tube wells for water production are designed based on soil lithology and information 
obtained from exploration well during site investigation. When tube well has been constructed 
and developed, its performance evaluation is carried out. As mentioned by Shekhar (2006), 
groundwater users are always concerned with the performance of well structure and the 
relationship between discharge and drawdown at the pumping wells. Step drawdown test 
is widely used to identify well behaviour, determine well loss and calculate well efficiency 
(Kawechi, 1995). The drawdown inside the pumping well is influenced by aquifer loss 
component, BQ and well loss component, CQn, with n as the well loss exponent (Todd & 
Mays, 2005; Mohammed & Huat, 2004; Rahman & Dhar, 1997; Sheahan, 1971). The values 
of aquifer loss coefficient, B, and well loss coefficient, C (Mishra & Sahay, 2011), as well as 
reliable yields estimation of water well (Misstear & Beeson, 2000) are important for a successful 
modelling and proper management of groundwater resources.

Drawdown that occurs at the face of the well is known as aquifer loss, whereas drawdown 
that occurs as water moves through the well screen and inside the well to the pump suction 
area is known as well loss (Mohammed & Huat, 2004). According to Todd and Mays (2005), 
the coefficient of well loss, C, is controlled by its radius, development and condition. The 
relationship between well loss coefficient, C, and well conditions is shown in Table 1, 
while the relationship between specific capacity and types of well productivity is shown in 
Table 2. Therefore, this paper aimed at evaluating tube well performance and identifying its 
characteristics by evaluating the parameters of well loss, aquifer loss, specific capacity, and 
well efficiency.

MATERIALS AND METHODS

The study area is located in the coastal area of Selangor involving Sabak Bernam, Kuala 
Selangor and Kuala Langat districts as shown in Fig.1. The study area is covered with alluvium 
sediments which consist of peat soil, silt, sand and gravel. The wells were developed by the 
Department of Mineral and Geoscience Malaysia (DMGM) by using rotary mud drilling 
machine (BOMAG & Holy Machine Model CD80). The wells were drilled up to bedrock 
layer, with depths ranging between 30 m to 60 m. All tube wells use gravel pack in the sizes 
of 3 mm to 6 mm, except for tube wells TW5 and TW6 which use gravel pack in sizes of 3 
mm to 4 mm. The diameter of the tube well casing varies between 200 mm and 250 mm. PVC 
material was chosen as the casing and screen at most of the developed wells, while TW5 and 
TW6 used mild steel and stainless steel as their casing and screen material, respectively. Further 
information on the tube wells is given in Table 3.
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TABLE 1 
Relationship between well loss coefficient, C, to well condition (Walton, 1962)

Well loss coefficient, C (hr2m-5) Well Conditions
C< 0.0001 Great – Well is designed and developed properly
0.0001< C < 0.0002 Good – Mild deterioration due to clogging
0.0002 < C < 0.0011 Fair to Poor – Severe deterioration due to clogging
C > 0.0011 Bad – Difficult to restore well to original capacity

TABLE 2 
Specific capacities values and well productivity classification (Şen, 1995)

Specific Capacity, Sc (m3hr−1m−1) Well Productivity
C  > 18 High
18 > C > 1.8 Moderate
1.8> C > 0.18 Low
0.18 > C > 0.018 Very Low
0.018 > C Negligible

 

Fig.1: Locations of the tube wells at the coastal area of Selangor 
(Selangor Map, 2012)
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Most of the tube wells were developed for the purpose of groundwater resources potential 
study for future groundwater development plan. Some of the water wells were constructed for 
the emergency plan or as an alternative source of water if forest fire happens since most of the 
study areas are covered with peat soil. Step drawdown test was executed between the year 1996 
and 2009 and this test was carried out immediately after well construction had been completed. 
Submersible pumps were used to pump the water from the tube wells and the discharge rates 
were measured with a weir tank. The valve was installed to control and vary the discharge rates.

Step drawdown test is a single well test where the water is pumped at a low constant 
discharge rate until the drawdown within the well stabilizes. The lowest discharge rate is known 
as step 1 and the test is repeated by increasing the rate of pumping to the second pumping rate 
(step 2) until the drawdown within the well stabilizes once more, as in step 1 (Krusseman & 
de Rider, 1994). Mahajan (1989) mentioned that step drawdown tests are started at a low step; 
for instance, 25% of the designed capacity and increased up to 50%, 70%, 100% and 125% 
of the designed capacity, depending on the number of steps chosen. In this study, every step 
was designed with four to five steps with each step period between 1 and 2 hours. The time, 
water level inside the tube well, and discharge data were taken during the test. Data on water 
level data were taken by using an automatic water level transducer or manually by using a 
water level indicator. Water level data were taken every 0.5 minutes for the first 10 minutes 
and every 5 minutes thereafter.

The general equation for calculating total drawdown in the pumping well is given by 
Rorabaugh (1953), as in Equation 1. In order to solve this equation, Jacob (1947) proposed a 
graphical method by assuming the power of well loss, n, as equals to 2. Under this assumption, 
Equation 1 can be rewritten as Equation 2. Bierschenk (1964) mentioned that the values of B 

and C from Equation 2 could be obtained from the plot of specific drawdown, wS
Q  (hrm-2) against 

discharge rate (m3hr−1). Specific drawdown is defined as the ratio of drawdown to the discharge 
rate. From the graph, B is the intercept of y-axis and C is the slope of the best straight line. 
Equation 2 can also be applied to the confined, unconfined and leaky aquifer types.

n
wS BQ CQ= +              (1)
wS B CQ

Q
= +

              (2)

Where S is drawdown in pumping well (m), Q is discharge rate (m3hr-1), B is 
aquifer loss coefficient (hrm-2), and C is well loss coefficient (hr2m−5). Rorabaugh 
(1953) argued that the power of well loss exponent is not always equal to 2, but its 
values are varying between 1.5 and 3.5, depending on its discharge rate. However, 
well loss exponent equals to 2 as proposed by Jacob is still accepted and commonly 
used (Todd & Mays, 2005; Bierschenk, 1964; Skinner, 1988; Ramey, 1982, as cited 
in Krusseman & de Rider, 1994). In the present paper, time-drawdown data were 
analyzed by using the regression technique, as suggested by Bierschenk (1964), as 
well as the trend line fitting polynomial plot (Shekhar, 2006) to obtain the values 
of B and C.
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Well efficiency is defined as the ratio between theoretical drawdown and actual drawdown 
from step drawdown test and it was calculated based on Equation 3 (Todd & Mays, 2005):

2w
BQ

BQ CQ
η =

+              (3)

Where wη  is well efficiency (%), BQ is aquifer loss, (m) and CQ2 is well loss, (m). 
The specific capacity of the tested well was also calculated by dividing the discharge 
rate with its corresponding drawdown (Mohammed & Huat, 2004), as follows:

c
QS
S

=
              (4)

Where Sc is specific capacity (m2hr−1), Q is discharge rate (m3hr−1) and S is drawdown inside 
the pumping well (m).

RESULTS AND DISCUSSION

Fig.2a shows the regression equation and the plot of specific drawdown versus discharge rate 
from step drawdown test. The coefficient of determination, R2, showed a strong relationship 
between drawdown and discharge rate at TW1, TW2, TW5, TW6 and TW7, with R2 greater 
than 0.8. Tube well TW4 showed a moderate relationship between drawdown and discharge 
rate, with R2 equals to 0.5. The lowest coefficient of determination (R2 = 0.1) is recorded for 
tube well TW3 due to the large variation between specific drawdown and discharge rate in each 
step. This implied that the plot of specific drawdown and discharge data for tube well TW3 and 
TW4 did not show a linear trend. Thus, the trend line fitting polynomial plot (Shekhar, 2006) 
was applied to the drawdown-discharge data from step drawdown test for tube wells TW3 and 
TW4 (see Fig.2b). The polynomial plot approach shows approximation of Rorabaugh general 
equation with well loss exponent equals to 2 and the equation formed shows a strong relationship 
(R2=0.9) between drawdown and discharge. The aquifer loss coefficient, B, of the tested wells 
ranges from 0.0198 (in TW2) to 0.4014 (in TW6), while the well loss coefficient, C, ranges 
from 0.0001 (in TW2) to 0.0410 (in TW6). All the tube wells have the value of aquifer loss 
coefficient greater than the value of well loss coefficient. Based on Table 1, tube well TW2 
is properly designed and developed since the value of well loss coefficient is 0.0001 hr2m-5.

Fig.3 exhibits the comparison between the observed and predicted drawdown in every 
step for each well. The observed drawdown (taken during execution of step drawdown test) 
was compared to the predicted drawdown, which is calculated from drawdown discharge 
relationship as shown in Equation 1, based on the computed values of aquifer loss and well 
loss. The plots were done to verify Equation 1 between field data and model developed 
(drawdown-discharge equation). In general, the results showed good concordance between 
the observed and predicted drawdown, especially at the low discharge rate (in the first and 
second steps). However, tube well TW3 showed a slight difference between the observed and 
predicted drawdown.
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The comparison between aquifer loss and well loss in each step is shown in Fig.4. From 
this comparison, the tested tube wells can be categorized into three groups. The first group is 
the tube wells with the well loss greater than the aquifer loss in every step. The tube wells that 
fall in the first group are TW1 and TW7. The second group of the tube wells is the tube wells 
with the aquifer loss greater than well loss in every step. These tube wells are TW2, TW3, TW4 
and TW5. The third group of the tube well is the tube well with the aquifer loss greater than 
well loss at the lower discharge rate, but at the higher discharge rate, the well loss is greater 
than aquifer loss. Only TW6 falls in the third tube well group.

The relationship between specific capacity and discharge rate at each tube well is presented 
in Fig.5. Tube well TW2 has the highest value of specific capacity. The resulting drawdown in 
this tube well is low as compared to the volume of groundwater abstracted. Tube well TW6 has 

 
 

 

Fig.2: a) Regression equation and plot of specific drawdown versus discharge rate; b) Polynomial plot 
of drawdown and discharge rate (for TW3 and TW4) from step drawdown pumping test to determine 
aquifer loss coefficient, B and well loss coefficient, C.
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Fig.4: A comparison between aquifer loss and well loss for each step in step drawdown test (AL1 is 
aquifer loss from step 1, WL1 is the well loss for step 1, and so on)

 

Fig.5: The plot of specific capacity versus discharge rate from step drawdown test
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the lowest specific capacity due to the large amount of drawdown resulting from the increasing 
volume of groundwater withdrawal. Based on the specific capacity classification (see Table 2), 
according to Şen (1995), tube wells TW2 and TW4 are categorized as high productive wells 
with the specific capacity greater than 18 m2hr-1. Meanwhile, tube wells TW1, TW3, TW5 and 
TW7 are categorized as moderate productive tube wells, with the specific capacity ranging 
between 1.8 and 18 m2hr-1. Tube well TW6 is categorized as a low productive tube well, with 
the specific capacity having less than 1.8 m2hr-1.

Fig.6 shows the well efficiency of each step for every tube well. The results show that the 
efficiency of tube wells decreases as the discharge increases. The most efficient tube well is 
TW3, with an average efficiency of 96%, whereas the least efficient tube well is TW1, with 
an average well efficiency of 11%. TW1 has the lowest efficiency due to the poor design of 
well screen, particularly in terms of screen length and screen diameter, apart from the fact that 
it might be influenced by poor aquifer potential in that area. Nevertheless, the most efficient 
tube well does not mean that it is the most productive tube well. This is because well efficiency 
measures how much losses influence the drawdown of the pumping well. If there is no well 
loss and the drawdown in the pumping well is only influenced by aquifer loss, the well is the 
most efficient. However, this ideal condition is difficult to be achieved due to improper well 
construction and installation, pump factor, improper design of well screen and unsuitable 
screen length. The productivity of tube well is also influenced by the hydraulic characteristics 
of the aquifer (transmissivity and storage coefficient), as well as the effect of drawdown on 
pumping rate (types of aquifer either unconfined or confined aquifer). A detailed result of the 
step drawdown test is summarized in Table 4.

 

Fig.6: Well efficiency of each tube well in each step
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TABLE 4 
Step drawdown test result and comparison in each step

Characteristics Tube Well
TW 1 TW 2 TW 3 TW 4 TW 5 TW 6 TW 7

Duration/step (hr) 1.5 2 2 1.5 1.5 1.5 1
B 0.0311 0.0198 0.2942 0.0324 0.1259 0.4014 0.0740
C 0.0080 0.0001 0.0005 0.0002 0.0016 0.0410 0.0069

Step 1 Q 17.8 37.0 12.2 20.1 9.0 4.4 13.0
Sw 3.20 0.78 3.37 0.81 1.23 2.27 2.03
Q/Sw 5.563 47.436 3.620 24.815 7.317 1.938 6.404
Sw/Q 0.180 0.021 0.276 0.040 0.137 0.516 0.156
BQ 0.55358 0.7326 3.5892 0.6512 1.1331 1.76616 0.962
CQ2 2.5347 0.1369 0.0744 0.0808 0.1296 0.7938 1.1661
E 17.93 84.26 97.97 88.96 89.74 68.99 45.20

Step 2 Q 27.7 73.8 20.2 36.7 15.8 6.5 20
Sw 6.67 1.84 5.63 1.44 2.47 4.59 4.41
Q/Sw 4.153 40.109 3.588 25.486 6.397 1.416 4.535
Sw/Q 0.241 0.025 0.279 0.039 0.156 0.706 0.221
BQ 0.8615 1.4612 5.9428 1.1891 1.9892 2.6091 1.4800
CQ2 6.1383 0.5446 0.2040 0.2694 0.3994 1.7323 2.7600
E 12.31 72.85 96.68 81.53 83.28 60.10 34.91

Step 3 Q 40.1 101.8 30.7 55.3 25.2 9.1 31.0
Sw 13.42 2.62 8.75 2.20 4.20 7.34 9.22
Q/Sw 2.988 38.855 3.509 25.136 6.000 1.240 3.362
Sw/Q 0.335 0.026 0.285 0.040 0.167 0.807 0.297
BQ 1.24711 2.01564 9.0319 1.7917 3.17268 3.65274 2.294
CQ2 12.86408 1.036324 0.4712 0.6116 1.01606 3.39521 6.6309
E3 8.84 66.04 95.04 74.55 75.74 51.83 25.70

Step 4 Q 46.5 127.8 43.9 73.7 37.1 12.2 40.0
Sw 20.18 3.34 11.77 3.38 6.43 11.54 13.79
Q/Sw 2.304 38.263 3.730 21.805 5.770 1.057 2.901
Sw/Q 0.434 0.026 0.268 0.046 0.173 0.946 0.345
BQ 1.4462 2.5304 12.9154 2.3879 4.6709 4.8971 2.9600
CQ2 17.2980 1.6333 0.9636 1.0863 2.2023 6.1024 11.0400
E 7.72 60.77 93.06 68.73 67.96 44.52 21.14

Step 5 Q 55.3 NA NA NA 43.9 16.0 NA
Sw 25.39 NA NA NA 8.83 16.10 NA
Q/Sw 2.178 NA NA NA 4.972 0.994 NA
Sw/Q 0.459 NA NA NA 0.201 1.006 NA
BQ 1.7198 NA NA NA 5.5270 6.4224 NA
CQ2 24.4647 NA NA NA 3.0835 10.4960 NA
E (%) 6.57 NA NA NA 64.19 37.96 NA
∑(Q/Sw) 3.4372 40.1658 3.6118 24.3105 6.0912 1.3290 4.3005
∑E 10.67 70.98 95.69 78.44 76.18 57.68 31.74

NA: Not available, B: Aquifer loss coefficient (hrm-2), C: Well loss coefficient (hr2m-5), Q: Discharge 
rate (m3hr-1), Sw: Drawdown (m), Q/Sw: Specific drawdown (hrm-2), Sw/Q: Specific capacity (m2hr-1), 
BQ: Aquifer loss (m), BQ2: Well loss (m), ∑ (Q/Sw): Average specific capacity (m2hr-1), ∑E: Average 
well efficiency (%)
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CONCLUSION AND RECOMMENDATIONS

The performance of seven tube wells located in the Selangor coastal area in alluvium aquifer 
was evaluated in this study. Step drawdown test was used to assess the tube wells’ performance 
and the data were analysed by using the graphical method and regression technique. Based on 
the results of this study, it can be concluded that:

1. The tested tube wells have the value of aquifer loss coefficients in the range of 0.0198 hrm-

2 to 0.4014 hrm-2, while well loss coefficients are in the range of 0.0001 hr2m-5 to 0.0410 
hr2m-5. All the tube wells have the value of aquifer loss coefficient greater than the value 
of well loss coefficient.

2. The drawdown in TW1 and TW7 are mainly influenced by well loss component as 
compared to aquifer loss component. The drawdown in TW2, TW3, TW4, and TW5 are 
mainly influenced by aquifer loss component compared to well loss component. Aquifer 
loss component is dominant in TW6 at the lower discharge rate but at the higher discharge 
rate, the drawdown is influenced by well loss component.

3. TW2 and TW4 are categorized as high productive wells with specific capacity greater than 
18 m2hr-1. Meanwhile, TW1, TW3, TW5 and TW7 are categorized as moderate productive 
tube wells, with the specific capacity ranging between 1.8 and 18 m2hr-1. Only TW6 is 
categorized as a low productive tube well, with the specific capacity less than 1.8 m2hr-1.

4. The most efficient tube well in Kuala Selangor is TW3, with the average efficiency of 96%, 
while TW1 in Sabak Bernam is the least efficient tube well, with the average efficiency 
of 11%.

Continuous monitoring of the performance of these tube wells by the authorities can ensure 
that they will be in good conditions since all the wells are rarely used. In fact, the maintenance 
of the wells should be done frequently or annually to prevent tube wells from clogging and 
other problems which may reduce their efficiency.
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INTRODUCTION

The ult imate fate of pharmaceutical 
compounds after their intended use was not 
monitored until their presence in the aquatic 
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system was detected. Consequently, these 
compounds have attracted increased attention 
as potential water pollutants (Jones et al., 
2007). Over 60 pharmaceutical compounds 
from a variety of therapeutic groups (including 
but not limited to, analgesics, antibiotics, anti-
epileptics, β-blockers, β2-sympathomimetics, 
blood lipid regulators and X-ray contrast 
media) have been found in the aquatic matrix 
(Jones et al., 2001). These compounds have 
also been reportedly found in surface water, 
groundwater, sewage effluent, and in drinking 
water (Stackelberg et al., 2004). The concern 
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about the presence of antibiotics in low concentrations in the aquatic environment is the 
development of antibiotic resistant bacteria (Walter & Vennes, 1985). Degradation of these 
antibiotics is a current challenge, especially as the conventional wastewater treatment plants 
(STPs) are not designed to remove them (Gulkowska et al., 2008). Amoxicillin and cloxacillin 
antibiotics are broad beta-lactam antibiotic that belongs to the class of penicillin. They are used 
in veterinary and human medicine as initial medicine in the treatment of majority of infectious 
diseases (Anacona & Figueroa, 1999).

Advanced oxidation process (Fenton or photo-Fenton) pre-treatment of antibiotics in 
aqueous solution enhances biodegradability and produces a new effluent that is amenable to 
biological treatment.

Fenton and photo-Fenton pretreatments of the antibiotics amoxicillin, ampicillin and 
cloxacillin in aqueous solution have been reported (Elmolla & Chaudhuri, 2009a, 2009b) as 
advanced oxidation strategies for enhancement of antibiotics aqueous solution.

Activated carbon (AC) is known to decompose hydrogen peroxide (H2O2). Presumably, 
the process involves the exchange of a surface hydroxyl group with hydrogen peroxide anion 
(Eq. 1), according to Bansal et al. (1998, as cited in Khalil et al., 2001). The formed surface 
peroxide is regarded as having an increased oxidation potential which enables the decomposition 
of another hydrogen peroxide molecule with release of oxygen and regeneration of the AC 
surface (Eq. 2).

AC– OH + H+ OOH¯  AC– OOH + H2O          (1)

AC– OOH + H2O2  AC– OH + H2O + O2          (2)

Beside this decomposition reaction, hydrogen peroxide can obviously be activated on the 
AC surface involving the formation of OH•. AC is considered to function as an electron-transfer 
catalyst similar to the Haber–Weiss mechanism known from the Fenton reaction, with AC 
and AC+, as the oxidized and reduced catalyst states (Eqs. 3-4) (Kimura & Miyamoto, 1994).

AC + H2O2  AC+ + HO¯ + OH•           (3)

AC+ + H2O2  AC + HO2
• + H+            (4)

In the FeGAC/H2O2 process, activated carbon acts as an adsorbent, and yet at the same 
time, the presence of ferrous iron enables the adsorbent (FeGAC) to interact as a catalyst to 
degrade adsorbed or dissolved organic matter. GAC is also involved in the catalytic activity 
due the graphitic structure and functional groups on their surface (Bach & Semiat, 2010). 
Therefore, FeGAC has high adsorption capacity due to GAC surface and coating of iron 
oxide. In addition, the oxidation strength of H2O2 is enhanced by the catalytic properties of 
FeGAC in the removal of antibiotics from the aqueous solution. There is no detailed study 
which has reported contaminants removal mechanism in the FeGAC/H2O2 process. However, 
Fenton mechanism combined with adsorption process is basic for the FeGAC/H2O2 process to 
proceed. Oxidation with Fenton’s reagent is based on hydroxyl radicals produced by catalytic 
decomposition of hydrogen peroxide (H2O2) in reaction to ferrous ions (Fe2+) (Chamarro et 
al., 2001). In the photo-Fenton process, additional reactions occur in the presence of light that 
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produce hydroxyl radicals or increase the production rate of hydroxyl radicals (Pignatello et al., 
1999) and thus, increasing the efficiency of the process. Adsorption studies have been reported 
using the FeGAC/H2O2 process (Fan et al., 2007; C-C Chen et al., 2011). 

Modified Fenton process could be in terms of replacement of the standard catalysts such 
as ferrous and/or ferric ions with novel adsorbents, and an increase in process temperature up 
to 80–120°C, i.e. the so-called catalytic wet hydrogen peroxide oxidation process, application 
of novel, highly stable and active heterogeneous catalysts (Fe2O3 or Fe supported into SBA-
15 mesostructured material, etc., and the application of iron chelates (typically organic acids) 
can promote chemical oxidation of contaminants by formation of iron–chelate complexes 
among others. The primary advantages of some modifications include effective generation of 
hydroxyl radicals at near-neutral pH and reduction of iron sludge production in other cases 
(Goi et al., 2008).

There is insufficient literature to buttress the determination of the equilibrium proportions of 
ferric species as a function of pH and concentration or less presence of iron-related ionic species 
with respect to ratio, dosage and time in the FeGAC/H2O2 process. The species of impregnated 
iron were affected by impregnation methods and synthesizing conditions (Jang et al., 2008; 
Thirunavukkarasu et al., 2003) and that at different temperatures, the impregnated iron oxide 
manifested a more crystalline form (Jang et al., 2008). In another study, the initial amount of 
iron oxides on FeGAC surface was approximately 38 mg Fe/g GAC, and after the treatment, 
the loss of iron oxide became less than 5% (Chen et al., 2011). Acid black decolorization rate 
of 8.71 mg/min by the FeGAC/H2O2 process has been reported by Fan et al. (2006).

Generally, it is known where ferrous ions and hydrogen peroxide are used to generate 
OH, and production of iron sludge is inevitable. Nonetheless, this may cause additional cost 
with regard to handling and disposal. To circumvent the problem of iron sludge production in 
the processes reported, a modified Fenton process − Fe-granular activated carbon/hydrogen 
peroxide (FeGAC/H2O2) process − was proposed (Fan et al., 2007). This is possible by 
coating iron oxides on the surface of granular activated carbon (GAC) and could minimize the 
production of sludge. This has been applied in the decolourization of Acid Black 24 (Fan et 
al., 2006) removal of humic substances, namely, humic and fulvic acids in municipal landfill 
leachate (Fan et al., 2007) and degradation of crystal violet (Chen et al., 2011). However, the 
application of the treatment process of antibiotics in aqueous solution has not been reported.

The present study examined the application of the FeGAC/H2O2 process in the pretreatment 
of the antibiotics amoxicillin and cloxacillin in aqueous solution for biological treatment. The 
treatment was optimized by response surface methodology for the removal of chemical oxygen 
demand (COD), total organic carbon (TOC), and ammonia-nitrogen (NH3-N).

MATERIALS AND METHODS

Fe-Granular Activated Carbon (FeGAC)

Granular activated carbon (GAC) was obtained from the Calgon Corporation, Pittsburgh, PA, 
and was ground to a size of 425 µm. FeGAC was prepared by mixing GAC in a solution of 
ferrous sulfate (FeSO4•7H2O) for 24 h at 40 mg ferrous sulphate/g GAC, followed by drying 
at 105ºC. The resulting FeGAC was washed several times with distilled water, dried at 105ºC 
and stored in a stopper glass bottle.
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Antibiotic Aqueous Solution

The aqueous solution of the antibiotics amoxicillin (AMX) and cloxacillin (CLX) was prepared 
weekly by dissolving 150 mg each of the antibiotics in 1000 mL distilled water and stored at 4ºC. 
AMX and CLX were obtained from a commercial source (Farmaniaga Company, Malaysia). 
The characteristics of the antibiotic aqueous solution are as follows: COD 390 mg/L, TOC 
168.8 mg/L, NH3-N 20.6 mg/L and BOD5/COD ratio zero.

TABLE 1 
Characteristics of antibiotics solution

Parameter Range
COD 390.0 ± 4.0
TOC 168.8 ± 2.5
NH3-N 20.6 ± 1.2

Analytical Methods

Chemical oxygen demand (COD) was measured according to Method 5220D (closed reflux, 
colorimetric method) of the Standard Methods (APHA, 2005). If the sample contained hydrogen 
peroxide (H2O2), to reduce interference in COD determination, pH was increased to above 
10 to decompose H2O2 to oxygen and water (Talinli & Anderson, 1992; Kang et al., 1999). A 
TOC analyzer (Model 1010; O & I Analytical) was used in determining total organic carbon 
(TOC). Meanwhile, NH3-N was measured according to Method 8038 (Nessler Method) of the 
Water Analysis Handbook (Hach, 2002). Five-day biochemical oxygen demand (BOD5) was 
measured according to Method 5210B (seeding procedure) of the Standard Methods (APHA, 
2005). The bacterial seed for BOD5 test was obtained from a municipal wastewater treatment 
plant. DO was measured using YSI 5000 dissolved oxygen meter. FTIR spectra of the untreated 
and treated antibiotic aqueous solution were taken by using Shimadzu FTIR-8400S.

FeGAC/H2O2 Treatment

Batch FeGAC/H2O2 treatment was performed in 250-mL conical flasks with 200 mL of the 
antibiotic aqueous solution adjusted to pH3, which is the optimum pH for Fenton treatment 
of antibiotic aqueous solution (Elmolla & Chaudhuri, 2009a). H2O2 and FeGAC were added 
simultaneously according to the selected H2O2/COD molar ratio and FeGAC dose and the 
flasks were placed on an orbital shaker. At the selected reaction time for each run 1 to 20 as 
obtained from the central composite design (CCD) in Table 3, a flask was removed from the 
orbital shaker and an aliquot of the supernatant was filtered through 0.45 µm membrane filter 
for measurement of COD, TOC and NH3-N, and filtered through 0.20 µm membrane filter for 
FTIR spectra.
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TABLE 2 
The actual and coded values for the independent variables of the CCD design

Independent variable values

Units

Coded
−1 0 +1

Actual value
A: H2O2/COD molar ratio 1.0 2.0 3.0
B: FeGAC g/200ml 0.4 0.7 1.0
C: Time min 60 90 120

TABLE 3 
Experimental design and observed removal

Experimental Design Removal (%)
A: H2O2/COD 
(Molar ratio)

B: FeGAC 
(g/200 mL)

C: Reaction Time 
(min)

COD TOC NH3-N

2.00 (0.0)
3.68 (1.68)
3.00 (1.0)
2.00 (0.0)
2.00 (0.0)
0.32 (-1.68)
2.00 (0.0)
3.00 (1.0)
1.00 (-1.0)
1.00 (-1.0)
2.00 (0.0)
2.00 (0.0)
2.00 (0.0)
2.00 (1.0)
3.00 (1.0)
1.00 (-1.0)
3.00 (1.0)
2.00 (0.0)
1.00 (-1.0)
2.00 (0.0)

1.20 (1.68)
0.70 (0.0)
0.40 (-1.0)
0.70 (0.0)
0.70 (0.0)
0.70 (0.0)
0.20 (-1.68)
0.40 (-1.0)
1.00 (1.0)
0.40 (-1.0)
0.70 (0.0)
0.70 (0.0)
0.70 (0.0)
0.70 (0.0)
1.00 (1.0)
0.40 (-1.0)
1.00 (1.0)
0.70 (0.0)
1.00 (1.0)
0.70 (0.0)

90.00 (0.0)
90.00 (0.0)
120.00 (1.0)
90.00 (0.0)
39.55 (-1.68)
90.00 (0.0)
90.00 (0.0)
60.00 (-1.0)
60.00 (-1.0)
120.00 (1.0)
90.00 (0.0)
90.00 (0.0)
90.00 (0.0)
140.45 (1.68)
60.00 (-1.0)
60.00 (-1.0)
120.00 (1.0)
90.00 (0.0)
120.00 (1.0)
90.00 (0.0)

67.0
82.1
77.0
85.1
83.0
98.2
63.3
85.8
67.0
75.0
100.0
89.0
83.0
97.4
84.0
86.7
93.8
83.4
96.0
85.0

63.45
43.55
29.32
88.75
55.81
74.42
39.31
56.95
53.77
69.65
76.82
74.44
66.45
68.85
47.35
57.99
61.28
68.53
66.62
92.89

89.0
100.0
96.0
97.0
96.0
97.0
96.6
100.0
93.0
97.0
100.0
97.0
100.0
 98.0
 96.0
 97.0
 96.0
 97.0
 94.0
 98.5

Optimization and Response Surface Modelling

Design expert software (version 6.0.7) was used for the statistical design of experiment and 
data analysis. Central composite design (CCD) of the response surface methodology (RSM) 
(Khuri & Cornell, 1996; Bezerra et al., 2008) was used to optimize the operating conditions 
(variables) of the FeGAC/H2O2 treatment. The variables were simultaneously changed in a 
central composite circumscribed design. The coded values of the variables were H2O2/COD 
molar ratio (A), FeGAC dose (g/200 mL) (B), and reaction time (min) (C), and they were varied 
over three levels: 1 (low), 0 (central) and +1 (high). The variables H2O2/COD molar ratio, 
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FeGAC dose and reaction time were studied in the range of 1.0-3.0, 0.4-1.0 g/200 mL and 60-
120 min, respectively (Table 2). The data range for the independent variables was obtained from 
previous studies (Elmolla & Chaudhuri, 2009a, 2009b) and hence, no preliminary study was 
conducted. The significance of the chosen variables includes that H2O2/COD molar ratio relates 
to the approximate H2O2 concentration required based on the stoichiometric ratio with respect 
to COD of the antibiotics aqueous solution and was calculated by assuming that a complete 
oxidation of COD occurred. H2O2 ensures the oxidation of the antibiotic in the aqueous solution. 
The amount of H2O2 influences the modified Fenton process because excessive H2O2 will pose 
an inhibitory effect in the degradation of antibiotics. This could be due to .OH• scavenging and 
the formation of another radical (HO2

•), which has an oxidation potential considerably smaller 
than OH•, as in Equation (5) (Arslan-Alaton et al., 2009).

OH• + H2O2  HO2 • + H2O2           (5)

FeGAC is important for the catalysis of the process in the presence of H2O2. In addition, 
FeGAC serves as an adsorbent with GAC added to increase the available catalytic sites. The 
reaction time is a variable to observe and determine the best operating time for an optimum 
degradation of the antibiotics. The optimum H2O2/COD molar ratio 3.0 and reaction time 60 
min for the Fenton treatment of antibiotic aqueous solution (Elmolla & Chaudhuri, 2009a) and 
FeGAC dose 0.8 g/200 mL for FeGAC/H2O2 treatment of a dye wastewater (Fan et al., 2006) 
have been reported. CCD generally consists of a 2k factorial with nF factorial runs, 2k axial 
or star runs, and nC (i.e. centre runs). In this study, a total of 20 experiments were performed 
according to 2k + 2k + 6, where k is the number of independent variables (k=3). Fourteen 
experiments were enhanced with six replications to assess the pure error. The chosen response 
parameters of the FeGAC/H2O2

 treatment were removal of COD, TOC and NH3-N. Regression 
analyses, response surface plots, analysis of variance (ANOVA), perturbation plots and normal 
probability plot of the studentized residuals were carried out using the design expert software. 
The optimum operating conditions were identified from the response surface plots and the 
response equations simultaneously.

The following quadratic model Equation (6) was used to estimate the optimal values:

2

1 2

k k

o j j jj j ij i j
j i j

Y X X X Xβ β β β ε
= < =

= + + + +∑ ∑ ∑ ∑
         (6)

where Y is the response; Xi and Xj are the variables; β0 is a constant coefficient; βj, βjj, and 
βij are the interaction coefficients of linear, quadratic and second-order terms, respectively; 
k is the number of studied factors; and ε is the error. The quality of the fit was expressed by 
the coefficient of determination (R2). The main indicators demonstrating the significance and 
adequacy of the model used include the F-value (Fisher variation ratio), probability value 
(Prob>F), and the Adequate Precision (Arslan-Alaton et al., 2009).
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RESULTS AND DISCUSSION

Statistical Analysis

The results obtained were analyzed by ANOVA to assess the “goodness of fit”. The models 
for COD, TOC, and NH3-N removal (Y1, Y2 and Y3) were significant by the F-test at 95% 
confidence level if Prob>F<0.05. The following fitted regression model (equations in terms of 
coded values) was obtained to quantitatively investigate the effects of H2O2/COD molar ratio 
(A), FeGAC dose (B), and reaction time (C) on COD, TOC and NH3-N removal.

COD removal
Y1 = 87.53 − 0.82A − 7.58B2 + 7.41BC           (7)

TOC removal
Y2 = 78.01− 7.69A + 6.92A2 − 9.61B2 + 5.74C2           (8)

NH3-N removal
Y3 = 98.24 + 0.88A − 1.74B             (9)

In Equations 7, 8 and 9, the values of the sum of a constant (β0), 87.53, 78.01 and 98.24 
represent the percentage removal of COD, TOC and NH3-N, respectively. The positive sign 
indicates that the variable is directly proportional to the response (COD, TOC and NH3-N 
removal) and the negative sign indicates that the variable is inversely proportional to the 
response. Table 3 shows the experimental design, real and codified values (in parentheses) of 
the variables and response parameters (observed removal of COD, TOC and NH3-N). Tables 
4a-4c show the ANOVA for the response surface quadratic model. In this study, A, B2 and 
BC; A, A2, B2 and C2; and A and B; were found to be significant model terms for COD, TOC 
and NH3-N removal, respectively, while others were discarded from the study to ensure an 
improved model. Adequate precision (AP) compares the range of the predicted values at the 
design points to the average prediction error. Ratios greater than 4 indicate adequate model 
discrimination and can be used to navigate the design space defined by CCD (Ghafari et al., 
2009). AP for all the responses was greater than 4. The probability of the lack of fit (PLOF) 
describes the variation of the data around the fitted model. This is significant when PLOF<0.05 
for the overall model. PLOF for all the responses were <0.05. The R2 values shown in Table 4 
for the response parameters COD (R2 = 0.7826), TOC (R2 = 0.8034) and NH3-N (R2 = 0.8635) 
indicate that the model is good enough for the quadratic fits to navigate the design space defined 
by CCD (Ghafari et al., 2009).

Process Analysis

Fig.1, Fig.2 and Fig.3 show the response surface plots for COD, TOC and NH3-N removal. 
The maximum COD, TOC and NH3-N removals were 87.53, 78.01 and 98.24%, respectively, 
under H2O2/COD molar ratio 2.0, FeGAC dose 0.70 g/200mL (3.5 g/L), pH 3 and reaction 
time 90 min. In the Fenton treatment of the antibiotics amoxicillin, ampicillin and cloxacillin 
in the aqueous solution, Elmolla and Chaudhuri (2009a) reported the maximum COD and 
DOC removal of 81.4 and 54.3%, respectively, under the H2O2/COD molar ratio 3.0, H2O2/
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TABLE 4 
The ANOVA for  analysis and adequacy of the quadratic model

COD removal (%) 
Source Sum of Squares DF Mean Square F  Value Prob > F
Model
A
B2

BC
Residual
Lack of Fit
Pure Error 

1610.11
9.11
826.09
439.56
447.17
239.64
207.53 

9
1
1
1
10
5
5

178.90
9.11
826.09
439.56
44.72
47.93
41.51

4.00
18.47
9.83

1.15

<0.0001
0.0016
0.0106

<0.0001

Std. Dev. = 6.69    PRESS  = 2222.2     R2 = 0.7826     Adj. R2 =  0.5870   Adequate Precision = 6.985

TOC removal (%)
Source Sum of Squares DF Mean Square F  Value Prob > F
Model
A
A2

B2

C2

Residual
Lack of Fit
Pure Error 

3746.01
807.87
683.08
1330.31
467.99
916.59
342.17
574.42

9 
1
1
1
1
10
5
5

 416.22
807.87
683.08
13330.31
467.99
91.66
68.43
114.88

4.54
8.81
7.45
14.51
5.11

0.60

<0.0001
0.0141
0.0212
0.0034
0.0474

<0.0001

Std. Dev. = 9.57 PRESS = 3751.65      R2 = 0.8034     Adj. R2 =  0.6265  Adequate Precision = 6.726

NH3-N removal  (%)        
Source Sum of Squares DF Mean Square F  Value Prob > F
Model
A
B
Residual
Lack of Fit
Pure Error 

113.29
10.62
41.32
17.92
7.04
10.88

9
1
1
10
5
5

12.59
10.62
41.32
1.79
1.41
2.17

  7.03
  5.93
23.06

  0.65

 <0.0001
 0.0351
 0.0007

<0.0001

Std. Dev. = 1.34    PRESS  = 70.87  R2 = 0.8635     Adj. R2 =  0.7406      Adequate Precision = 10.661

Fe2+ molar ratio 10.0, pH3 and reaction time of 60 min. In the photo-Fenton treatment of the 
antibiotics in aqueous solution, Elmolla and Chaudhuri (2009b) reported the maximum COD 
and DOC removal of 80.8 and 58.4%, respectively, under the H2O2/COD molar ratio 1.5, H2O2/
Fe2+ molar ratio 20, pH3 and irradiation time of 50 min. Thus, the modified Fenton (FeGAC/
H2O2) was more effective than Fenton or photo-Fenton in the pretreatment of the antibiotics 
in the aqueous solution. Fig.4, Fig.5 and Fig.6 show the perturbation plot for COD, TOC 
and NH3-N removal, respectively. The adequacies of the models were also evaluated by the 
residuals, i.e. Normal probability plot of the studentized residuals (Fig.4 - Fig.6) and indicate 
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that there is no abnormality in the model as all the data were found around the line of the ‘best 
fit’. Fig.4 - Fig.6 show the perturbation plots for COD, NH3-N and TOC removals. The plots 
show how response (COD, TOC and NH3-N removal) changes as each variable (A: H2O2/COD 
molar ratio, B: FeGAC dose, g/mL, and C: reaction time) moves from the chosen reference 
point, i.e. 0 (central) level, with other variables held constant. Thus, a comparative effect of all 
the independent variables on the removals was observed. A sharp curvature is seen in Figure 
4, indicating that the COD removal was the most sensitive to variable B: FeGAC dose. The 
comparatively flat curvature from variable A: H2O2/COD molar ratio and C: reaction time shows 
less sensitivity on the COD removal. In Fig.5, all the variables (A: H2O2/COD molar ratio, B: 
FeGAC dose, g/mL and C: reaction time) had a moderately sharp curvature which showed that 
the TOC removal was sensitive to the three variables. Fig.6 shows that NH3-N removal was most 
sensitive to variable B: FeGAC dose compared to A: H2O2/COD molar ratio, and C: reaction 
time during the treatment process. The normal probability plots of the studentized residuals 
for the COD, TOC and NH3-N removal are shown in Fig.7- Fig.9. A normal probability plot 
graphically shows whether or not the residuals follow a normal distribution, hence, the points 
follow a straight line. The data showed a good plot although some scattering was also observed.

 

Fig.1: Response surface plot for COD removal
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Fig.2: Response surface plot for TOC removal

 
Fig.3: Response surface plot for NH3-N removal

 

Fig.4: Perturbation plot for COD removal
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Fig.5: Perturbation plot for TOC removal

 

Fig.6: Perturbation plot for NH3-N removal

 

Fig.7: Normal probability plot of the studentized residuals for COD removal
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Fig.8: Normal probability plot of the studentized residuals for TOC removal

 

Fig.9: Normal probability plot of the studentized residuals for NH3-N removal

Confirmatory Experiments

In order to validate optimization by RSM, three confirmatory experiments were conducted 
under the optimum operating conditions to verify the model prediction. As shown in Table 
5, model prediction and experimental removal efficiency were in close agreement with less 
than 0.40% error.

TABLE 5 
Model prediction and experimental removal efficiency

Parameter  Model prediction    Experimental removal    Error (%)
COD removal (%) 87.53 85.58,88.9, 89.20 (87.89) 0.36
TOC removal (%) 78.01 78.08,78.0,78.03 (78.04) 0.03 
NH3-N  removal (%) 98.24 98.89,98.4,98.58 (98.62) 0.38
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Antibiotic Degradation and Biodegradability

FTIR spectroscopy provides information on the chemical structure of organic bonds in a sample 
for complete structural analogy. Fig.10 and Fig.11 are important to present the analysis for 
the residual organic matter by the FTIR spectroscopy, and to ascertain the extent of antibiotic 
degradation of the organic bonds in the untreated and treated antibiotics under optimum 
operating conditions. Generally, when infrared light interacts or passes through an aqueous 
solution, the chemical bonds present in that solution stretches, contracts and/or bends. As a 
result, chemical functional group tends to absorb infrared radiation in a specific wavelength 
range, regardless of the structure of the rest of the molecule. The infrared spectra of organic 
bonds consisting of beta-lactam carbonyl group and aromatic ring could shift to specific 
bands due to degradation (Anacona & Figueroa, 1999; Rozas et al., 2010). The IR features 
of penicillins are reported in the range of 1550 cm-1 and 1880 cm-1, but these usually occur at 
about 1770 cm-1 as a result of the vibration of strong bands of the beta-lactam carbonyl group 
(Kukpa, 1997). The main difference between the beta-lactam carbonyl group and aromatic ring 
is located at 1596.95 cm−1, a signal that can be attributed to conjugated carbonyl groups which 
only become visible in the intermediates formed by the modified Fenton reaction (Rozas et 
al., 2010). The characteristic band which occurred at 1637.45 cm-1 for the untreated antibiotic 
aqueous solution (Fig.10) shifted and modified to 1596.95 cm-1 (see Fig.11). This can be further 
attributed to the pairing up of the organic group degradation intermediates (Rozas et al., 2010). 
Meanwhile, Arjunan et al. (2012) reported that N–H stretching vibrations were observed 
between 3300-3500 cm−1 and subsequently led to deformation vibration in the short range of 
1650-1580 cm−1 of the spectrum. In a study on amoxicillin FTIR/ATR, a stretch resulting from 
ν(N10H) and ν(O13H) occurred at 3451 and 3529 cm−1, respectively (Bebu et al., 2011). The 
band between 3361 and 3449 cm−1 in cloxalillin was due to ν(O-H) stretching (Adedibu et al., 
2011). The observed shift and/or modification of the band in cloxacillin occurred through the 
oxygen atom of the lactam carbonyl group (Anacona & Carman, 2005).

 

Fig.10: FTIR spectra of untreated antibiotic aqueous solution



Augustine Chioma Affam, Malay Chaudhuri and Shamsul Rahman Mohammed Kutty

252 Pertanika J. Sci. & Technol. 22 (1): 239 - 254 (2014)

 

Fig.11: The FTIR spectra of treated antibiotic aqueous solution

In the modified Fenton (FeGAC/H2O2) treatment under the optimum operating conditions, 
biodegradability (BOD5/COD ratio) of the antibiotic aqueous solution improved from zero 
(untreated) to 0.36 (treated), indicating that the effluent was amenable to biological treatment 
(Al-Momani et al., 2002). A similar biodegradability improvement (zero to 0.37 and 0.40) was 
also observed in the Fenton and photo-Fenton treatment of the antibiotics amoxicillin, ampicillin 
and cloxacillin in the aqueous solution (Elmolla & Chaudhuri, 2009a; 2009b).

CONCLUSION

The optimum operating conditions of the modified Fenton (FeGAC/H2O2) treatment of the 
antibiotics amoxicillin and cloxacillin in aqueous solution at pH3 were H2O2/COD molar ratio 
2.0, FeGAC dose 3.5 g/L and reaction time of 90 min for 87.53% removal of COD, 78.01% 
removal of TOC and 98.24% removal of NH3-N. The biodegradability (BOD5/COD ratio) of 
the antibiotic aqueous solution improved from zero to 0.36. Meanwhile, FTIR spectra indicated 
degradation of the antibiotics. Hence, the modified Fenton (FeGAC/H2O2) process could be an 
alternative in the pretreatment of the amoxicillin and cloxacillin antibiotics in aqueous solution 
for biological treatment.
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ABSTRACT

Tropical greenhouses require active evaporative cooling system such as pad-and-fan to ensure a suitable 
microclimate for crop production. Excess heat causes indoor temperature to become hotter than desired 
resulting in detrimental effects to crop growth and production. Solar radiation intensity and outside 
temperature affect temperature and relative humidity level inside a greenhouse, while wide gradients in 
temperature and relative humidity can cause problems related to crop growth and production uniformity. 
A 300 m2 greenhouse, equipped with evaporative pad and four exhaust fans at each end walls, was used in 
the study. Horizontal and vertical profiles of the temperature and relative humidity inside the greenhouse 
were investigated. Results showed that temperature increased from evaporative pad area to exhaust fans 
area in a horizontal plane, while relative humidity showed an inverse pattern from temperature. In the 
vertical plane, temperature increased, while relative humidity decreased from lower level to the upper 
level. ANOVA results showed that in overall, temperature and relative humidity inside the greenhouse 
were uniform as there was no significant difference at 95% confidence interval. Thus, it was concluded 
that greenhouse cooling system by evaporative pad and exhaust fans are suitable for application in a 
tropical country such as Malaysia.
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INTRODUCTION

Controlled environment in a greenhouse can 
provide suitable conditions for temperate 
vegetables and flowers to be grown optimally 
in Malaysian climate. In the tropics, the main 
constraints of crop production in the open 
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fields are extreme solar radiation, high rainfall, high humidity, insects and disease infestation 
(Hawa, 1990; Rezuwan, 2000). Excess heat in the greenhouse environment is considered a 
challenge in Malaysia, especially for lowland areas. This is because excess heat can cause indoor 
temperature to become much hotter than desired (Kittas, 2003) and thus, giving detrimental 
effects to crop growth and production. Malaysian climate, which is hot and humid, is not 
suitable for temperate crops and vegetables, causing Malaysia to import RM680 million worth 
of vegetables annually (Rezuwan, 2000). The major types of imported vegetables include high 
value temperate vegetables such as cabbage, cauliflower, broccoli, tomato and bell pepper.

Optimum temperature and humidity are essential in order to provide a suitable condition 
inside the greenhouse. Methods of reducing excess heat in a greenhouse are many. One is by 
natural ventilation, which lessens the amount of heat energy from the sun and also by shading 
(Miguel et al., 1994; Hawa, 2006). Although ventilation is probably the simplest and cheapest 
way to reduce heat, the method is not efficient enough to reduce temperature inside the 
greenhouse in the tropical climate. Based on a study by Faisal et al. (2006), natural ventilation 
alone is not enough to reduce the temperature in a tropical greenhouse in Malaysia. Hence, 
additional cooling system is essential. One of the methods used to reduce the temperature 
inside a greenhouse is by evaporative cooling. In this method, as water evaporates, energy is 
lost from the air and the temperature is reduced (Simmons & Lott, 1996). In the Mediterranean 
region, evaporative cooling is desirable to prevent plant stress and produce marketable quality 
of crops (Hanan et al., 1998).

The greenhouse in Malaysia requires cooling system to reduce the inside temperature. 
Most of the heat load inside the greenhouse comes from solar radiation (Walker, 1983). A 
major greenhouse operational cost comes from electrical consumption, whereby the cooling 
system contributes a significant part (Fang, 1995). Optimum temperature and humidity are 
essential in order to provide a suitable condition inside the greenhouse. Moreover, uniformity 
of temperature and humidity distribution inside a greenhouse are also crucial to gain more 
productivity in an effective way (Arbel et al., 2003). Most previous studies on the greenhouse 
cooling system were carried out for temperate and dry areas. For instance, Kittas et al. (2001) 
presented sensible and latent heat profiles along a 60-m long greenhouse in Mediterranean 
area. It was reported that a 4°C rise in temperature is tolerated across the greenhouse (Nelson, 
2003). However, data of the horizontal and vertical microclimate profiles inside the greenhouse 
with cooling pads in the tropical areas are rather limited.

This paper highlights a study on the evaluation of microclimate inside the greenhouse using 
the pad-and-fan cooling system. Both temperature and humidity profiles inside the greenhouse 
were evaluated in order to find uniformity of the cooling system.

EXPERIMENTAL SETUP

Study Area

The experiments were carried out at the Malaysian Agricultural Research and Development 
Institute (MARDI) in Serdang, Selangor. The Institute is located at the latitude 2°59’ N and 
the longitude 101°42’ E. A quonset shape greenhouse, galvanized steel tube with polyethylene 
covering material, equipped with the pad-and-fan evaporative cooling system, was used for the 
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study. The dimension of the greenhouse is 30 m in length, 10 m in width and 4.3 m in height. 
The greenhouse has an area of 300 m2 and a volume of 1020 m3. The greenhouse elevation is 
37.8 m above the mean sea level.

The covering material used for the greenhouse is a clear polyethylene thermic film. The 
film has a transmissivity value of more than 95% with U.V. stabilizer, anti-static and anti-
condensation. Polyethylene (P.E.) is used as the covering material as it has low transmission 
coefficient compared to glass, which can reduce the amount of solar radiation heat transmitted 
inside greenhouse, and it is also less expensive compared to acrylic.

Cooling System

The cooling system adopted was the evaporative pad-and-fan type. Evaporative pads were 
attached at the end south-wall of the greenhouse (Fig.1). Ambient air was forced through a 9-m 
width by 2-m height and 1.5-mm thick, wet cellulose cooling pads of the 10-m wide south-
wall. The pads have 85% humidification efficiency as claimed by its manufacturer, with 50 
Pa pressure lost at 2.0 m s-1 air velocity. Evaporative pads were operated only during daytime 
from 9 am to 5 pm. During night time, the system was switched off to avoid excess moisture 
inside the greenhouse, as well as to avoid pathogen and disease problems. As air flows past 
the moist pad surfaces, some of the moisture evaporates into the air stream. The cool air from 
the pads flows across the 30-m length of the greenhouse before it is being exhausted by the 
fans placed at the opposite end of the north wall.

The diameter of each fan is about 1.2 m, using 1.12kW with 750 cubic meters per minute 
(cmm). Louvers will close when the fans shut down to avoid insects from getting into the 
greenhouse. The distance between each fan is 1.5 m and it is placed 1 m above the ground 
(Fig.2). These heavy duty welded steel frames have belt driven panels for low speed operation. 
Different fans are used each day to reduce wear, overelative humidity eating and machine 
failure. The cooling system is controlled by a control panel, where the cooling stage can be 
set up to run either automatically or manually.

 

Fig.1: Evaporative pad constructed at the south wall of the greenhouse
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Fig.2: Exhaust fans placed at the north wall of the greenhouse

METHODOLOGY

Sensors and Equipment

WatchDog 2000 series weather stations (Fig.3) are used for the greenhouse setup to provide 
real-time, local weather information and enable monitoring site-specific growing condition. 
One unit was placed outside the greenhouse located at the north side, and the other unit was 
put at the centre of the greenhouse. The weather stations are meant for measuring temperature, 
relative humidity, rainfall, solar radiation, wind speed, and wind plane. Measurement interval 
was selected from 1, 10, 15, 30, or 60 minutes. A 30-minute interval was selected to record 
the microclimate for 183 days before the station’s memory is full. An LCD screen displays 
current and high or low readings. It is able to review the past 30 days’ data and to confirm 
that the station and sensors are functioning. Built-in data logger that stores measurements 
in a file-safe, non-volatile memory gives an ideal solution to collect data without having the 
researcher present at the site during the period of the experiment or study. These data were 
then transferred into a PC via direct PC interface cable. 

Fig.3: WatchDog weather station
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Spectrum’s solarimeter was used to measure solar radiation intensity. The sensor sub-
samples solar radiation between 300 and 1100 nanometers. The solarimeter was positioned 
in an appropriate area, without being shadowed or blocked by any other sensor or structure.

In order to determine the temperature and humidity profiles and gradients inside the 
greenhouse, temperature and humidity sensors incorporated into the WatchDog 200 Series Data 
Logger (Fig.4) were placed horizontally and vertically inside the greenhouse at a height of 1.0 
m above the ground. The data logger sensor provides two sensor channels with a capacity of 
7000 measurements. This sensor is mounted in an aspirated enclosure to avoid direct effects 
from solar radiation and high air velocity. 

Fig.4: WatchDog 2000 Series data logger

Location of the Sensors

The length of the greenhouse was divided into three designated areas, namely, pad area (0-10 
m), middle area (11-20 m) and fan area (21-30 m) (see Table 1). There were eight sensors to 
collect data on the temperature and humidity inside the greenhouse and one weather station to 
collect data on the temperature, humidity, solar radiation, and wind speed outside the greenhouse 
every 30-minute interval. All the above measurements were recorded on a data logger system. 
The greenhouse was empty with no crops planted. Six sensors were installed horizontally 
along the middle of the greenhouse, with 5 m distance from pad to fan (see Fig.5). Using the 
Cartesian coordinate system, these sensors were placed at (0, 5) - Sensor 1, (5, 5) - Sensor 2, 
(10, 5) - Sensor 3, (15, 5) - Sensor 4, (20, 5) - Sensor 5, and (25, 5) - Sensor 6. In the vertical 
plane, 3 data loggers were placed at 0.3 m (Sensor A), 1.0 m (Sensor B), and 2.5 m (Sensor C) 
from the ground (Fig.6) to refer to the low, middle and top positions. The sensors in the vertical 
plane were located at the centre of the greenhouse, i.e. at (15, 5) in the Cartesian coordinate. 
For the purpose of this study, a 60-minute interval (1 hour) was selected and data collection 
was running for two months.

TABLE 1 
Area segment and representation

Area Segment (m) Represent
Pad 0-10 Cool area
Middle 11-20 Medium area
Fan 21-30 Warm area
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Fig.5: Greenhouse floor plan of the sensors in a horizontal plane

 

Fig.6: Greenhouse side plan of the sensors in a vertical plane

RESULTS AND DISCUSSION

Inside Temperature versus Outside Temperature

Fig.7 shows that the temperature inside the greenhouse increased when the temperature on the 
outside increased, and this increment was with a regression coefficient of 0.996. This was an 
average temperature from eight sensors. The result suggests that with the increase in the ambient 
(outside) temperature, heat transfer into the greenhouse also increased and led to an increase in 
the temperature inside the greenhouse. The highest average temperature inside the greenhouse 
was 33.0°C. The general regression equation for the relationship between temperatures inside 
and outside the greenhouse shown in the graph can be formulated as follows:

Inside temperature = 0.9976* [Outside temperature] – 0.0129; R2 =0.996
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Inside Relative Humidity versus Outside Relative Humidity

The relationship between inside relative humidity and outside relative humidity is shown 
in Fig.8. This is the average humidity taken from eight sensors. The results show a linear 
relationship between inside and outside relative humidity with a strong correlation of R2= 
0.997, and an average inside relative humidity of 53.6%. The general regression equation for 
the graph is formulated as follows:

Inside relative humidity= 1.064 *[Outside relative humidity] – 8.2844; R2 = 0.997

y = 0.9976x - 0.0129
R2 = 0.9956
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Fig.7: Inside temperature versus outside temperature in the greenhouse
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Fig.8: Inside relative humidity versus outside relative humidity

Temperature and Relative Humidity inside the Greenhouse versus Time

The hourly variation of the vertical temperature profile inside the greenhouse is shown in Fig.9. 
Each sensor showed that the temperature started to increase from 8:30 am and achieved the peak 
value at 14:00 pm, before it decreased until 20:00 pm. The average day temperature (7.30 am – 
6.30 pm) inside the greenhouse is 30.7°C, which is lower than the average outside temperature, 
with the mean of cooling system (Table 2). Meanwhile, the average night temperature (7.00 
pm - 7.00 am) is 25.7°C, indicating that the outside temperature is much lower than the inside 
temperature because the evaporative pad system was not running to avoid high relative humidity 
in the greenhouse. However, the average temperature inside the greenhouse during the night 
is acceptable for crops.
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TABLE 2 
Average temperature and relative humidity inside and outside the greenhouse at vertical plane

Average Day 
Temperature 
(°C)

Average Night 
Temperature 
(°C)

Average Day 
Relative Humidity 
(%)

Average Night 
Relative Humidity 
(%)

Inside 
Greenhouse

30.7 25.7 71.2 83.5

Outside 
Greenhouse

31.1 25.4 68 87.6

Fig.10 shows the hourly variation of vertical inside relative humidity in an empty 
greenhouse. Each sensor showed that the relative humidity started to decrease from 8:30 am 
and achieved the lowest value at 14:00 pm. Then, the relative humidity started to increase 
through the day. This showed that during the morning and night, the humidity inside the 
greenhouse was high as the environment was condensed with vapour. When solar radiation 
intensity got higher, much of the vapour started to evaporate causing lower relative humidity. 
The average day relative humidity (7.30 am – 6.30 pm) inside the greenhouse is higher than 
average outside relative humidity with the mean of cooling system (Table 2). The average 
night relative humidity (7.00 pm- 7.00 am) shows that outside relative humidity is not much 
different than the inside relative humidity because the evaporative pad system was not running 
to avoid the high relative humidity in the greenhouse.

The average day temperature (7.30 am – 6.30 pm) inside the greenhouse at horizontal 
plane is 32.1°C, which is higher by 3.1% from the average outside temperature through the 
cooling system. This shows that the cooling system is insufficient to reduce the temperature 
inside the greenhouse in the horizontal plane to the range of 24 - 30˚C. Hence, more fans are 
needed to be run so as to decrease the temperature through convection heat transfer. The average 
night temperature (7.00 pm - 7.00 am) is 26.2°C, indicating that the outside temperature is 
much lower by 3.8% than the inside temperature because the evaporative pad system was not 
running to avoid the high relative humidity in the greenhouse (Table 3). However, the average 
temperature inside the greenhouse during night time is acceptable for crops.

In Fig.11, each sensor showed that relative humidity started to decrease from 8:00 am and 
achieved the lowest value at 13:00 pm. Relative humidity then started to increase through the 
day. Relative humidity inside the greenhouse was comparatively lower than ambient relative 
humidity. The graph also shows an inverse pattern with the graph of temperature versus time 
(Fig.12), whereby relative humidity was at the lowest value when the temperature achieved the 
peak value. This result supports the theory that relative humidity has an inverse relationship 
with temperature. Table 3 summarizes the average relative humidity inside and outside the 
greenhouse during at day and night times. It shows that the inside relative humidity at day time 
is lower than the outside relative humidity by 11.8% and at night time, the relative humidity 
inside the greenhouse is also lower than the outside by 4.1%.
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Fig.9: Changes in the vertical temperature profile with time inside the greenhouse. A represents low 
sensor, B represents middle sensor and C represents top sensor
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Fig.10: Changes in the vertical relative humidity profile with time inside the greenhouse. A represents 
low sensor, B represents middle sensor and C represents top sensor

50.0

60.0

70.0

80.0

90.0

100.0

0:00 2:00 4:00 6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00
Time (hr)

R
el

at
iv

e 
hu

m
id

ity
 (%

)

S1 S2 S3 S4 S5 S6 Sout

 

Fig.11: Changes in the horizontal relative humidity profiles with time inside the greenhouse
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Fig.12: Changes in the horizontal temperature profile with time inside an empty greenhouse

TABLE 3 
Average day and night temperature inside and outside the greenhouse at horizontal plane 

Average Day 
Temperature  
(°C)

Average Night 
Temperature  
(°C)

Average Day 
Relative Humidity 
(%)

Average Night 
Relative Humidity 
(%)

Inside 
Greenhouse

32.1 26.2 56.2 83.5

Outside 
Greenhouse

31.1 26.1 68 87.6

Vertical Temperature and Relative Humidity inside the Greenhouse

There were three temperature sensors placed in the vertical plane of the greenhouse at 0.3 m 
(Sensor A), 1.0 m (Sensor B) and 2.5 m (Sensor C) height. As shown in Fig.13, Sensor C had 
the highest average temperature (27.55°C), followed by Sensor B (27.10°C) and Sensor A 
(26.85°C). This shows that the convection heat transfer was from the lower level to the upper 
level as hot air moves to a higher altitude when it gets more energy and less density, especially 
when solar radiation is high. The temperature recorder at 2.5 m height (SC) was higher than 
the ambient temperature by 0.9°C at 14:00 hr, while at the temperature at the bottom level of 
the greenhouse (0.3 m – SA) was lower than ambient temperature by 0.8°C. Sensor C (SC) 
received higher solar radiation intensity compared to the bottom level and thus had the highest 
temperature than Sensors A and B. From the ANOVA results, the difference between each point 
in each hour was found to be insignificant as F<Fcrit at 95% confidence interval (Table 4). This 
was because the greenhouse was a closed system, and this caused it to have more uniform 
temperature between each elevation.

Fig.13 illustrates that Sensor C had the lowest relative humidity (80.56%), followed by 
Sensor B (89.1%) and Sensor A (89.21%). These results show that relative humidity has an 
opposite pattern from temperature as it will decrease relative humidity increases. Table 5 shows 
the ANOVA result on each sensor, where it reveals the significant difference within each sensor 
with p-value less than 0.05.
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Horizontal Temperature and Relative Humidity inside the Greenhouse

Fig.14 shows that the temperature inside the greenhouse was much higher near the exhaust 
fan area (26.8°C), followed by the middle area (26.5°C) and near the evaporative pad area 
(25.9°C). This confirmed that the temperature increased along the greenhouse from the 
evaporative pad to the exhaust fan due to solar heat gain. Nevertheless, the ANOVA results 
show no significant difference in the temperature in each area as F < Fcritical with p-value= 
0.09 at 95% confident interval (Table 6). Meanwhile, temperatures near the evaporative pad 
are cooler than the outside temperature by an average of 1°C, while the temperature in the 
middle of the greenhouse is hotter than the outside temperature by 5°C. This proves that the 
temperature increases from the evaporative pads to exhaust fans as a result of conduction and 
radiation heat transfer. Similar trends have also been observed by Montero et al. (1981), Kittas 
et al. (2001), and Al-Helal (2006).

Fig.14 also shows that relative humidity inside the greenhouse is much higher near the 
evaporative pad area (82.8%), followed by the middle area (82.3%) and near exhaust fans 
area (80.9%). This confirms that relative humidity decreases along the greenhouse from the 
evaporative pad to the exhaust fan due to solar heat gain which reduces moisture content inside 
the greenhouse. The data were statistically analyzed and the ANOVA results are summarized 
in Table 7. The findings show that the relative humidity between each area is not significant 
where F< Fcritical, with p-value = 0.39 at 95% confidence interval. This means that there is no 
significant difference in the relative humidity between each location.

Meanwhile, the ANOVA results show that the temperature inside the greenhouse in the 
vertical and horizontal planes has no significant difference at 95% confidence interval (Table 
9). It also shows that relative humidity in the vertical plane is significantly different between 
each sensor (Table 10).

TABLE 4 
Distribution and ANOVA for inside temperature between sensors in vertical plane

Groups Count Sum Average Variance
Sensor A 48 1288.94 26.85 6.31
Sensor B 48 1300.96 27.10 10.04
Sensor C 48 1322.34 27.55 8.68

Source of Variation SS df MS F*
Between Groups 11.923 2 5.96 0.71
Error 1176.247 141 8.34
Total 1188.171 143

* insignificant at 0.05 probability level    
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TABLE 5 
Distribution and ANOVA for inside relative humidity between sensors in vertical plane

Groups Count Sum Average Variance
Sensor A 48 4282.2 89.21 153.04
Sensor B 48 4279.94 89.17 161.69
Sensor C 48 3867.11 80.56 151.38

Source of Variation SS df MS F**
Between Groups 2380.05 2 1190.03 7.66
Error 21907.57 141 155.38
Total 24287.62 143

** significant at 0.05 probability level

TABLE 6 
Distribution and ANOVA for inside temperature between sensors in horizontal plane

Groups Count Sum Average Variance
Pad 48 1244.11 25.92 2.11
Middle 48 1274.01 26.54 3.84
Fan 48 1285.21 26.78 5.36

ANOVA
Source of Variation SS Df MS F*
Between Groups 18.82 2 9.41 2.49
Error 531.85 141 3.77
Total 550.67 143

  * insignificant at 0.05 probability level

TABLE 7 
Distribution and ANOVA for inside relative humidity between sensors in horizontal plane

Groups Count Sum Average Variance
Pad 48 3972.06 82.75 38.66
Middle 48 3987.51 83.07 85.60
Fan 48 3876.73 80.77 111.99

ANOVA
Source of Variation SS df MS F*
Between Groups 149.98 2 74.99 0.95
Error 11103.67 141 78.75
Total 11253.64 143

* insignificant at 0.05 probability level
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TABLE 8 
ANOVA statistical test for inside temperature factors

Regression Statistics
R Square 0.992
Standard Error 0.184
Observations 47

df SS MS F Significance F
Regression 3 189.074 63.025 1864.996 1.56657E-45
Residual 43 1.453 0.034
Total 46 190.527

Coefficients Standard 
Error

t Stat P-value Lower 95% Upper 
95%

Intercept 3.8454 0.708 5.428 2.46E-06 2.417 5.274
Outside 
temperature (X1)

0.8309 0.028 29.451 3.88E-30 0.774 0.888

Solar radiation 
(X2)

-0.0024 0.0003 -6.320 1.25E-07 -0.003 -0.002

Rainfall (X3) -0.0352 0.049 -0.705 0.485 -0.135 0.065

TABLE 9 
ANOVA for temperature inside the greenhouse between sensors

Inside Temperature  F Fcritical p-value
Vertical plane 2.49 3.06 0.49
Horizontal plane 1.35 2.03 0.23

TABLE 10 
ANOVA for relative humidity inside the greenhouse between sensors

Inside Relative Humidity F Fcritical p-value
Vertical plane 0.95 3.06 <0.001
Horizontal plane 1.42 2.03 0.19
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Fig.13: Inside temperature and relative humidity at vertical plane. A represents low sensor, B 
represents middle sensor and C represents top sensor

 

Fig.14: Inside temperature and relative humidity at horizontal plane

Inside Temperature versus Solar Radiation

Solar radiations outside the greenhouse gave a direct impact on the temperature inside the 
greenhouse due to radiation heat transfer process. Fig.15 shows linear relationships between 
the inside temperature and solar radiation, with a good regression coefficient of R2 = 0.77. This 
result suggests that solar radiation heats up the greenhouse and increases heat transfer through 
radiation which leads to the temperature increase inside the greenhouse.

Inside temperature = 0.0179* Solar radiation + 26.652

Inside Temperature versus Rainfall Intensity

Rainfall intensity shows low correlation with the temperature inside the greenhouse. Fig.16 
shows low regression coefficient with R2 = 0.14. This concludes that the cooling effect by 
rainfall is not enough to reduce the temperature inside the greenhouse.

Inside temperature = 5.2483* Rainfall intensity + 28.982
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Fig.15: Inside temperature versus solar radiation

y = 5.2483x + 28.982
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20.00

25.00

30.00

35.00

40.00

0.00 0.30 0.60 0.90 1.20 1.50 1.80

Rainfall (mm)

In
si

de
 T

em
pe

ra
tu

re
 (°

C
) 

 

Fig.16: Inside temperature versus rainfall

Results of the Analysis of Variance (ANOVA) are presented in Table 8. The regression 
value between the outside temperature, solar radiation and rainfall with the inside temperature 
is 0.992 and the standard error is 0.184. These show that the outside temperature and solar 
radiation have p-value less than 0.05, while rainfall has p-value = 0.484622 > 0.05. Hence, it 
is concluded that rainfall has less effect on the temperature inside the greenhouse.

CONCLUSION

The temperature inside the greenhouse increased from early morning until afternoon and then 
started to decrease until night time. The graph pattern of the inside temperature versus time 
is significantly similar with the graph of the solar radiation versus time due to the increase in 
temperature when solar radiation intensity increases. In the vertical plane, the temperature at 
the upper level (2.5 m) was found to be higher, followed by the temperature at the middle (1.0 
m) and bottom levels (0.3 m). These results support the theory that hot air moves from lower 
level to upper level. However, since the greenhouse was fully covered, greenhouse pressure 
driven flow produced by convection was unlikely to differ at each level.
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The temperature gradient was much obvious when the solar radiation intensity was high 
and the outside temperature was at the maximum in the day. Meanwhile, the inside temperature 
had a linear relationship with the outside temperature, with a strong regression coefficient. 
This concludes that the temperature inside the greenhouse with evaporative cooling system 
and exhaust fans can give uniform conditions inside the closed greenhouse.

Relative humidity values inside the greenhouse show opposite trends from temperature. 
In the vertical plane, relative humidity value at the upper level (Sensor C) was lower than at 
the middle (Sensor B) and bottom levels (Sensor A) of the greenhouse. In the horizontal plane, 
relative humidity inside the greenhouse decreased from near the evaporative pad to the exhaust 
fans. These results support the theory that relative humidity has an inverse relationship with 
temperature. Relative humidity inside the greenhouse was shown to be higher than outside the 
greenhouse as evaporative pads had added in moisture inside the greenhouse.

ACKNOWLEDGEMENTS

The authors wish to thank and are grateful to the Malaysian Agriculture Research and 
Development Institute for providing the experimental site, cultivation materials and equipment, 
as well as sensors and skilled technical assistance throughout the field experiments.

REFERENCES
Al-Helal, I. M. (2007). Effects of ventilation rate on the environment of a fan-pad evaporatively cooled, 

shaded greenhouse in extreme arid climates. Journal of Applied Engineering in Agriculture, 23(2), 
221-230.

Arbel, A., Barak, M., & Shklyar, A. (2003). Combination of forced ventilation and fogging systems for 
cooling greenhouses. Journal of Agricultural Engineering Research, 84(1), 45-55.

Faisal, M. S. A., Shariff, A. R. M., Rezuwan, K., Ahmad, D., Janius, R., & Mohamad, M. Y. (2006). 
Microclimate inside tunnel-roof and jack-roof tropical greenhouses structures. Acta Horticulturae, 
710, ISHS.

Fang, W. (1995) Greenhouse cooling in subtropical regions. Acta Hort., 399.

Hanan, J. J. (1998). Advanced Technology for Protected Horticulture. In Ventilation and Cooling (pp. 
236-260). CRC Press.

Hawa, Z. E. J. (2006). Carbon dioxide enriched production technology for controlled environment system 
in the lowland tropics. Acta Hort. (ISHI), 710.

Hawa, J. (1990). Performance and feasibility of high value vegetables cultivation under rainshelters. 
MARDI Scientific Council, 66.

Kittas, C., Bartzanas, T., & Jaffrin, A. (2001). Greenhouse evaporative cooling: measurement and data 
analysis. Transaction of ASAE, 44(3), 663-689.

Kittas, C., Bartzanas, T., & Jaffrin, A. (2003). Temperature gradients in a partially shaded large greenhouse 
equipped with evaporative cooling pads. Biosystem Engineering, 85(1), 87-94.

Miguel, A. F., Silva, A. M., & Rosa, R. (1994). Solar irradiation inside a single-span greenhouse with 
shading screens. Journal of Agricultural Engineering Research. 59, 61-72.



Microclimate inside a Tropical Greenhouse Equipped with Evaporative Cooling Pads

271Pertanika J. Sci. & Technol. 22 (1): 255 - 271 (2014)

Nelson, P. V. (2003). Greenhouse operation and Management. New Jersey: Prentice Hall Inc.

Rezuwan, K. (2000). Naturally ventilated greenhouse structure for temperate vegetable production in 
tropical lowlands. Presented to Institution of Engineers, Malaysia. IEM Conference Hall, Petaling 
Jaya, 26th July 2000.

Simmons, J. D., & Lott, B. D. (1996). Evaporative cooling performance resulting from changes in water 
temperature. Appled Engineering of Agriculture, ASAE, 12(4), 497-500.

Walker, J. N. (1983).Quantity of Air Flow for Greenhouse Structures. A.H. Mylo (Ed.), Ventilation of 
Agricultural Structures (pp. 257-277). ASAE Monograph.





Pertanika J. Sci. & Technol. 22 (1): 273 - 288 (2014)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

ISSN: 0128-7680  © 2014 Universiti Putra Malaysia Press.

Using Computational Fluid Dynamics in the Determination of 
Solar Collector Orientation and Stack Height of a Solar Induced 
Ventilation Prototype

Yusoff, W. F. M.1*, Sapian, A. R.2, Salleh, E.3, Adam, N. M.4, Hamzah, Z.1 and  
Mamat, M. H. H.5

1Department of Architecture, Faculty of Engineering and Built Environment,  
Universiti Kebangsaan Malaysia, 43600 Bangi, Selangor, Malaysia
2Department of Architecture, Kulliyyah of Architecture and Environmental Design, International Islamic 
University Malaysia, P.O. Box 10, 50728 Kuala Lumpur, Malaysia
3Solar Energy Research Institute, Level 3, Perpustakaan Tun Sri Lanang, Universiti Kebangsaan Malaysia, 
43600 Bangi, Selangor, Malaysia
4Department of Mechanical and Manufacturing Engineering, Faculty of Engineering,  
Universiti Putra Malaysia, 43400 Serdang, Selangor, Malaysia
5Department of Operations and Manufacturing, TPM Engineering Sdn. Bhd, Technology Park Malaysia, 
Lebuhraya Puchong-Sg Besi, Bukit Jalil, 57000 Kuala Lumpur, Malaysia

ABSTRACT

Stack ventilation in the hot and humid climate is inherently inefficient due to minimal air temperature 
differences between indoor and outdoor environment of a naturally ventilated building. Solar induced 
ventilation is a viable alternative in enhancing this stack ventilation. This paper aims to demonstrate 
investigations on the effective solar collector orientation and stack height for a solar induced ventilation 
prototype that utilizes roof solar collector and vertical stack. The orientation of the solar collector is 
significant as it determines the amount of solar radiation absorbed by the solar collector. Meanwhile, 
the height of the vertical stack influences the creation of the stack pressure in inducing air movement. 
Investigations were executed using a simulation modelling software called FloVENT. The validation 
of the simulation modelling against physical experiment indicated a good agreement between these 
two results. Analyses were executed on the air temperature increments inside the solar collector. A 
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high increment of the air temperature resulted 
in the effective orientation. Meanwhile, the air 
temperature and mass flow rate of the various 
heights of the vertical stack were also analyzed. 
The findings concluded that the recommended 
orientation for the prototype’s solar collector is 
the west-facing orientation. It was also found 
that the higher the vertical stack, the lower the air 
temperature inside the stack would be, but with 
greater induced mass flow rate.
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INTRODUCTION

Solar induced ventilation studies have been gaining interest due to the strategy’s potential in 
enhancing stack ventilation. The configuration normally consists of a glass cover, an air cavity 
and an absorber plate or wall. Solar radiation is used to heat up the absorber plate or wall. The 
heat from the absorber plate or wall, as well as the glass cover, is transferred to the air inside 
the cavity through convective heat transfer. Consequently, high air temperature differences 
between the air inside the cavity and the ambient air develops. The solar induced ventilation 
strategies that have been widely investigated are Trombe wall, solar chimney and roof solar 
collector (Awbi, 2003). Although they have similar operating concept, their configurations are 
somehow different. While the Trombe wall and solar chimney have vertical air cavity, the roof 
solar collector’s air cavity is inclined and normally follows the roof slope.

Many studies have been carried out on the configurations of solar induced ventilation (see 
Bouchair, 1994; Chen et al., 2003; Ding et al., 2005; Gan, 2006; Hamdy & Fikry, 1998; Li et 
al., 2004; Mathur et al., 2006; Miyazaki et al., 2006; Susanti et al., 2008). The configuration 
parameters investigated were height, length, cavity width, tilt angle and opening sizes. The 
purpose of the studies was to enhance the performance of the solar induced ventilation. The 
investigations on the correlations between the cavity width and the inlet size showed that 
friction loss dominated in a small cavity width, whilst the pressure loss dominated in a small 
inlet size (Miyazaki et al., 2006). Despite this, a simultaneous increase in both the cavity width 
and the inlet size resulted in no optimum cavity width, as there was no air flow rate reduction 
(Chen et al., 2003; Gan, 2006).

The correlation between the cavity width and the stack height resulted in the effective ratio 
of 1:10 (Bouchair, 1994; Gan 2006; Li et al., 2004). However, this correlation was investigated 
for solar induced ventilations with a vertical stack, namely, Trombe wall and solar chimney. 
Meanwhile, the height study that excluded this correlation indicated that the higher the stack, 
the greater the induced air flow rate (Ding et al., 2005). The performance of solar induced 
ventilation is also affected by tilt angle and opening sizes. The effective tilt angle was found 
to be various, depending on the location’s latitude. This is due to the different solar altitude 
with different latitudes. The optimum tilt angle for Jaipur, India, (27°N latitude) during the 
summer months was 45º (Mathur et al., 2006). Meanwhile, for 32ºN latitude, the optimum tilt 
angle was 60º (Hamdy & Fikry, 1998). For the opening sizes, the ratio of 1 (ratio of inlet area 
to outlet area) was recommended in inducing high air flow rate (Susanti et al., 2008).

The configuration studies mentioned above were executed for Trombe wall, solar chimney 
and roof solar collector. In this research, the configuration of the proposed solar induced 
ventilation is slightly different from those strategies. The solar induced ventilation proposed 
consists of two parts, which are the roof solar collector and the vertical stack. Roof solar 
collector has the advantage of collecting more solar radiation when the sun altitude is high, 
as compared to Trombe wall and solar chimney (Awbi, 2003; Mathur et al., 2006). However, 
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its drawback is the height restriction of the stack, which is caused by the roof slope (Awbi, 
2003; Harris & Helwig, 2007). Hence, the purpose of utilizing vertical stack is to increase the 
stack height, and consequently enhance the stack pressure. The proposed strategy has shown 
the potential in enhancing the stack ventilation in the hot and humid climate. For instance, 
the highest air temperature differences between the stack air and the ambient air attained by 
the proposed strategy was 9.9ºC for 877 W/m² solar radiation incidents (Yusoff et al., 2010).

Due to its potential, this study was carried out with the aim to enhance the performance of 
the proposed strategy by investigating the orientation of the solar collector and the height of the 
vertical stack. These two parameters are significant as they affect the induced ventilation of the 
strategy. The solar collector orientation influences the catchment of solar radiation, whereas the 
vertical stack height affects the development of the stack pressure. Although there are studies 
on the effective solar collector orientation for the northern hemisphere countries, they are only 
conducted for inclined solar collector (Bari, 2001; Gunerhan & Hepbasli, 2007; Shariah et 
al., 2002) and vertical solar chimney (Nugroho, 2007). The investigation of an effective solar 
collector orientation for the proposed strategy in the northern hemisphere countries, particularly 
Malaysia, is yet to be conducted. Meanwhile, the vertical stack of the proposed strategy is 
not used for collecting solar radiation. Hence, it is assumed that there is convective heat loss 
from the induced air to the stack walls. For this reason, the investigations were executed to 
determine whether height affects air temperature and mass flow rate inside the vertical stack.

This paper is divided into five sections. The first section reviews on the previous studies of 
solar induced ventilation configuration and briefly describes the present research. The second 
section describes the solar induced ventilation prototype investigated in this paper. The third 
section presents the methodology employed, which is, simulation modelling. This section also 
elaborates on the prototype model, simulation set-up and procedures, simulation conditions, 
and simulation validation. Section four discusses the results of the investigations. This section 
is divided into two sub-sections, which are, the results of the solar collector orientation and 
the vertical stack height studies. Finally, the overall findings of the research are concluded in 
section five.

THE SOLAR INDUCED VENTILATION PROTOTYPE

The solar induced ventilation prototype investigated in this paper utilized a roof solar collector 
and a vertical stack (see Fig.1). The roof solar collector functioned as the solar radiation 
absorber and heater of the air inside the solar collector’s cavity. The vertical stack functioned 
as a conventional chimney, without solar radiation collection. It provided a significant height 
in developing a sufficient stack pressure. The walls of the vertical stack were insulated all 
around in minimizing the heat gains and losses. This created air temperature differences and 
hence, pressure differences between the air inside the solar collector’s cavity and the stack air. 
Consequently, the heated air inside the roof solar collector rose and flowed into the vertical 
stack. The inlet was located at the bottom of the roof solar collector, whilst the outlets were 
situated at the top of the vertical stack (Fig.1). There were obstructions placed at a distance 
of 0.15 m from the vertical stack outlets. These obstructions functioned as windbreakers that 
reduced the wind effects at the outlets. Without these obstructions, the induced air at the vertical 
stack outlets would be greatly affected by wind (Yusoff et al., 2010).
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Fig.1: The prototype developed for the simulations

METHODOLOGY

The methodology employed in this study was simulation modelling using Computational 
Fluid Dynamic (CFD) software FloVENT version 9.1. The feasibility of FloVENT for natural 
convection studies had been proven by previous research (see Manz, 2003; Nugroho, 2007). 
In this study, the parameters considered were the prototype model, the simulation set-up and 
procedures, the simulation conditions and the validation of simulation modelling.

Prototype Model

The proposed prototype utilized a roof solar collector (RSC) and a vertical stack, as shown in 
Fig.1. The roof solar collector comprised of a glass cover, an air cavity and an absorber, while 
the vertical stack consisted of an air cavity and surrounded by insulated walls. The dimensions 
of the roof solar collector were 1 m x 1 m x 0.2 m (length x width x cavity width), whilst for 
the vertical stack the dimensions were 1 m x 2 m x 0.2 m (width x height x cavity width). 
There were obstructions made of plywood (1 m length x 0.2 m high), which were placed at a 
distance of 0.15 m from the vertical stack outlets.

The materials assigned to the prototype were a piece of black painted aluminium for the 
absorber, a clear glass for the top cover, and a plywood wall with insulations in the inner lining 
of the walls (Fig.2). The insulations were then covered with aluminium foil in reducing the 
radiative heat transfer between the walls’ internal surfaces. The walls’ external surfaces were 
also finished with aluminium foil to reduce the solar radiation absorption. The space beneath 
the prototype was fully covered to reduce the wind effects. However, openings were provided 
at one of the walls in allowing airflow into the space (Fig.1).

The orientation study utilized the prototype that had 2 meter high vertical stack. Meanwhile, 
for the height investigations, prototypes with three different vertical stack heights (2 m, 3 m and 
4 m) were developed (Fig.3). The maximum height was 4 m, as the prototype was developed 
for application in a single storey industrial building; hence, it was deemed to be proportionate 
to the building typology applied. Other configurations which were the length and the tilt angle 
of the roof solar collector’s channel, the cavity width and the opening areas (inlet and outlet) 
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were not investigated as they were derived from the literature review. In the literature, the 
recommended roof solar collector’s channel length was 1 m, as no significant increment in 
the air temperature was obtained for the length greater than 1 m (Khedari et al., 1997; Zhai et 
al., 2005), and the suggested tilt angle for solar collector in Selangor, Malaysia was 10º. The 
cavity width of 0.2 m was utilized as the smaller the size (such as 0.1 m) would only increase 
the friction loss inside it (Bouchair, 1994; Miyazaki et al., 2006), whereas a larger size would 
reduce the exit air temperature (Yousef, 2007). The inlet and outlet opening areas of the roof 
solar collector and vertical stack were of equivalent size, which was 0.1575 m² (0.9 m x 0.175 
m). The purpose was to achieve the suggested effective ratio of 1:1 (inlet area:outlet area) for 
the opening areas (Khedari et al., 2000; Susanti et al., 2008). 

Black painted aluminum 

(a) 

(b) 

(b) 

(a) 

Fig.2: Materials of the prototype
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Fig.3: Prototypes with the different vertical stack heights
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General Simulation Set-Up and Procedures

The prototype was placed in a solution domain which had a size of 7 m length x 7 m width x 
6 m high. Its position was 3 m from x-plane, 3 m from z-plane and 0 m from y-plane (Fig.4). 
FloVENT version 9.1 provided three solution types, namely, the flow and heat transfer, the flow 
only and the conduction only. Since the investigations involved buoyancy induced ventilation, 
the solution type selected was the flow and heat transfer. Besides, the simulations also employed 
a steady state and three dimensional flow analyses. It also utilized Boussinesq approximation 
in solving the conservation equations. The flow regime was considered turbulence. There were 
three turbulence models available in FloVENT version 9.1, namely, the Capped LVEL, the 
LVEL Algebraic and the LVEL K-Epsilon. The simulations used the LVEL K-Epsilon turbulence 
model as it was the most appropriate for the built environment as compared to the others. This 
turbulence model utilized k-ε (the turbulent kinetic energy (k) and turbulent dissipation rate (ε)) 
approach in the calculation (Gan, 2006). The fluid applied in the simulations was air at 30ºC, 
which had the following properties: conductivity was 0.02643 W/mK, viscosity was 1.872E-
005 Ns/m², density was 1.149 kg/m³, and specific heat was 1007 J/kgK. The simulations used 
the Cartesian grid system. The outer iterations set for the simulations were 4000. Nevertheless, 
the simulation stopped automatically when it had attained convergence, even if the numbers 
set were not reached yet. Hence, the precise setting of outer iteration numbers was not critical 
(Mentor Graphics, 2010). The simulations also employed solar radiation calculation, in 
which the required input data were site latitude, simulation day, solar time and solar intensity. 
Meanwhile, the Atmospheric Boundary Layer (ABL) was applied in having the wind effects. 
The ABL was downloaded from the FloVENT website. It used Log Law model in generating 
the required wind profile. The north direction was set to be in the positive x direction.
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Simulation Set-Up and Procedures for Orientation Study

The solar collector was oriented towards north, south, east and west. The effective orientation 
of solar collector was determined by the air temperature increment inside the RSC. This air 
temperature increment was calculated by the difference in the values between the monitor 
points at the RSC inlet and the vertical stack inlet. The locations of these monitor points are 
depicted in Fig.5.

Simulation Set-Up and Procedures for Height Study

In the investigations of vertical stack height, the prototype was oriented towards west, which 
was resulted from the orientation study. The variables investigated were air temperature and 
mass flow rate inside the vertical stack. Therefore, the monitor points were positioned at the 
inlet, middle and outlet of the vertical stack. The locations of monitor points are illustrated 
in Fig.5.

 

Vertical stack inlet 

Vertical stack inlet 

Vertical stack inlet 

Vertical stack inlet 

RSC inlet 

(a) (b) 

Openings at 
the space 
beneath the 
prototype for 
fresh air 
intake. 

Fig.5: The location of monitor points at the prototype for solar collector orientation (a) and vertical 
stack height (b) studies

General Simulation Conditions

The initial boundary conditions employed the average of three years (2006-2008) environmental 
data from Subang weather station. The weather station is located at an airport formerly known 
as Sultan Abdul Aziz Shah (SAAS) airport, which is located in Selangor, Malaysia.

Simulation Conditions for Orientation Study

For the orientation study, the air temperature and solar radiation were the average data gathered 
on the 21 March, 22 June, 23 September and 21 December. These dates were selected as 
they represent the equinoxes and solstices. Meanwhile, the data utilized for wind speed and 
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wind direction were the annual average data. The purpose was to reduce the variability of the 
environmental parameters input data. The wind speed data of Subang weather station was 
corrected to a reference height of 1.6 m. The annual prevailing wind directions were north, 
northwest and south. However, the simulations utilized wind direction from south (180º) for 
ease of comparison. The selected times for solar collector orientation study were 10 a.m., 12 
p.m. and 2 p.m. These times represented the morning, noon and evening hours.

Simulation Conditions for Height Study

The investigations of the vertical stack height employed the average data on the 21 March. 
March was selected as it was the month with the highest monthly mean solar radiation 
recorded for 20 years (1988-2008) by Subang weather station. Similar to orientation study, 
the wind speed data of Subang weather station was corrected to a reference height of 1.6 m. 
The prevailing wind direction in March was northwest. However, the simulations utilized 
annual prevailing wind direction which was south, as downward flow occurred inside the 
vertical stack for simulations using northwest wind direction. This downward flow hindered 
the investigations of height effects to the air temperature and mass flow rate inside the vertical 
stack. The selected times for the investigations were 12 p.m. and 2 p.m. only. No simulations 
were executed during morning hours because the west facing prototype had caused downward 
flow inside the vertical stack during this time.

Validation of Simulation Modelling 

The simulation modelling was validated against physical experiment by Yusoff et al. (Mentor 
Graphics, 2010). Tables 1 and 2 depict the deviation percentage at each point’s location 
from 9 a.m. to 4 p.m. The variables validated were air temperature and velocity. The air 
temperature was validated at six locations, namely, the RSC inlet, RSC 1, RSC 2, vertical 
stack inlet, vertical stack middle, and vertical stack outlet. Meanwhile, the air velocity was 
validated at three locations, which were the RSC inlet, vertical stack inlet and vertical stack 
outlet. The validation between the simulation modelling and physical experiment indicated a 
good agreement between the two results. The total average air temperature deviation for six 

TABLE 1 
The percentage of deviations for air temperature at six locations

Monitor points' Locations

Time (h)

Average deviation 
(%)

9 10 11 12 1 2 3 4
Deviation (%)

RSC inlet 0 2 1 4 2 1 4 5 2
RSC 1 12 15 11 7 12 11 9 6 10
RSC 2 13 17 12 7 14 12 10 10 12
V. stack inlet 11 13 11 0 8 10 10 8 9
V. stack middle 5 9 6 2 8 8 7 11 7
V. stack outlet 2 7 4 2 3 2 0 6 3
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locations was 7%, with maximum average deviation of 12% at RSC 2 (Table 1). Meanwhile, 
the total average deviation for air velocity at three locations was 13%, with the maximum 
average deviation of 15% at RSC inlet (Table 2).

RESULTS AND DISCUSSION

The results are presented and discussed in two sub-sections, which are the effective solar 
collector orientation and the effects of vertical stack height to the air temperature and mass 
flow rate.

Effective Orientation of the Prototype’s Solar Collector

Fig.6 depicts the air temperature increments at three separate times, which were 10 a.m., 12 p.m. 
and 2 p.m., attained by the prototype for the particular orientations and on the particular dates. 
The results showed that the most effective solar collector orientation at 10 a.m. for all dates 
was east. At 2 p.m., the effective orientations on the 22 June and 21 December were west and 
south, respectively. Meanwhile, on the 21 March and 23 September, it could be either west or 
south. At 12 p.m., the effective solar collector orientations on the 22 June were east and west, 
whilst on the 21 December, it was south. However, the effective solar collector orientation at 
12 pm on the 21 March and 23 September could be south, east or west.

Similarly, Fig.7 depicts the average air temperature increment at three separate times, 
namely, 10 a.m., 12 p.m. and 2 p.m. that was achieved by the prototype. The air temperature 
increments determined the orientation effectiveness, in which a high increment resulted in 
the effective orientation. The results indicated that the highest air temperature increment on 
the 22 June was attained by the west orientation. Meanwhile for the remaining three dates 
(namely, the 21 December, 21 March and 23 September), the highest air temperature increment 
was achieved by the south orientation. It is also apparent from Fig.7 that the most ineffective 
orientation for the prototype’s solar collector was the north.

In summary, the suggested effective orientation for the prototype’s solar collector 
throughout the year was west. However, it was emphasized that the west orientation might 
be effective for the proposed prototype only, as it had different configuration compared to the 
vertical solar chimney (Nugroho, 2007) and inclined solar collector (Bari, 2001; Gunerhan & 
Hepbasli, 2007; Shariah et al., 2002), as described in the literature. The west orientation was 
recommended instead of the south because the air temperature increment in June for the south 

TABLE 2 
The percentage of deviations for air velocity at three locations

Monitor points' Locations

Time (h)

Average deviation 
(%)

9 10 11 12 1 2 3 4
Deviation (%)

RSC inlet 28 12 10 18 18 15 4 13 15
V. stack inlet 21 7 1 2 17 14 15 5 10
V. stack outlet 10 5 16 17 18 17 20 11 14
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orientation was very poor (Fig.7), especially at 12 p.m. (Fig.6). The sun path in June caused 
the vertical stack to shade the south facing solar collector, as shown in Fig.8. The prototype’s 
solar collector was essential to attain a significant air temperature increment in June, as it was 
the hottest month compared to the others. The 20 years (1988-2008) monthly average weather 
data by Subang weather station indicated that the average ambient air temperature in June 
was 28ºC. It was the highest compared to December (26.8ºC), March (27.8ºC) and September 
(27.4ºC). Moreover, the monthly mean solar radiation received in June was also higher than 
in December.

Fig.7 also shows that the air temperature increments for the south orientation in December, 
March and September were in the average of 2ºC higher than the west orientation. In June, 
however, the air temperature increment of the west orientation was 3.95ºC higher than the 
south orientation. The results also indicated that the average air temperature increments at 12 
p.m. and 2 p.m. of the south orientation was almost equal to the west orientation in March and 
September, 1ºC higher in December, but 7ºC lower in June (Fig.6). Meanwhile, the comparison 
between the east and west orientation showed that higher air temperature increment was attained 
by the west orientation in all months, except in September (Fig.7).

The drawback of orientating the prototype’s solar collector to the west was the poor 
collection of solar radiation in the morning. This is due to the morning sun path which caused 
the vertical stack to shade the west facing solar collector, as shown in Fig.9. This phenomenon 
also resulted in no air temperature increment in the prototype’s solar collector at 10 a.m. in 
March and September, as shown in Fig.6. Consequently, downward flow occurred inside the 
prototype.
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Fig.6: The air temperature increments at 10 a.m., 12 p.m. and 2 p.m. for the north, south, east and 
west orientations on the 22 June, 21 December, 21 March and 23 September
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Fig.7: The average air temperature increments for the north, south, east and west orientations on the 
22 June, 21 December, 21 March and 23 September
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Fig.8: The south facing of the prototype’s solar collector as at 12 p.m. on the 22 June

Although the west orientation resulted in a poor collection of solar radiation in the morning 
(Fig.6), the need for the prototype to induce more ventilation rate at noon and evening hours 
was more critical compared to the morning hours due to the higher indoor air temperature. 
Investigations into Malaysian single storey terrace houses showed that from the morning 
to noon hours, the indoor air temperature was almost equal to the outdoor air temperature. 
However, in the evening (i.e., from 3 p.m. to 7 p.m.), the indoor air temperature was 2 to 3ºC 
higher than the outdoor air temperature. Meanwhile, the PMV analysis of the master bedroom 
indicated that the PMV value was below +1.5 from 8 a.m. to 11 a.m., whereas from 1 p.m. to 
3 p.m., the PMV value was +1.5 and above. The highest PMV value of +2 was achieved at 12 
p.m. (Nugroho et al., 2007).
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In this research, comparisons of comfort condition between 10 a.m. and 2 p.m. were 
executed using the indoor predicted comfort temperature equations by Nicol and Humphreys 
(2010), as follows:

13.5 0.54c oT T= +              [1]

Where Tc was the indoor predicted comfort temperature and To was the monthly mean 
outdoor air temperature. The comparisons showed that the indoor predicted comfort temperature 
(Tc) was relatively closer to the monthly mean outdoor air temperature (To) at 10 a.m. compared 
to 2 p.m., except in September where the values were equal (Fig.10). In March, the monthly 
mean outdoor air temperature (To) was 0.6ºC lower than the indoor predicted comfort 
temperature (Tc) at 10 a.m. At 2 p.m., the monthly mean outdoor air temperature (To) was 1.2ºC 
higher than the indoor predicted comfort temperature (Tc). In June, the monthly mean outdoor 
air temperature (To) was higher than the indoor predicted comfort temperature (Tc) at both 10 
a.m. (0.2ºC) and 12 p.m. (1ºC). Meanwhile in December, the comparisons showed that the 
monthly mean outdoor air temperature (To) was 0.3ºC lower at 10 a.m. and 0.9ºC higher at 2 
p.m. than the indoor predicted comfort temperature (Tc).

Height of the Vertical Stack

It is apparent from the results obtained in Fig.11 that the higher the vertical stack was, the 
lower the air temperature inside the stack. The 2 m high vertical stack had the highest air 
temperature at all the monitor points. Meanwhile, the air temperature profiles were similar 
for all heights, in which the highest air temperature was attained at the vertical stack inlet. 
The air temperature decreased at the middle of the vertical stack and increased again when 
approaching the vertical stack outlet. The possible explanation to this phenomenon was due 
to the convective heat gain and loss of the air inside the prototype. The air at the vertical stack 
inlet had the highest temperature as it was heated inside the RSC. As the heated air rose and 
flowed upward inside the vertical stack, it experienced convective heat loss to the stack walls, 
which caused lower air temperature at the middle of the stack. However, at certain a height 
inside the vertical stack, the air temperature might be lower than the stack wall’s temperature. 
Hence, the air experienced convective heat gain from the stack walls. This might explain the 
increase of air temperature from the middle to the outlet of the stack.

Fig.12 shows the mass flow rate at the inlet, middle and outlet of the 2 m, 3 m and 4 m 
high vertical stack. The mass flow rate results were in reverse to the air temperature results, in 
which the higher the vertical stack was, the greater the mass flow rate. However, there was no 
significant difference of the induced mass flow rate at the vertical stack inlet of all the heights 
compared to the middle and outlet of the stack. This finding showed that the stack pressure 
developed with the stack height. Another important finding was that the increase of mass flow 
rate from the inlet to the middle of the stack was higher than from the middle to the outlet. 
Moreover, at 12 p.m., there was a decrease in the mass flow rate from the middle to the outlet 
for the 2 m high vertical stack. This might be related to the air temperature inside the vertical 
stack. Besides the height, the stack pressure was also influenced by the air temperature. The 
higher the air temperature inside the stack a greater stack pressure is implied (2002). The air 
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temperature at the inlet was the highest compared to the other part inside the vertical stack 
as it had just been heated inside the roof solar collector. As it flowed upwards, it experienced 
the heat gain and loss inside the stack. The reduction in the air temperature caused the lower 
increment of mass flow rate from the middle to the outlet compared from the inlet to the middle 
of the stack.
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Fig.9: The west facing of the prototype’s solar collector as at 10 a.m. on the 21 March, 22 June, 23 
September and 21 December
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Fig.10: The comparison of comfort conditions between 10 a.m. and 2 p.m.
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In summary, the higher the stack was, the lower the air temperature, but with a greater 
induced mass flow rate. Although the air temperature experienced more heat loss with the 
increase of stack height, the increase in stack pressure enabled the prototype to induce a higher 
mass flow rate.
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Fig.11: The air temperature inside the 2 m, 3 m and 4 m high vertical stack at 12 p.m. and 2 p.m.
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Fig.12: The mass flow rate inside the 2 m, 3 m and 4 m high vertical stack at 12 p.m. and 2 p.m.
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CONCLUSION

This study investigated the solar collector orientation and vertical stack height for solar induced 
ventilation that utilized roof solar collector and vertical stack using simulation modelling. 
The validation of simulation modelling against physical experiment had shown a positive 
agreement between the two results. The study concluded that the effective solar collector 
orientation throughout the year for the prototype in the northern hemisphere countries, 
particularly in Malaysia, is the west. Hence, the suggested orientation is not in conformity with 
the findings from the literatures, which recommended south as the effective solar collector 
orientation throughout the year for the northern hemisphere countries (Bari, 2001; Gunerhan 
& Hepbasli, 2007; Nugroho, 2007; Shariah et al., 2002). The different finding is due to the 
different configurations of the prototype, in which the vertical stack has caused shading to 
the south facing solar collector in June. The study also concluded that the higher the vertical 
stack is, the lower the air temperature, but the greater the induced mass flow rate. In summary, 
the investigations confirmed the potential of the proposed solar induced ventilation for the 
application in the hot and humid climate. Therefore, it would be interesting to examine the 
effects of the proposed solar induced ventilation to the indoor air temperature and ventilation 
rates for buildings in future research undertakings.
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INTRODUCTION

The OWC device wave energy harnessing 
method is considered as one of the best 
techniques for converting wave energy into 
electricity. It is an economically viable design 
due to its simple geometrical construction, and 
it is also strong enough to withstand against 
the waves with different heights, periods and 
directions. The design (see Fig.1) consists of 
an OWC chamber and a circular duct, which 
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ABSTRACT

This paper presents the numerical modelling techniques for the simulation of the energy conversion 
chain from wave to electricity in an Oscillating Water Column (OWC) equipped with a full-scaled self 
rectifying turbine. The performance of the OWC device has been assessed for the stand-alone power 
system of a typical Irish climatic wave condition. The results showed that the overall performance of the 
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reciprocally move the air from and into the 
chamber as the wave enters and intercedes 
from the chamber. The wave energy is 
converted into air pneumatic energy inside 
the chamber. A self rectifying impulse turbine 
mounted inside the duct was designed to turn 
in one direction only although the airflow 
moves bi-directionally. This converts the air 
pneumatic energy to a mechanical power. A 
matching generator is coupled to the turbine 
to produce electricity (de O. Falca~o, 2003).

The performance prediction of the 
impulse turbine under real sea conditions is 
very important for designers to get a feel for 
the behaviour of the power converting device 
under unsteady, irregular flow conditions. 
This present study deals with the performance 
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prediction of 1.6m diameter impulse turbine with fixed guide vanes under these conditions 
using numerical simulation. The small scale (0.6m diameter) turbine performance has already 
been investigated by a few authors (Thakker et al., 2001, 2004) and the numerical simulation 
technique has also been validated.

The numerical simulation procedure used in this analysis is similar to that used in [3] who 
investigated the performance of a small scale turbine for various fixed speeds during a time 
frame of around 260s operating condition. As a next step, the full-scaled turbine performance 
was analyzed numerically under simulated irregular and unsteady conditions based on real sea 
data, taking into account the effects due to applied damping provided by the turbine for a period 
of a year. The effect of the turbine rotational speed on the device efficiency was investigated. 
The turbine power output was also investigated for various rotational speeds.

Apart from the obvious function of quantifying the performance of turbines and providing 
a basis for comparing performance, experimental data and the associated dimensional analysis 
allow the designer to size a turbine to a given wave power application. In contrast to the general 
design problem familiar in the industry, where a turbine is expected to operate at a single design 
point for the majority of the time, designing a turbine to a wave power application requires that 
a design range be taken into account, rather than a single design point (Thakker & Fergal, 2004).

 

Fig.1: Impulse turbine power take-off with OWC

EXPERIMENTAL AND BACKGROUND

Turbine Design and Manufacture

The basic turbine design parameters were based on the optimum design parameters given by 
Setoguchi et al. [5], but with an H/T ratio of 0.6 [6].  The details, for both 0.6m and 1.6m, are 
given in Table 1 and a 2D sketch at the mid radius is shown in Figure 2.  The turbine consists 
of 30 blades and 26 fixed angle mirror image guide vanes on both sides of the rotor.  The 
guide vanes inlet/outlet angle is fixed at 30o.  The next step is the design analysis of the next 
generation impulse turbine for which a preliminary diameter of 1.6m was established, and 
G.F.R.P was selected as the optimum material to manufacture the blades (Thakker et al., 2008).
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Experimental Analysis

The overall performance of the turbines was evaluated by the turbine angular velocity, ω, 
torque generated, T, flow rate, Q, and total pressure drop, ΔP across the rotor. The results were 
expressed in the forms of torque coefficient, CT, input power coefficient, CA and efficiency, η in 
terms of flow coefficient, ϕ, which are defined by Setogushi et al., 2006. and the test Reynolds 
number based on the chord was 0.4×104.
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The 0.6m turbine was tested for different constant axial velocities between a rotational speed 
range of 1200rpm and 100rpm, thus, giving a flow coefficient range between 0.15 and 3.58 
(Ryan, 2005). The lowest Reynolds number achieved at peak efficiency was 0.46×105 at the axial 
velocity of 4.91m=s and the highest Re was 1.23 105 at va = 12.6m/s, respectively. These upper 
and lower limits were defined by the limitations of the test rig; the experiments were carried out 
up to a flow rate of 2.11m3/s and the instruments used for data collection. It is believed that there 
are no prominent effects of Reynolds number on this type of turbine and constant performance 
can be achieved over a wide range of Reynolds number (0.46×105 to 1.23×105), as the mean 
efficiency is within ±2.5% of the maximum and the minimum efficiencies achieved within this 
range of Reynolds number. Furthermore, the critical Reynolds number found experimentally 
for this turbine was 0.65×105 (Ryan, 2005; Hammad, n.d). In general, it can be said that this 
type of impulse turbine has no apparent effects due to the change in the Reynolds number as 
the performance was found to be stable over a wide range of Re.

TABLE 1 
Rotor and guide vane parameters
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Fig.2: Rotor blade and guide vanes geometry

Therefore, the performance for the large diameter impulse turbines for actual wave energy 
power plants, running at higher Reynolds number can be predicted using the experimental data 
from model testing (Hammad, n.d; Setoguchi et al., 2004).

NUMERICAL PROCEDURE

In order to analyze the overall performance of the OWC device fitted with a full-scaled 
impulse turbine, iterations were carried out for various turbine rotational speeds between 60 
and 900rev/min.

Considering the quasi-steady flow conditions, typical turbine characteristics arrived at 
from the uni-directional experimental data for the said turbine were used for this simulation as 
using such uni-directional flow data in the actual quasi-steady conditions has been validated 
by previous studies on the Wells turbine (Inoue et al., 1998) and a study on the impulse turbine 
(Setoguchi et al., 2006). A simple geometry of the OWC (Setoguchi et al., 2006) was considered 
for the simulation with a turbine duct area to air chamber area ratio, m = 0.0234 (see Fig.3). 
The techniques and performance parameters used by Inoue (1998) and Setoguchi et al. (2006) 
for the numerical simulation of 0:3m diameter Wells and impulse turbines under irregular flow 
conditions were adopted by Thakker et al. (2004). The latter analysis simulated the 0:6m impulse 
turbine using the existing equations with the damping term included so that it completed the 
general equation of motuion for column of water. It should be noted here that the calculation 
of OWC efficiency has been simplified to show how the damping applied by the turbine affects 
the overall efficiency of the device and is not reacting the true behaviour of an actual OWC. As 



Full-Scaled Impulse Turbine Performance Prediction using Numerical Simulation

293Pertanika J. Sci. & Technol. 22 (1): 289 - 305 (2014)

such, the simulation technique used does not take into account the effects due to the secondary 
damping which further consists of two components, namely, radiation damping due to waves 
by the column and loss damping due to energy losses in the system (Curran et al., 2000). This 
simplified technique was used to simulate irregular, unsteady flow conditions for the turbine, 
based on the sea wave data. The equations were solved using the standard numerical techniques 
using Runge-Kutta Fehlberg Method in Matlab (Thakker et al., 2004).

 

Fig.3: A schematic view of the OWC device used in the numerical simulation

Efficiency of OWC

The relationship between the incident wave height (H) and the wave height (h) in the air chamber 
is given by Setoguchi et al. (2006) as:

( ){ }( )s C s C
d dhhA g H h p A
dt dt

ρ ρ= − −∆
           (6)

This is an approximate equation of the motion of OWC because the equation of motion 
about OWC is generally expressed by using linear water wave theory (Chatry et al., 1999).

Eq. 6, which basically originates from Newton’s second law of motion i.e. F = m a, was 
modified to include the damping applied by the turbine. The standard equation of motion for a 
mass-spring-damper system is given in the basic form as follows:

{ } { } { } ( )d mX C X K X F t
dt

+ + = 

             (7)

where
( ){ }( ) s CF t g H h p Aρ= − −∆  oscillating force on water column surface

s C Em hA Mρ= =   effective mass of water column

AC B=    damping
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s CK gAρ=    the buoyancy of the column

X h=     displacement of water surface.

Considering the system analogous to the mechanical vibration system with single degree of 
freedom with damper, the equation of motion (Eq. 6) can be modified to include the damping 
applied by the turbine. This results in the following equation:

2

2

 ( )E A
d h dhM B K h F t
dt dt

= + + =
             (8)

The damping applied on the OWC by the turbine, BA, is given by:
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which is the ratio of axial velocity to tangential blade velocity at mid-span (rR), and
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which is the definition of the pressure coefficient (Thakker & Fergal, 2004), substituting 
in BA for p* and ϕ gives:

2 *4 C
A a R

T

A pB U
A

ρ
φ

 
=  

              (12)

It has been reported that the optimum damping is a function of wave period, incident 
wave power, and that no single damping level will optimize the performance of the column 
in all seas (Curran et al., 1995). Substituting the values of ME, BA, K, X and F(t) in Eq. 8 and 
simplifying, we will get:
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          (13)

The above equation was solved using Runge-Kutta Fehlberg algorithm Matlab. The turbine 
performance characteristics were taken from experimental data under steady conditions. 
Generally, it is believed that the characteristics of the irregular motion of the OWC are different 
from those of the incident waves due to the energy absorbing characteristics, losses due to 
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radiation, and other effects due to the random nature of the waves. As the main purpose of this 
simulation is to evaluate turbine performance under given irregular conditions, the method 
was simplified and only damping applied by the turbine was taken into account, while other 
factors were not taken in consideration here.

The conversion efficiency of OWC can be defined as the ratio of incident wave power and 
the power of OWC. It is important to note here that the efficiency of the air chamber is also 
dependent on the compressibility effects within the chamber (Thakker et al., 2003). However, 
as the objective of this analysis is to evaluate the performance of the turbine under real sea 
conditions, the efficiency of the air chamber in this case can therefore be obtained by the ratio 
of incident wave power and the power of OWC (Setoguchi et al., 2006). The incident wave 
power is defined as the power in watts delivered by each meter width of a wave (Duckers, 
1996) and is given by:

2 2

32
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π
=

             (14)

Therefore, the incident wave power iW  and power of OWC oW  are defined as:
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Thus, the efficiency of air chamber can be defined as:

o
c

i
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W
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             (17)

Efficiency of the Turbine

If compressibility effects are neglected, the air flow rate can be obtained by calculating the 
volume of water displaced above (or under) the mean water level (MWL) per unit time. 
Consequently, the axial flow velocity is directly proportional to a variation of the wave height 
h. Therefore, the non-dimensional axial flow velocity through the turbine va* is written as:
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s
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The running characteristics of the turbine under irregular, unsteady flow conditions were 
calculated through numerical simulation. The steady flow characteristics of the turbine are 
assumed to be valid for computing performance under unsteady flow conditions. Such a quasi-
steady analysis has been validated in some previous studies for both Wells turbine (Inoue et al., 
1998) and impulse turbine (Setoguchi et al., 2006). The running characteristics are obtained by 
keeping rotational speed constant. In this case, the mean output oC  and input coefficient iC
can be defined respectively as:
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It can be noted from Eq. 14 and 15 that the performance of the turbine can be calculated 
as a function of *kω  and *

aυ , when torque coefficient, CT(ϕ), input coefficient, CA(ϕ), solidity, 
σrR, hub to tip ratio, υ and non-dimensional angular speed *ω  are specified.

The mean efficiency of the turbine can be defined as:

o
t

i

C
C

η =
             (21)

Therefore, the mean conversion efficiency for the OWC device at a given constant rotational 
speed under irregular, unsteady flow conditions can be calculated as follows:

 t cη η η= •              (22)

METHODOLOGY

In the above section, it was mentioned that the turbine performance under irregular conditions 
depends on a unique parameter *kω . This parameter includes the characteristic parameters of the 
irregular wave (Hs & T ), turbine speed (ω ) and the dimensions of the turbine and air chamber 
(rR & m). Therefore, once an optimum value of *kω is determined by numerical simulation for a 
given test wave and dimensionless turbine characteristics, the combination of optimum design 
values (m, rR and ω ) can be obtained for a site where significant wave height, Hs an d mean 
time period T are known (Setoguchi et al., 2006).

The reciprocal 1/k ω * represents the flow coefficient for ordinary fluid machines. To 
calculate different 1/k ω * values, assuming quasi-steady flow conditions uni-directional steady 
flow experimental data at constant axial velocity was used to generate turbine performance 
data for different constant rotational speeds. The CT(ϕ and CA(ϕ) characteristics trends from 
experimental results were used to generate the turbine performance data for different constant 
rotational speeds. The turbine performance data were generated for different rotational speeds 
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between 900 rpm to 60 rpm in order to get a wide range of flow coefficient through the turbine.
After generating the performance data, the incident wave height was converted into wave 

height in the chamber for each constant rotational speed using Runge-Kuta-Fehlberg algorithm. 
Following this conversion, the wave height within the chamber was translated into the volume 
flow and non-dimensional axial velocity, va*, over the turbine. The variation of the damping 
(BA) was calculated using instantaneous flow coefficient and pressure drop through the turbine. 
Subsequent calculations lead to the mean turbine output and input characteristics (Eq. 19 and 
Eq. 20, respectively). The mean efficiency of the turbine was achieved using Eq. 21. Similarly, 
the efficiency of the OWC was also calculated for each individual 1/k ω * by using Eq. 15 and 
Eq. 16. Finally, the overall mean efficiency of the device was achieved by using Eq. 17 for 
each constant rotational speed.

Application To Typical Irish Sea State

The numerical simulation technique was used in this work to evaluate the energetic performance 
of an OWC device with reference to the sea state typical of an Irish location. The study was 
carried out using actual sea data based on the water surface elevation time history (Thakker 
et al., 2008) measured during the years 2002-2003. It was referred as wave site-2, which has 
an overall mean time period, T = 9.2s, and the mean significant height Hs = 3.1m. The wave 
site-2 data had been initially assessed for the reference year and 9 significant sea states were 
found (summarized in Table 2).

TABLE 2 
The nine sea states for the climatic Irish wave site-2

 

The wave frequency is defined in terms of its energetic period, T . In Table 2, Z is the 
sea state frequency of occurrence in a year. Moreover, the input data used are shown as a 
diagrammatic view of both significant wave height (m) and wave period (s) versus time. In 
Fig.4 and Fig.5, the seasonal trend of wave data is shown for a typical winter and summer 
conditions, respectively, in terms of hourly distribution of Hs & T . It is remarkable that the 
Irish sea conditions feature almost unchanged wave period distributions in terms of average 
values, but the winter significant height is usually higher. With respect to the reference year, the 
annual average level of the power released on the west coast of Ireland is about 35÷ 40 kw/m.

As far as the input quantities (significant height and mean period) are concerned, they 
are given to the numerical technique Matlab programme with an hour time step during a year, 
from 1.00 am of September 1st to 12.00 pm of August 31st. In the following section, the January 
results are shown.
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Fig.4: Wave input distributions in January 2002

 

Fig.5: Wave input distributions in July 2002

Damping Applied by the Turbine

Fig.6 demonstrates the incident wave height (H) and wave height inside the chamber (h) plotted 
against time (Hours) for different turbine speeds (125, 200, 300, 400, 600, 700rev/min). It 
can be seen that there is a far greater variance in the scatter of the values of h at higher wave 
incidences. It can also be observed that as H decreases, this trend tends to die out and the values 
of h tend to converge towards a single value and closer to H. However, as H increases, it can be 
seen that the energy loss in converting to h increases dramatically. This conclusion is reached as 
the percentage of h retained after the conversion from H decreases accordingly as H increases.

Fig.6 also demonstrates the changing effect the turbine rotational speed has on the amount 
of damping applied by the turbine and hence the generated flow coefficient. It can be seen that 
as the turbine speed increases, the applied damping increases and the flow coefficient range of 
the OWC decreases.

Fig.7 shows the mean converted power incident wave to pneumatic, hourly integrated. 
The simulated system pneumatic power has a trend similar to the incoming wave conditions. 
It is worth noting that its values are irregular because of the large variability of the incident 
waves. This confirms that the output power from the OWC is higher for higher waves and vice 
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versa. This also resembles the typical behaviour of the turbine, as shown during uni-directional 
steady and unsteady flow conditions in terms of air axial velocity. Furthermore, it is noticed 
from Fig.7 that local maxima related to a particular speed exist at different levels of incident 
wave power. The OWC device converts more power when the turbine is running at 300rpm 
than any other speed when higher wave power is available. This shows that the damping 
applied by the turbine is optimum at 300rpm for such higher wave power. At a lower incident 
power, the OWC device converts more power at a higher turbine rotational speed. This is a 
clear indication that a higher level of damping does not indicate a lower performance of the 
OWC device; on the contrary, this could be optimum for a particular significant wave height.

In order to give more hints on the performance of the OWC device for different turbine 
speeds (200, 300, 400, 600rev/min), it is convenient to analyze the shaft torque output diagram. 
Fig.8 demonstrates the marked conversion discontinuities owing to the non-deterministic wave 
energy character. It can be seen that there is a far greater variance in the scatter of the values 
of turbine torque at the higher wave incident. It can also be observed that accordingly, as the 
incident power decreases, this trend tends to die out and the values of the turbine torque tend 
to converge towards a single value.

 

Fig.6: Incidence height (H) and height inside the chamber (h) versus time at different rotational 
speeds

 

Fig.7: The OWC pneumatic power distribution in January
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Fig.8: Turbine Torque distribution in January

However, as the incident power increases, it can be seen that the torque and hence the 
energy loss increases. Though the output torque at 200rpm is shown to be the highest, the 
shaft power is higher when the turbine is running at 300rpm because of the difference in the 
rotational speed. Furthermore, as shown previously, the converted pneumatic power available 
to the turbine is also higher.

Optimum Turbine Rotational Speed

One of the major parameters for the design of the impulse turbine for a wave power application 
is the rotational speed that the turbine is to be operated at. In Fig.9, different instantaneous 
efficiency profiles can be seen for the turbine over the range of input power when the turbine 
is operated at different rotational speeds. The higher the efficiency value (Fig.9) is about 46%, 
which corresponds to the optimum operating condition. This value of the peak conversion 
efficiency is in accordance with the available experimental data. In Fig.10, it can be seen that 
the corresponding shaft power produced at these rotational speeds. These last two figures are 
based essentially on the same information, but expressed in two different ways. Perhaps Fig.10 
has a more immediate and intuitive meaning since it gives the output power directly.

 

Fig.9: Device efficiency vs. available power
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Fig.10: Shaft power vs. available power

The effect of efficiency peak occurring low in the input power range is apparent. Taking the 
efficiency curve corresponding to 85rpm shown in Fig.9 as a case in point, it can be seen that 
the efficiency characteristic of the turbine climbs rapidly to a peak at a low input power level. 
The impulse turbine with fixed guide vanes has a benign efficiency fall off characteristic after 
the peak efficiency point in comparison with the Wells turbine, which has a pronounced stall 
characteristic. There is no such characteristic in the impulse turbine with fixed guide vanes; 
this turbine still delivers useful amounts of power up to 800kw after it has reached its peak 
efficiency at a mere 20kw. However, this is clearly not the ideal manner in which to operate 
the turbine as can be seen from the corresponding curve in Fig.10.

Having the efficiency of the turbine peak low in the range of input power results in an 
inferior performance. In the case of the turbine being operated at 300rpm, Fig.10 shows that 
more power is delivered over a range of input power. In Fig.9, it is clear that the efficiency of the 
turbine peaks much closer to the mid range of input power. This results in the turbine converting 
a greater proportion of a larger input power, resulting in higher overall converted power. The 
integral OWC simulated performance is presented in Table 3, in terms of the monthly converted 
energy. These data are computed in time of the total power produced by the OWC device.

From the integration results, i.e. the total amount of energy converted by the OWC during a 
year is about 54 and 348Mwh when the turbine is running at 200rpm and 400rpm, respectively, 
with 40% of the total productivity from January and February. Critically, it was noticed that 
the productivity from July and August accounted for 20% of the total energy converted during 
the reference year, which is typical of the Irish climatic conditions. Finally, the mean turbine 
efficiency predictions, with and without damping along with the bi-directional unsteady flow 
experimental results, are shown in Fig.11. The predicted efficiency matches qualitatively the 
experimental efficiency results. From the curves in this plot, the effect of turbine damping can be 
observed, especially at higher values of 1/k ω *. It can be noted here that in the flow conditions 
from this wave site, the magnitude of peak efficiency was comparable with that achieved under 
bi-directional unsteady flow conditions. However, the efficiency dropped significantly at higher 
flow coefficients as compared to that observed in the case without damping. The reason might 
be due to the fact that the pressure drop offered by the turbine in the region of higher flow 
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coefficient is comparatively very high and the curve is steeper than that of the experimental one. 
The peak efficiency dropped by a value of 2.5% from the experimental result of 43.5% (Rehil, 
2007) at 1/k ω * = 1.2, which was achieved under uni-directional unsteady flow conditions. It 
can be noted that the value of 1/k ω * corresponding to 300rpm at peak efficiency is different 
from the experimental value. This can be attributed to the fact that the turbine performance in 
the irregular wave conditions depends on the level of turbine damping, which in turns depends 
on the wave climate, especially the significant wave height. It can be said that turbine damping 
has a significant effect on the performance of turbine and also the overall performance of 
complete device.

TABLE 3 
Monthly energy converted by the OWC device

 

Fig.11: A comparison of turbine efficiency (with and without damping) and efficiency from the 
experiment
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CONCLUSION

The performance of the turbine under irregular, unsteady flow conditions using real sea data 
shows that the damping applied by the turbine is a major factor affecting the energy conversion 
from raw sea waves. The results achieved using this numerical simulation technique show that 
it can be used as an indicative tool to predict turbine performance under irregular, unsteady flow 
conditions for specific wave conditions. The use of real sea data enhances the practical use of 
this numerical simulation for predicting performance of the turbine for an actual power plant for 
a given wave site. In order to exploit the maximum power from the waves, the turbine should 
be matched so as to give an appropriate level of damping for the prevailing wave conditions. 
The typical stable behaviour, associated with this type of turbine was observed under irregular, 
unsteady real sea conditions. No stall point was observed and therefore the turbine was able 
to perform consistently at varying wave conditions. This characteristic gives it an edge over 
other self-rectifying turbines used for wave energy extraction. Therefore, it can be said that 
this impulse turbine is capable of converting energy for a wide range of flow coefficient under 
irregular, unsteady flow conditions. The simplified technique was used to simulate irregular, 
unsteady flow conditions for the turbine based on sea wave data do not react the true behaviour 
of an actual OWC.
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INTRODUCTION

Currently, interests are growing in the use of 
simultaneous sorption processes to remove 
pollutant gases such as sulphur dioxide (SO2) 
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ABSTRACT

Simultaneous removal of SO2 and NO from simulated flue gas by cerium oxide supported over palm 
shell activated carbon (Ce/PSAC) was studied in a fixed bed adsorber. In this study, the adsorption 
breakthrough of SO2 and NO on Ce/PSAC at different reaction temperatures was manipulated to test 
their applicability to a model developed by Yoon and Nelson (1984) for breakthrough curves. Yoon 
and Nelson (1984) developed a relatively simple model addressing the adsorption and breakthrough 
of adsorbate vapour with respect to activated charcoal. This model was based on the assumption that 
the rate of decrease in the probability of adsorption for each adsorbate molecule is proportional to the 
probability of adsorbate adsorption and the probability of adsorbate breakthrough on the adsorbent. A 
regression analysis (least square method) has been used to give the model parameters of k and t1/2. The 
results showed that the agreement between the model and the experimental results is satisfactory. From 
the observation, it is concluded that the simple two-parameter model of Yoon and Nelson’s model can 
be applied for modelling the breakthrough curves of SO2 and NO gas adsorption over Ce/PSAC.
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and nitrogen oxide (NO) simultaneous to 
avoid air pollution and green house effect. 
One of such process is adsorption. Gas 
adsorption is a separation process in which 
adsorbate molecules are adsorbed to the 
pore surface of solid adsorbents. Activated 
carbon has been recognized worldwide for its 
usage as an effective adsorbent for gas phase 
applications. This is due to its large surface 
area and pore volume (Barton et al., 1997; 
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Bansal et al., 1988). Literatures have shown that activated carbon can be used to remove SO2 
and NO (Davini, 2001; Qiang et al., 2005; Zhu et al., 2005). In previous work, the potential 
of PSAC (palm shell activated carbon) as a modified (impregnated with cerium oxide) sorbent 
was tested for its possibility in sorbing both SO2 and NO gas simultaneously from a simulated 
flue gas at different temperatures. It was found that the modified PSAC (PSAC-Ce) successfully 
adsorbed SO2 and NO simultaneously (Sumathi et al., 2010; Sumathi et al., 2010) and the 
adsorption result is presented as breakthrough curves.

Many theoretical or empirical equations have been proposed to model the adsorption 
breakthrough curves (Wood, 1987; Wood & Moyer, 1989) These equations were theoretically 
addressed to describe the adsorbate diffusion in the porous adsorbent such as activated 
carbon. It has been reported that breakthrough times (i.e. the time to reach defined effluent 
concentrations) and adsorption capacities (amounts held at breakthrough) of adsorbent beds 
for a given adsorbate gas are functions of the concentration of that gas in air (Yoon & Nelson, 
1984). From the perspective of process modelling, the dynamic behaviour of a fixed bed column 
is described in terms of the effluent concentration–time profile, i.e. the breakthrough curve. 
There are a number of models suggested in the literature, such as Bohart and Adams model, 
Bed Depth Service Time model (BDST), Yoon and Nelson model, Clark model and Wolborska 
model (Hamdaoui, 2006). However, one of the most common models used for concentration 
profile is the Yoon and Nelson model (Yoon & Nelson, 1984).

In this paper, the theoretical breakthrough curves at five different equilibrium temperatures 
are generated and studied to be compared with the corresponding experimental data using Yoon 
and Nelson model to give an equation predicting the whole breakthrough curve for sorption 
of SO2 and NO on PSAC-Ce.

EXPERIMENTAL

PSAC was impregnated with cerium metal nitrate (Ce(NO3)3·6H2O) of an appropriate 
concentration to obtain around 10wt% of metal content per gram of PSAC (10 mL of 10wt % 
metal solution/gram of PSAC). The preparation method has been reported previously (Sumathi 
et al., 2010). The simultaneous removal activity of the prepared sorbent was carried out in a 
fixed bed adsorber. The prepared PSAC-Ce sorbent (1.0 g) was placed on borosilicate glass wool 
(0.05 g) in the centre of the adsorber. A stream of gaseous mixture representing the simulated 
flue gas, containing SO2 (2000 ppm) (50%), NO (500 ppm) (11%), oxygen (O2) (10%), and 
nitrogen (N2)(29%) as the balance, was passed through the prepared sorbents. The schematic 
diagram and parameter control have been reported previously (Sumathi et al., 2010). The 
adsorption temperature was varied from 100ºC to 300ºC. The experimental results have been 
reported elsewhere (Sumathi et al., 2010). This data were used to model the breakthrough curve 
using Yoon and Nelson Model.

BREAKTHROUGH MODEL

Yoon and Nelson developed a relatively simple model addressing the adsorption and 
breakthrough of adsorbate vapour with respect to activated charcoal (Yoon & Nelson, 1984). 
This model was based on the assumption that the rate of decrease in the probability of adsorption 
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for each adsorbate molecule is proportional to the probability of adsorbate adsorption and the 
probability of adsorbate breakthrough on the adsorbent. Yoon and Nelson’s equation is not only 
less complicated than other equations, such as the Wheeler equation by Wheeler and Robell in 
1963 (Tsai et al., 1999) and Mecklenburg equation by Klotz in 1946 (Tsai et al., 1999), but it 
also requires no detailed data concerning the characteristics of adsorbate, the type of adsorbent, 
and the physical properties of adsorption bed.

The Yoon and Nelson’s equation (1984) is expressed as:

1
ln1/2

Cet t
K C Co eYN

= +
−

            (1)

1/2YNk K t=                (2)

where KYN is the rate constant (min−1), t1/2 the time required for 50% sorbate breakthrough (min), 
t is the time (min), Ce is the breakthrough concentration of adsorbate in ppm, Co is the initial 
inlet concentration of adsorbate in ppm and k is the proportionality constant.

The calculation of the theoretical breakthrough curves for a single-component system 
requires the determination of the parameters KYN and t1/2 for the sorbate of interest. These values 
may be determined from the available experimental data. The approach involves a plot of ln[Ce/
(Co−Ce)] versus t, time according to Eq. (1). If the theoretical model accurately characterizes 
the experimental data, this plot will result in a straight line with slope of KYN and intercept 
-t1/2KYN =(-k). The proportionality constant, k value can be obtained from Eq. (2).

RESULTS AND DISCUSSION

In this study, the adsorption breakthrough of SO2 and NO on PSAC-Ce at different reaction 
temperatures was used as the dataset to analyze the model. The experimental data were obtained 
from the breakthrough data of different temperature effects on SO2 and NO sorption which have 
been reported elsewhere (Sumathi et al., 2010). The temperatures were in the range of 100°C to 
300°C on each adsorbate respectively. Table 1 shows the saturation time and breakthrough time 
for SO2 and NO at different temperatures extracted from the reported data earlier (Sumathi et 
al., 2010). The results show that SO2 saturates faster than NO. NO takes longer time to achieve 
breakthrough than SO2. Using these results, the rate constants were calculated.

In order to find the rate, constant plots of ln [Ce/(Co-Ce)] vs. sampling time (t) according to 
Eq. (1) at various temperatures were done. The plots yield straight lines as expected (Yoon & 
Nelson, 1984) with the slope of KYN and the intercept of -k. The values were used to calculate 
t1/2 and k at each temperature. A regression analysis (least square method) was used to give the 
model the parameters of k and t1/2.

Table 2 shows the tabulated data at each temperature. The model appears to fit the 
experimental data reasonably well with correlation coefficient factor, (R2) above 0.95. Both 
KYN and t1/2 are dependent on the adsorbent adsorption capacity. According to Yoon and Nelson, 
the KYN and parameter values are dependent on the adsorption capacity, whereby the value of 
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t1/2 decreases with decreasing adsorption capacity, while KYN increases (Yoon & Nelson, 1984). 
This phenomenon was predicted exactly in this case study.

 In the case of SO2, the t1/2 values increased from 100°C to 150°C and then decreased from 
200°C to 300°C. This is because the adsorption capacity of SO2 by PSAC-Ce increased when 
the temperature increased from 100°C to 150°C, whereas when the temperatures were more 
than 200°C, the adsorption capacity of SO2 decreased. According to Zhang et al., increment 
in the operating temperature could enhance the chemical reaction rate and ionic diffusion rate 
of SO2 (Zhang et al., 2006). Hence in this case at temperature 150°C, SO2 had a higher ionic 
diffusion rate into the pores of Ce/PSAC. Furthermore, metal cerium possesses high oxygen 
mobility at higher temperature, which can easily be oxidized to SO3 and this scenario indirectly 
gives a a higher breakthrough time (Trovarelli et al., 1999). However, when the temperature 
was further increased from 200°C to 300°C, the SO2 sorption was decreased. This is due to the 
kinetic energy of SO2. It is known that at a higher temperature, SO2 molecules lose their kinetic 
energies, which make the adsorption an exothermic process (Guo & Lua, 2002). This condition 
indirectly lessens the amount of SO2 adsorbed into the pores of Ce/PSAC. The calculated KYN 
value increased when the temperature was increased from 100°C to 150°C and then decreased 
accordingly from 200°C to 300°C, as shown in Table 2. These findings indicate that Yoon and 
Nelson’s model fits well with the current SO2 experimental data vs. different temperature.

As for NO, it was observed that higher temperature (100°C -250°C) increases the adsorption 
capacity. Higher temperature shows a better removal of NO comparatively because Ce/PSAC is 
in a more active state to oxidize and reduce NO since cerium oxide has high oxidation activity 
at high temperature conditions (Waqif et al., 1997; Rodas-Grapain et al., 2005). Furthermore, 
at a lower temperature (150°C - 250°C), metal doped carbons showed high catalytic activity 
due to the disassociation of NO chemisorption, accompanied by N2O and N2 evolution and 
oxygen accumulation on the catalyst surface (Mehandjiev et al., 1997). Besides that, when the 
temperatures were lower (<150°C), the impregnated cerium oxide was most likely in a less 
active state (whereby lower temperature, the capability of CeO2 to store and release O2 via the 
redox shift between Ce4+ and Ce3+ under oxidizing and reduction conditions respectively was 
lesser (Qi & Yang, 2003), thus giving only a moderate removal of NO from the simulated flue 
gas. Moreover, it was reported that at a higher temperature, AC itself could decompose NO 
and reduce it to N2 (Guo et al., 2001; Mehandjiev et al., 1996).

TABLE 1 
Saturation time and breakthrough time for SO2 and NO at different temperatures  
(Sumathi et al., 2010)

Temp. (°C) SO2 NO
Breakthrough Time Saturation Time Breakthrough Time Saturation Time

100 180 275 115 265
150 195 285 140 290
200 85 185 170 320
250 45 140 180 335
300 35 120 85 200
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TABLE 2 
Values of the parameters for SO2 and NO adsorption at various temperatures

Temp. Values of Parameters R2 R2

(°C) KYN (min-1) t1/2 (min) k B/TCurve
SO2 100 0.0754 228.06 17.20 0.9567 0.9962

150 0.0714 240.99 17.21 0.9799 0.9978
200 0.0632 133.81 8.46 0.9644 0.9933
250 0.0653 90.97 5.94 0.9500 0.9921
300 0.0832 74.30 6.18 0.9918 0.9987

NO 100 0.0346 195.33 6.76 0.9567 0.9940
150 0.0324 199.56 6.47 0.9799 0.9937
200 0.0308 251.95 7.76 0.9529 0.9947
250 0.0304 260.15 7.91 0.9537 0.9932
300 0.0443 144.43 6.40 0.9855 0.9964
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Fig.1: Breakthrough curves for various temperatures of SO2 adsorption on PSAC-Ce; (a) 100ºC, (b) 
150ºC, (c) 200ºC, (d) 250ºC, and (e) 300ºC by Yoon and Nelson’s model
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In the literature, it is indicated that a catalytic reaction and chemisorption of NO on active 
centres must occur at a temperature of more than 200°C (Muniz et al., 1999). As a result, the 
value of t1/2 increased as the temperature increased. The KYN value decreased consequently. 
The value of k (proportionality constant), on the other hand, is theoretically independent of the 
adsorption capacity. This is fairly well-demonstrated by the experimental results in this study. 
It is noted that different adsorbate gases are characterized by different values of k (Yoon & 
Nelson, 1984). The k values for NO range from 6.0 to 8.0 at different temperatures. Whereas 
for SO2 the first two temperatures were around 17.2 and for the temperatures more than 150°C, 
it was around 6.0 to 8.5, respectively. The data fit well with the experimental data at different 
temperatures.

Following the determination of KYN and t1/2, one can easily construct the complete 
breakthrough curves (Fig.1 and Fig.2) for the given set of experimental conditions by applying 
Eq. 1 and using the determined values in Table 2.
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Fig.2: Breakthrough curves for various temperatures of NO adsorption on PSAC-Ce; (a) 100ºC, (b) 
150ºC, (c) 200ºC, (d)250ºC, and (e) 300ºC by Yoon and Nelson’s model
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The calculated breakthrough curves based on Yoon and Nelson’s equation were compared 
with the corresponding experimental data shown in Fig.1 for SO2 and Fig.2 for NO. It was noted 
that each solid dot in Fig.1 and Fig.2 represents almost the model data of SO2 and NO and it 
fit well with the experimental data at different temperatures. This shows that the agreement 
between the model and experimental results is very satisfactory. The corresponding coefficient 
factor was very high (R2>0.9900) and near 1.0 agreement with the corresponding experimental 
data at different adsorber temperatures.

This further proves that the calculated theoretical breakthrough curves were in good.  Even 
though the experimental data did show some inconsistent data due to the effects of temperature 
in this system, the model could still identify the changes and development of the model data 
accordingly.

CONCLUSION

A simple two-parameter model, i.e. rate constant, k’, and t1/2 time required for 50% adsorbate 
breakthrough, t1/2 of Yoon and Nelson’s model could be applied for modelling the breakthrough 
curves of SO2 and NO gas adsorption through PSAC-Ce. The parameters obtained from 
the fitting of the experimental data with the model were used to generate the theoretical 
breakthrough curves. The calculated theoretical breakthrough curves were in good agreement 
with the corresponding experimental data, whereby the R2 of the model breakthrough curves 
was more than 0.9900.
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ABSTRACT

The composite nature of Ennore Creek, receiving polluted waters from Buckingham canal, River 
Kortalaiyar, and the presence of numerous industries rapidly degrade the coastal environment. In this 
study, multivariate statistical technique was used to assess the nature of pollution and to identify the factors 
responsible for the enrichment of trace metals in the creek sediments. Forty samples were collected during 
pre- and post-monsoon periods to evaluate the seasonal variations on the concentration of trace metals in 
the sediments. The results indicate that not much seasonal variation exists in the concentration of trace 
metals in the sediments of Ennore creek. Results of the cluster analysis illustrate that the enrichment of 
trace metals was mainly from anthropogenic sources. Meanwhile, correlation coefficient among the metals 
reveals that some of the metals (Fe and Al) derived were of natural origin. The complex data matrix of 
the sediment were interpreted after reduction to three factors and the results illustrate the extent of the 
influence of anthropogenic activities. The spatial distribution diagrams demonstrate and demarcate the 
region of enrichment of metals in the sediments of Ennore creek.
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INTRODUCTION

Estuarine environments have traditionally served as recipients of domestic and industrial 
effluents from the adjacent metropolis (Jayaprakash et al., 2005). The effect of contamination is 
dependent on the nature and quantum of effluents, and on whether they are discharged directly 
into the estuary from a point source, or indirectly through river systems. Heavy metal pollution 
in the estuarine environment is very serious due to their toxicity, persistence and ability to 
accumulate in biota (Beldi et al., 2006). Heavy metals can remain in the environment unchanged 
for years and may pose threat to humans and other organisms (Ahmad et al., 2009). Toxicity 
and bioavailability of heavy metals in an ecosystem depends on the way they are fixed in the 
sediments. The mobile fraction of the metal adsorbed at the surface of solid bodies is the most 
labile and known as exchangeable fraction. In this fraction, metals are bound by processes of 
physical and chemical sorption and they interchange easily with other ions in the environment. 
Thus, evaluation of heavy metal contamination is vital in order to determine the level of its 
contamination in the environment. The data obtained from such studies are significant in the 
decision making of environmental planning strategies.

Hydrodynamic and physico-chemical conditions of the estuary have great influence on 
the horizontal distribution of metals in creek water and sediments. Physical and chemical 
partitioning behaviour and speciation of metals, within and between different environmental 
compartments, are controlled by various physicochemical factors (Padmini et al., 2007). Heavy 
metal pollution in the water and sediment of Ennore creek is influenced by both point and 
non-point pollution sources. The high pollution load in Ennore Creek has drastically changed 
the ecosystem (Azariah, 1997; Jayaprakash et al., 2005; 2008). The study of the geochemistry 
of sediment requires handling of a large data set, which includes the concentrations of various 
ions. At the same time, classification, quantification and interpretation of the data are important 
steps in the assessment of sediment quality. In order to achieve this objective, multivariate 
statistical techniques have been successfully used by various researchers. Sediment quality 
data of the area were subjected to factor analysis (FA) to interpret, understand and identify the 
mechanisms, processes (both natural and anthropogenic) and specific source of water quality 
deterioration and contamination in the area. In particular, FA explains the correlations between 
the variables in terms of the underlying factors, which are not apparent otherwise (Yu et al., 
2003). In this work, R-mode FA is used to identify and quantify the factors responsible for the 
enrichment of metals in the sediments of Ennore creek.

STUDY AREA

The study area (Ennore Creek) is located the north of Chennai, where most of the area consist 
of alluvial tracts and the remaining, in the eastern part, is occupied by beach dunes, tidal flats 
and creek (Jayaprakash et al., 2008). The Creek is an aperture of the brackish water system 
into the Bay of Bengal. It is almost 800m wide and elongated in a NE-SW direction. Ennore 
Creek merges with the backwater bodies and the north-south trending channels connecting it 
to Pulicat Lake in the north and to the tributaries of Kortalaiyar River in the south (Fig.1). The 
depth of the creek ranges from 2 to 3m and is shallow near the mouth and on the northwestern 
part merging with the tidal flats. Mangrove swamps are also noticed in the area. The southern 



Geochemical Assessment of Sediment Quality using Multivariate Statistical Analysis

317Pertanika J. Sci. & Technol. 22 (1): 315 - 328 (2014)

limb of the creek, fringing the northern areas of Chennai city, is well-developed with industries, 
utilities, suburban residential areas and fishing hamlets. The northern section of the creek or 
Kosistalaiyar backwater is connected to Pulicat Lake and has two major developmental areas 
– the North Chennai Thermal Power plant and the recently built Ennore port. Waste water 
enters the creek through the Buckingham canal, a waterway that was built for navigation. The 
canal section that traverses between Chennai and Ennore currently serves as an open sewer 
receiving municipal and industrial wastewaters (Jayaprakash et al., 2012). The creek also 
receives wastewater from the Manali industrial area. It is crucial to note that rapid development 
of Chennai city in the last three decades has put additional stress on the surrounding aquatic 
environment.

 

Fig.1: Location map of the study area
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MATERIALS AND METHOD

Analytical Methodology

Forty surface sediment samples were collected from a boat using Van Veen grab during the pre- 
(PRM) and post-monsoon (POM) seasons of 2009 (20 samples in each season). The samples 
were collected from the entire creek region, which has a variety of branches spread over a 
wide area, with marshy conditions in many places. The sampling sites were selected on the 
basis of possible local and point sources. The samples were taken from the central part of the 
grab sampler to avoid any metallic contamination from the sampler itself and were frozen at 
-4°C immediately onboard until further analysis. The samples were collected from a depth of 
2 m to a maximum depth of 3 m during both seasons. The samples were separated following 
the cone and quartering method and were powdered in an agate mortar to the 230 um size.

For total metal analysis, a known quantity of sediment was digested with an acid mixture 
of HClO4 and HF and the final residue was leached with HCl and made up to the required 
quantity (Tessier et al., 1996). Trace metal concentrations (Fe, Mn, Cr, Cu, Ni, Co, Pb and Zn) 
were measured using flame atomic absorption spectrophotometer (Perkin-Elmer AA700) that 
was equipped with a deuterium background corrector. Suitable internal chemical standards 
(Merck chemicals, Germany) were used to calibrate the instrument. All the reagents used were 
of analytical grade and high purity. The accuracy of the analytical procedures was assessed 
using certified reference material MESS-1 (Table 1) from the National Research Council of 
Canada for the present study. 

TABLE 1 
Published and obtained analytical results of MESS-1

Elements MESS-1 Present study Recovery %
Fe 3.1 ± 0.38 2.95 95.16
Mn 513 ± 25 472 92.00
Cr 71 ± 1.1 69.8 98.30
Cu 25.11 ± 3.88 22.9 91.19
Ni 29.5 ± 2.7 28.3 95.93
Co 10.8 ± 1.9 9.9 91.66
Pb 34 ± 6.1 31.8 93.52
Zn 191 ± 17 173.3 90.73

Statistical Methodology

Cluster analysis (CA) is an effective statistical tool for identifying and evaluating similar groups 
from the data matrix. In this study, the classification based on the sampling site was performed 
through CA using Ward’s method (Ward, 1963), with Euclidian distance as a similarity 
measure and synthesis into dendogram plots. Euclidean distance is the geometric distance 
in multidimensional space. Ward’s method is known to be distinct as it uses an analysis of 
variance approach to evaluate the distances between clusters. This particular method minimizes 
the sum of squares (SS) of any two (hypothetical) clusters that have been derived at each step 
(Mcgarial et al., 2000; Vega et al., 1998; Zeng & Rasmussen, 2005).
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FA is unique since the patterns of relationship among many dependent variables are 
studied with the goal of determining the nature of the independent variables that affect them, 
even though those independent variables are not measured directly. FA was applied to the data 
matrix in order to reduce the data to an easily interpretable form. Before applying FA, the data 
were standardized according to the criteria presented by Davis (2002). Computation of the 
correlation coefficient matrix is the first step in FA between the standardized variables. The 
Eigen values quantify the contribution of a factor to the total variance. The contribution of a 
factor is significant when the Eigen value is greater than unity (Kaiser, 1960). Initial factors 
are extracted and they are subjected to mathematical rotation. Varimax rotation procedure was 
used to maximize the difference between the variables facilitating easy interpretation of the 
data. The first factor accounts for as much variance as possible in the data set. The second factor 
accounts for as much residual variance as possible, and so forth. The factor loading indicates 
the degree of closeness between the variables and the factor. The highest loading, either positive 
or negative, suggests the meaning of the dimension, while the positive loading indicates that 
the contribution of the variables increases with the increasing loading in a dimension, and the 
negative loading indicates a decrease (Lawrence & Upchurch, 1982). The study of factor scores 
reveals the extent of influence of each factor on the overall sediment chemistry at all locations 
of the sampling stations. Extreme negative scores reflect areas that are essentially unaffected 
by the processes and positive scores reflect the most affected areas. Near-zero scores indicate 
areas affected to an average degree (Giridharan et al., 2009). In the present study, the variation 
of factors in each station is indicated by spatial distribution diagrams.

RESULTS AND DISCUSSION

The statistical parameters of the analytical data, such as maximum, minimum, mean and 
standard deviation, are presented in Table 2.

TABLE 2 
Composition of metals and texture study results of Ennore creek sediments

Elements
Pre monsoon Post monsoon

Min Max Mean σ Min Max Mean σ
Al 48693 119085 86255 21005 39325 110193 81231 18355
Fe 26700 52000 40737 7732 23292 53500 41774 8652
Mn 422.0 949.0 666.3 151.6 391.6 903.0 686.4 153.0
Cr 160.0 700.0 408.6 136.1 211.0 598.0 392.0 110.4
Cu 46.0 222.0 112.9 53.0 42.0 200.0 106.3 48.6
Ni 17.3 52.3 39.0 10.1 23.8 48.0 36.5 8.0
Co 2.8 9.8 7.1 1.9 2.2 6.1 4.6 1.3
Pb 19.5 49.8 36.7 8.3 16.0 42.0 30.3 6.3
Zn 100.0 226.0 163.9 41.8 109.0 214.4 160.2 34.1
Mud 16.0 44.6 29.2 9.2 14.0 48.5 29.8 10.0
OM 2.5 5.0 3.7 0.7 2.0 6.6 4.0 1.3
CaCO3 2.8 5.0 3.8 0.6 2.7 5.1 4.0 0.8



M. Jayaprakash, R. Nagarajan, P. M. Velmurugan, L. Giridharan, V. Neetha and B. Urban

320 Pertanika J. Sci. & Technol. 22 (1): 315 - 328 (2014)

Temporal Similarity and Grouping of Parameters

CA based on linear pairs of coefficient of correlation among the concentrations of geochemical 
parameters indicates three different clusters during both PRM and POM periods (Fig.2a-b). 
Cluster 1 includes all trace metals along with mud, CaCO3 and Organic Matter (OM), which 
clearly indicates that the origin of these metals should have been from anthropogenic activities. 
Meanwhile, enrichment of these metals in the sediments would have occurred due to the 
precipitation/coagulation of the pollutants in the water column (e.g., Thangadurai et al., 2005). 
Inter-elemental association of Cr, Cu, Zn, Pb, and Mn suggests that their origin was mainly from 
the long-term dumping of solid waste and sewage disposal. Moreover, close linkage distance 
in these trace metals further suggests that corrosion from heavy transportation vehicles and 
burning of tires brings in considerable amounts of Cr, Pb, Zn, and Cu which accumulate in the 
surface sediments (e.g., Turner et al., 2001; Wang et al., 2005).

 

Fig.2: a-b: Dendrogram based on complete linkage method for surface sediments of Ennore creek, SE 
coast of India
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OM has a significant role in the geochemical cycles of trace elements that accumulate in 
sediments; it may be used as an index of depositional environment and sedimentary processes 
(Seralathan et al., 1993). The finer particles (mud) get bound to organic carbon and also facilitate 
the coagulation of trace metals from the water column. Sewage effluents enter the Ennore creek 
through Buckingham canal and also from the rivers Kortalaiyar and Kosistalaiyar which have 
increased the OM content in the water and the finer sediments in this region supporting the 
deposition of organic debris (Rajamanickam & Setty, 1973). Enrichment of the trace metals 
in the sediment of the study area through anthropogenic activities was clearly demonstrated 
by the cluster diagram by transporting the trace metals along with mud and OM in one group.

During PRM, Fe and Al fall separately but distinctly from the trace metals. CA shows 
few relationships between cluster 1 and cluster 2 (Fe); however, cluster 3 (Al) distinguishes 
discretely. Indeed, these results clearly demonstrate that some quantum of Fe would have 
originated from anthropogenic activities, whereas, Al content in the sediments may be enriched 
in the bed sediments by means of lithology of the region or by stream sedimentation process 
(Jayaprakash et al., 2010). In the case of POM, cluster 1 demonstrates the same parameters as 
those of PRM, whereas clusters 2 and 3 fall discretely, indicating that their nature and origin 
may be from the weathering of aluminosilicates (Calvert & Price, 1983).

Correlation Studies

Trace metals and the strong relationships between most of them indicate that they are primarily 
controlled by Fe-Mn oxyhydroxides (Buckley et al., 1995; Zwolsman et al., 1993). In the 
present study, majority of the trace metals were observed to be strongly associated with both Fe 
and Mn, indicating that total trace metals (TTMs) in the region are mainly controlled by Fe and 
Mn oxyhydroxides, with OM as the functional element (Tessier et al., 1979). The correlation 
between Co and Cr, Cu, Ni, Pb and Zn during PRM indicates that the chemical cycling of 
metals has occurred in the study area (e.g., Takematsuuu et al., 1984). In PRM sediments, Fe 
has strong positive correlation with Mn, Cr, Ni, Co, Pb, OM and mud. The strong correlation of 
Fe with Ni and Co only indicates that these metals sre not associated with oxide-oxyhydroxides 
of Fe-Mn phase (Praysers et al., 1991). Ni-Cr-Cu (r=0.8) exhibits a strong positive correlation 
among them (Table 3a). OM derived from decaying organic remains has a high capability 
of accumulating Ni, Cu and Cr by adsorption and by the formation of chelating compounds 
(Wedepohl, 1974). During POM, inter-elemental relationship of TTMs shows that Cr vs Cu 
(r=0.80); Cr vs Ni (r=0.82); Cu vs Co (r = 0.51), Zn vs Pb (r = 0.82) and Ni vs Co (0.76) in the 
sediment indicate their nature and origin (Table 3b). The electroplating industries located near 
the Ennore creek are involved in the processes such as surface preparation and pickling which 
produce acidic and alkaline wastewater with elevated Zn concentration (Forstner & Wittmann, 
1981; Selvaraj et al., 2003). Moreover, effluents from these industries contain significant 
amounts of Ni, Cr and Cd. Zn shows a strong correlation with Ni, reflecting the association of 
Ni with the source of Zn from the industrial effluents. Cr, Zn and Cu are known as pollution 
indicators of paint industries (Lin et al., 2002), and the nature of origin was confirmed from 
the strong correlation among them.
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Factor Analysis

The first three factors accounting for 88% of the variance during PRM and 86% of the variance 
during POM were extracted from the principal factor matrix after varimax rotation (Table 4). 
The spatial distribution diagrams of factor scores reveal the extent of influence of each factor 
on the overall sediment chemistry of the sample stations.

TABLE 3 
Correlation matrix (r) of total trace elements in surface sediments of Ennore Creek, SE coast of India 
(n = 20)

Al Fe Mn Cr Cu Ni Co Pb Mud OM
Fe 0.84 1
Mn 0.58 0.78 1 a. PRM
Cr 0.51 0.78 1
Cu 0.54 0.78 0.90 1
Ni 0.56 0.68 0.73 0.83 0.82 1
Co 0.50 0.67 0.81 0.72 0.76 1
Pb 0.57 0.58 0.54 0.72 1
Zn 0.45 0.61 0.68 0.56 0.65 0.79
Mud 0.90 0.82 0.59 0.50 1
OM 0.90 0.73 0.53 0.52 0.89 1
CaCO3 -0.77 -0.79 -0.56 -0.58 -0.81 -0.76
Fe 0.86 1
Mn 0.79 0.81 1 b. POM
Cr 0.55 0.73 1
Cu 0.80 1
Ni 0.58 0.60 0.82 0.78 1
Co 0.56 0.61 0.61 0.56 0.51 0.76 1
Pb 0.45 1
Zn 0.87
Mud 0.84 0.77 0.82 0.49 0.59 1
OM 0.83 0.76 0.72 0.57 0.89 1
CaCO3 -0.68 -0.65 -0.47 -0.60 -0.68

TABLE 4 
Results of the Principal component analysis - Rotated Component Matrix

pArAmeters Factor 1 Factor 2 Factor 3
PRM POM  PRM POM PRM POM

Al 0.932 0.945 0.188 0.126 0.068 0.043
Fe 0.791 0.824 0.513 0.344 -0.004 0.275
Mn 0.474 0.739 0.782 0.537 0.159 0.035
Cr 0.160 0.320 0.847 0.863 0.406 0.061
Cu 0.120 -0.135 0.866 0.965 0.397 -0.045
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pArAmeters Factor 1 Factor 2 Factor 3
PRM POM  PRM POM PRM POM

Ni 0.434 0.249 0.715 0.899 0.394 0.166
Co 0.277 0.543 0.551 0.636 0.670 -0.182
Pb 0.014 0.215 0.211 -0.027 0.954 0.939
Zn -0.085 0.065 0.459 0.103 0.763 0.958
Mud 0.953 0.889 0.111 0.239 0.146 0.090
OM 0.942 0.924 0.079 0.113 0.110 0.079
CaCO3 -0.850 -0.750 -0.289 0.144 0.148 -0.402
Eigen value 6.910 6.215 2.920 2.491 0.770 1.684
% variance 57.567 51.791 24.363 20.755 6.419 14.032

1. PRM Factors

Factor 1 of PRM explains 57% of the total variance, has high loadings of the ions Al, Fe, mud 
and OM. The results show that these metals originate from a common source of aluminosilicate 
weathering of the catchment area. Meanwhile, associations of major metals with mud and OM 
indicate that the metals incorporated in the mud fractions get bound with OM in the water 
column and settle onto the sediment in Ennore creek (Lin et al., 2002; Zang et al., 2009). 
Factor score diagram shows high values in the south eastern part of the study area. In this 
scrub region, settlements near the creek are denser compared to the other parts of the study 
area and thus, the anthropogenic activities may have increased the OM content in the creek 
water which further settle onto sediments (Fig.3a).

Factor 2 of PRM accounts for 24% of the total variance and is characterised by high 
loadings of Fe, Mn, Cr, Cu, Ni and Co. The areal distribution diagram of factor 2 reveals 
that major parts of the study area show high values with regard to this particular factor. River 
Kosistalaiyar and Buckingham canal bring polluted water consisting of both industrial and 
domestic effluents from the metropolitan city, and the region adjacent to these water sources 
are shown to contain the highest factor scores (Fig.3c). This illustrates that sediments are 
enriched with these metals because of the anthropogenic activities in the source region of 
River Kosistalaiyar and Buckingham canal. The southern part of the study area also shows 
significant factor scores, where River Kortalaiyar mixes with the creek waters. Since the 
adjoining industries use this river as an outlet for their effluents, the heavy metal contents 
in the Ennore creek sediments continuously get augmented by precipitation or coagulation/
flocculation from the polluted water column.

Factor 3 of PRM that accounts 6% of the total variance has high loadings of the ions - 
Co, Pb and Zn. The spatial distribution map of factor 3 illustrates that about 70% of the study 
area was affected with regard to this factor (Fig.3e). The southern, northern and northeastern 
parts of the Ennore creek particularly show highly significant factor scores, indicating that the 
sediments in these regions are highly enriched with these heavy metals. Since these metals 
are not associated with either Fe-Mn or OM, the origin of these metals can be attributed to the 
surface run-off of contaminated soil from the adjoining industrial areas.

TABLE 4 (continue) 
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Fig.3(a, c, e): The spatial distribution diagram of factors 1-3 scores for the surface sediments of 
Ennore creek, SE coast of India during PRM

2. POM Factors

Factor 1 of POM explains 51% of the total variance and has high loadings of Al, Fe, Mn, Co, 
mud and OM. The high abundance of these metals indicates that their origin must be attributed 
to anthropogenic and silicate weathering. The factor score diagram shows high values in major 
parts of the study area (see Fig.3b). Fe-Mn hydroxides and OM act as scavengers and bind to 
the heavy metals by adsorption/complexation, thereby enriching the heavy metal content in 
sediments (Tessier et al. 1996). Factor 2 of POM accounts for 20% of the total variance and it 
has high loadings on Mn, Cr, Cu, Ni and Co. The areal distribution diagram of factor 2 reveals 
that major parts of the study area show high values with regard to this particular factor (Fig.3d). 
Domestic and industrial effluents are directed into the creek through River Kosistalaiyar, River 
Kortalaiyar and Buchingham canal, which increase the heavy metal contents in the creek 
waters. Hence, results of POM fall in line with the PRM with respect to the distribution and 
concentration of heavy metals. Factor 3 of POM which accounts for 14% of the total variance 
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shows high loadings on Pb and Zn. The spatial distribution map of factor 3 demonstrates that 
the northern and northeastern parts of the study area show high factor score values, indicating 
that these regions are affected with regard to this factor (Fig.3f). When compared to PRM, the 
distribution of these metals during POM was found to be reduced in area and concentrated in 
the northeastern direction. Seasonal effect was also seen in the distribution and concentration 
of these metals although the overall effect was minimal. 

 

 

 

 

 

 

 

 

 Fig.3(b, d, f): The spatial distribution diagram of factors 1-3 scores for the surface sediments of 
Ennore creek, SE coast of India during POM

CONCLUSION

The multivariate statistical techniques were applied on the sediment data from Ennore creek 
and the comprehensive nature of the results from CA and FA clearly demonstrate the effective 
application of these methods. In addition, the nature and origin of the trace metals were 
also identified and quantified. The results of CA clearly indicate the associations of all the 
trace metals with mud and OM, illustrating that the enrichment of metals is mainly from the 
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anthropogenic activities. Meanwhile, the seasonal effects on the trace metal content of the 
sediments were found to be minimal. The correlation studies have shown that Fe has a strong 
association with most of the trace metals, along with mud and OM. The industrial activities 
near Ennore creek are responsible for the enrichment of the trace metals in the sediments. The 
spatial distribution diagram of the factor scores demonstrates a high concentration of the trace 
metals near the region, where the highly polluted effluents originate from Buckingham canal. 
Similarly, the enrichment of metals was observed near the area where the rivers Kosistalaiyar 
and Kortalaiyar transport both domestic and industrial effluents into the creek waters.
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INTRODUCTION

Lakes are distinctive and valued ecosystems, 
which forms the lifeline of many biota.  
Lakes are afftected by various factors like 
pollution, loss of biodiversity, incursion 
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ABSTRACT

Surface water samples were collected from 16 Lakes in and around Miri City to assess the electrochemical 
parameters includes pH, Electrical conductivity (EC), Total dissolved solid (TDS), redox potential (Eh), 
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central region of the study area is polluted by various anthropogenic activities, while in the southern part 
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surface water quality in Miri city and for future sustainable management of this resource.

Keywords: Lake water, electrochemical parameters, pollution, Miri City

Article history:
Received: 26 December 2011
Accepted: 15 March 2012

E-mail addresses: 
prasanna@curtin.edu.my (M. V. Prasanna), 
nagarajan@curtin.edu.my (R. Nagarajan), 
elayarajah@yahoo.com (A. Elayaraja), 
chidambaram_s@rediffmail.com (S. Chidambaram)
*Corresponding Author

of foreign species, watershed disposal, as 
well as declining water levels (Kaverina & 
Pogozheva, 2005).

In fact, lakes are subjected to continuous 
evolutionary changes and finally ends up 
with the remnants of lake organisms and with 
soil carried in by floods. These physical and 
chemical changes of a lake affect the plant 
and animal populations. However, human 
activities also give stress to the lakes. The 
variations in the physico-chemical properties 
of lakes is due to number of factors, but mainly 
by rainwater dilution gives seasonal changes 
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(Odo & Ijere, 1997) and variety of pollutants discharged into the lakes from surrounding 
activities (Manahan, 2005). Many works have been focused on human impact on the various 
ecosystem (Niemi et al., 1990; Issa et al., 1996; Szymanowska et al., 1999; Prasanna et al., 
2012a). The spatial and temporal variations in surface waters provides a holistic picture of 
water quality (Dixon & Chiswell, 1996). The lakes also serve as reservoir for the recharging 
aquifers (Prasanna et al., 2011), hence the quality of water in these lakes are significant.

Miri city is covered by beaches, industries, residental colonies and agricultural areas. 
Increasing population and economic development in Miri leads to the scarcity for freshwater 
resource. Recent literature surveys showed high contamination of the lakes in and around 
Miri city (Prasanna et al., 2012a&b). Hence, this current research work provides a baseline 
monitoring information on lake water quality affected by natural and anthropogenic impacts 
in and around Miri city.

STUDY AREA

The study area falls between the latitudes N4°21’18’’ – N4°35’42’’ and longitudes E113°57’54’’ 
– E114°05’6’’ and located in Miri City, the Sarawak State of East Malaysia (Fig.1). The lithology 
of the area consist mainly of sandstones, and laminated to thin bedded siltstones and mudstones. 
The residual soil cover derived from these rock types is silty or clayey sand and silty clay, 
weathered from sandstones and mudstones/shales, respectively. The climate of this region is 
controlled by northeast and southwest monsoons and the average temperature of a year is 26°C. 
Sarawak experiences more rainfall than west Malaysia, ranging from 3,000 to 4,000 mm/yr. 

 

Fig.1: Location map and sampling points of the study area (Prasanna et al., 2012a)
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METHODOLOGY

Sixteen surface water samples were collected in June, 2011 from various lakes in and around 
Miri city to assess the water quality (Fig.1). Most of the monitoring sampling points are 
located in the vicinity of major roads, industries, settlements and agricultural areas. pH, total 
dissolved soilds (TDS), Electrical conductivity (EC), redox potential (Eh), resistivity, salinity 
and temperature of lake waters were determined in situ using portable pH and conductivity 
meter (model-Thermo Scientific Orion Star, 4 Star Plus Meter). The instrument was calibrated 
with standard solutions before each parameter measurement. 

RESULTS AND DISCUSSION

A summary of the measured parameters of samples is given in Table 1. The pH values of the 
lake water were found to ranges from 4.20 to 8.72, with an average of 7.24. This indicates 
that the lake water is mainly from neutral to alkaline, except at the sampling point (S5), which 
shows a low pH value (4.20), indicating acidic in nature. A record of a high pH value (8.72) 
was observed at S15, which is higher than the permissible limit of the standard outlined by the 
World Health Organization (WHO, 2004). The spatial distribution of pH map (Fig.2) shows 
that the highest values were noted in the southern part and a small pocket in the northern side, 
while the lowest values were observed in the north eastern part of the study area. The highest 
pH values were observed in lake waters that are situated near recreational centres, restaurants 
and settlements. Waste disposal and discharge of domestic wastes from this region may have 
increased the pH values in the surface water. Meanwhile, the lowest pH value of 4.20 was 
observed at S5, which is mainly due to the presence of sulfide minerals in the shale formation 
and minor coal seams in sandstones and shales (Siddharth et al., 2004). This was also confirmed 
by the low turbidity observed in that sample. Intensive agricultural activities and leaching of 
peat soils in this region are also responsible for the transport of salts into the lakes (Prasanna 
et al., 2010).

TABLE 1 
Maximum, minimum and average values of the parameters
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Min 27.00 4.20 49.50 0.10 0.0001 13.70 24.00
Max 34.60 8.72 13770.00 8.00 0.0200 196.90 6749.00
Average 31.04 7.24 1208.44 0.66 0.0060 41.34 592.25

On contrary to the general decrease in the pH values in the north eastern side of the study 
area, results a general increase in the Eh values. The Eh values ranged from 13.70 to 196.90, 
with an average of 41.34, indicating that surface water could be characterized as a low oxidizing 
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environment. The high values of the Eh was recorded in the north eastern part of the study 
area (Fig.3) indicating high oxidation conditions and also serves as a favorable condition for 
aquatic biota. It is also inferred that the increase of O2 content in water increases the Eh value. 
Interestingly at S6, the Eh value is higher (40.4mV), but it is very near to S6A which shows 
a comparatively low value (29mV). This is due to the aquaculture activity in Lake S6, the 
continuous process of aeration increases O2 in this lake.

In general, electrical conductivity (EC) depends on various factors like temperature, 
ionic concentration and type of ions in the water (Hem, 1985). EC is used to monitor the 
water quality for irrigation and drinking purposes, depending on salinity, ionic concentration 
and temperature. The EC values range from 49.50 µs/cm to 13770 µs/cm, with an average of 
1208.44 µs/cm. The EC value of the surface waters indicate that all the samples fall within 
the permissible limit of WHO standard, except at S7 Lake. The spatial distribution map of EC 
(Fig.4) shows that higher values (particularly at S7 with EC value 13770 µs/cm) were observed 
in the central part of Miri, where is highly occupied by settlements. Such anomalous values 
arise from various anthropogenic activities near the residential area. Interestingly, the salinity 
at S7 is 8 ppt, which is also quite higher than the salinity of other lakes due to the increasing 
ionic concentration due to the discharge of domestic sewage. The TDS values of the lake waters 
ranged from 24mg/l to 6749mg/l, with an average value of 592.25 mg/l. All the samples fall 
within the permissible limit of WHO standard, except at S7.

 

Fig.2: Spatial distribution map for pH



Preliminary Investigation on Electrochemical Parameters of Lake Waters in and around Miri City, Malaysia

333Pertanika J. Sci. & Technol. 22 (1): 329 - 335 (2014)

 

Fig.3: Spatial distribution map for Eh 

Fig.4: The spatial distribution map for EC in µS/cm
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Resistivity value is dependent upon the conductance of water. In surface waters, resistivity 
values range from 0.0001 MΩ-cm to 0.0200 MΩ-cm, with an average of 0.0060 MΩ-cm. 
The spatial distribution of the resisitivity map (Fig.5) shows that the low resistivity values 
were observed in the residental area, which determined the poor water quality zone caused by 
various anthropogenic activities. In the southern part of the study area, the resistivity values 
were higher, indicating the non-polluted zone. It was also substantiated with the low values 
of EC and TDS observed in these regions.

CONCLUSION

This study shows that the lake water in and around Miri City is neutral to alkaline in nature. 
All the samples are within the permissible limit, except at S7, which is highly contaminated 
by waste disposal from the residents. This research study also reveals that the lakes in the 
central part of the study area are contaminated by various anthropogenic activities and safe 
in the southern part. In future studies, seasonal monitoring approach is required to explicate 
the degree of pollution using major ions, metals and organic parameters. This also helps us to 
judisiously manage the fresh water lakes and to adopt strategies to prevent further pollution 
in these water bodies.

 

Fig.5: Spatial distribution map for Resistivity
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Why should you publish in 
Pertanika?

BENEFITS TO AUTHORS

PROFILE:  Our journals are circulated in large numbers all over 
Malaysia, and beyond in Southeast Asia. Our circulation covers 
other overseas countries as well. We ensure that your work reaches 
the widest possible audience in print and online, through our wide 
publicity campaigns held frequently, and through our constantly 
developing electronic initiatives such as Web of Science Author 
Connect backed by Thomson Reuters.

QUALITY:  Our journals’ reputation for quality is unsurpassed 
ensuring that the originality, authority and accuracy of your work 
is fully recognised.  Each manuscript submitted to Pertanika 
undergoes a rigid originality check. Our double-blind peer refereeing 
procedures are fair and open, and we aim to help authors develop 
and improve their scientific work. Pertanika is now over 35 years 
old; this accumulated knowledge has resulted in our journals being 
indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge 
[BIOSIS & CAB Abstracts], EBSCO, DOAJ, Google Scholar, 
AGRICOLA,  ERA, ISC, Citefactor, Rubriq and MyAIS.

AUTHOR SERVICES:  We provide a rapid response service to 
all our authors, with dedicated support staff for each journal, and a 
point of contact throughout the refereeing and production processes. 
Our aim is to ensure that the production process is as smooth as 
possible, is borne out by the high number of authors who prefer to 
publish with us.

CODE OF ETHICS: Our Journal has adopted a Code of Ethics 
to ensure that its commitment to integrity is recognized and adhered 
to by contributors, editors and reviewers. It warns against plagiarism 
and self-plagiarism, and provides guidelines on authorship, 
copyright and submission, among others.

PRESS RELEASES:  Landmark academic papers that are 
published in Pertanika journals are converted into press releases 
as a unique strategy for increasing visibility of the journal as well 
as to make major findings accessible to non-specialist readers. 
These press releases are then featured in the university’s UK-based 
research portal, ResearchSEA, for the perusal of journalists all over 
the world.

LAG TIME:  The elapsed time from submission to publication for 
the articles averages 4 to 5 months. A decision on acceptance of a 
manuscript is reached in 3 to 4 months (average 14 weeks).

About the Journal
Pertanika is an international multidisciplinary peer-
reviewed leading journal in Malaysia which began 
publication in 1978. The journal publishes in three 
different areas — Journal of Tropical Agricultural 
Science (JTAS); Journal of Science and Technology (JST); 
and Journal of Social Sciences and Humanities (JSSH). 

JTAS is devoted to the publication of original papers 
that serves as a forum for practical approaches to 
improving quality in issues pertaining to tropical 
agricultural research- or related fields of study. It 
is published four times a year in February, May, 
August and November.

JST caters for science and engineering research- 
or related fields of study. It is published twice a year in 
January and July.

JSSH deals in research or theories in social sciences and humanities research. It 
aims to develop as a flagship journal with a focus on emerging issues pertaining to 
the social and behavioural sciences as well as the humanities, particularly in the 
Asia Pacific region.  It is published four times a year in March, June, September and 
December.

Call for Papers 2014-15
now accepting submmissions...

Pertanika invites you to explore frontiers from all key areas of agriculture, science 
and technology to social sciences and humanities. 

Original research and review articles are invited from scholars, scientists, professors, 
post-docs, and university students who are seeking publishing opportunities for their 
research papers through the Journal’s three titles; JTAS, JST & JSSH. Preference is given 
to the work on leading and innovative research approaches.

Pertanika is a fast track peer-reviewed and open-access academic journal published 
by Universiti Putra Malaysia. To date, Pertanika Journals have been indexed by many 
important databases. Authors may contribute their scientific work by publishing in 
UPM’s hallmark SCOPUS & ISI indexed journals.

Our journals are open access - international journals. Researchers worldwide will have 
full access to all the articles published online and be able to download them with zero 
subscription fee.

Pertanika uses online article submission, review and tracking system for quality and 
quick review processing backed by Thomson Reuter’s ScholarOne™. Journals provide 
rapid publication of research articles through this system. 

For details on the Guide to Online Submissions, visit  
http://www.pertanika.upm.edu.my/guide_online_submission.php

Questions regarding submissions should only be directed to the Chief Executive Editor, 
Pertanika Journals. 

Remember, Pertanika is the resource to support you in strengthening research and 
research management capacity.

An 
Award-Winning  

International-Malaysian 
Journal

—MAY 2014 

Address your submissions to: 
The Chief Executive Editor
Tel: +603 8947 1622 
nayan@upm.my

Journal’s profile: www.pertanika.upm.edu.my







Selected Articles from CUTSE International Conference 2011
Guest Editor: Ashutosh Kumar Singh
Guest Editorial Board: Sujan Debnath and Muhammad Ekhlasur Rahman

Full-Scaled Impulse Turbine Performance Prediction using Numerical Simulation 289
A. Sahed and F. B. Ismail Alnaimi

Sorption of SO2 and NO by Modified Palm Shell Activated Carbon: Breakthrough 
Curve Model

307

Sumathi, S., S. Bhatia, K. T. Lee and A. R. Mohamed

Geochemical Assessment of Sediment Quality using Multivariate Statistical Analysis 
of Ennore Creek, North of Chennai, SE Coast of India

315

M. Jayaprakash, R. Nagarajan, P. M. Velmurugan, L. Giridharan, V. Neetha and 
B. Urban

Preliminary Investigation on Electrochemical Parameters of Lake Waters in and 
around Miri City, Malaysia

329

M. V. Prasanna, R. Nagarajan, A. Elayaraja and S. Chidambaram



In-vitro Antidermatophytic Activity of Methanolic Fractions from Entada spiralis 
Ridl. Stem Bark and Its Bioautographic Profile

113

Aiza Harun, Siti Zaiton Mat So’ad, Norazian Mohd Hassan and  
Neni Kartini Che Mohd Ramli

Assessment of Digital Camera in Mapping Meandering Flume using Close Range 
Photogrammetric Technique

123

Udin, W. S., Ahmad, A. and Ismail, Z.

Correlation of Electrical Resistivity with Some Soil Parameters for the Development 
of Possible Prediction of Slope Stability and Bearing Capacity of Soil using Electrical 
Parameters

139

Syed Baharom Syed Osman, Mohammad Nabil Fikri and Fahad Irfan Siddique

Chemically Modified Sago Waste for Oil Absorption 153
Zainab Ngaini, Rafeah Wahi, Dayang Halimatulzahara and  
Nur An-Nisaa’ Mohd Yusoff

Chemical Constituents of Aglaia lanuginose 163
Kamarulzaman, F. A., Mohamad, K., Awang, K. and Lee, H. B.

Preconditioned Subspace Quasi-Newton Method for Large Scale Optimization 175
Hong Seng Sim, Wah June Leong, Malik Abu Hassan and Fudziah Ismail

GIS Routing and Modelling of Residential Waste Collection for Operational 
Management and Cost Optimization

193

Billa, L., Pradhan, B. and Yakuup, A.

Diagonal Preconditioned Conjugate Gradient Algorithm for Unconstrained 
Optimization

213

Choong Boon Ng, Wah June Leong and Mansor Monsi

Performance Evaluation and Characteristics of Selected Tube Wells in the Coastal 
Alluvium Aquifer, Selangor

225

Fauzie, M. J., Azwan, M. M. Z., Hasfalina, C. M. and Mohammed, T. A.

Optimization of Modified Fenton (FeGAC/H2O2) Pretreatment of Antibiotics 239
Augustine Chioma Affam, Malay Chaudhuri and  
Shamsul Rahman Mohammed Kutty

Microclimate inside a Tropical Greenhouse Equipped with Evaporative Cooling Pads 255
Diyana Jamaludin, Desa Ahmad, Rezuwan Kamaruddin and Hawa Z. E. Jaafar

Using Computational Fluid Dynamics in the Determination of Solar Collector 
Orientation and Stack Height of a Solar Induced Ventilation Prototype

273

Yusoff, W. F. M., Sapian, A. R., Salleh, E., Adam, N. M., Hamzah, Z. and  
Mamat, M. H. H.



 

VOL. 22 (1) JAN. 2014

Pertanika JST
U

PM
 Press, M

alaysia
Vol. 22 (1) Jan. 2014

Pertanika Journal of Science & Technology
Vol. 22 (1) Jan. 2014

Pertanika Editorial O�ce
O�ce of the Deputy Vice Chancellor (R&I), 
1st Floor, IDEA Tower II, 
UPM-MTDC Technology Centre
Universiti Putra Malaysia
43400 UPM Serdang
Selangor Darul Ehsan
Malaysia

http://www.pertanika.upm.edu.my/
E-mail: executive_editor.pertanika@upm.my
Tel: +603 8947 1622/1620

 

Foreword

 

 

 

 

 

 

Contents

 

 

 

 

i
Nayan Deep S. Kanwal

Review Article
Bi-Ag as an Alternative High Temperature Solder 1

Rohaizuan Rosilli, Azmah Hanim Mohamed Ariff and  
Shahrul Fadzli Muhamad Zam

Short Communication
FRFT Based Timing Estimation Method for an OFDM System 15

Saxena, R. and Joshi, H. D.

Regular Articles
New Recursive Circular Algorithm for Listing All Permutations 25

Sharmila Karim, Zurni Omar, Haslinda Ibrahim, Khairil Iskandar Othman and 
Mohamed Suleiman

A Comparative Study of Yttrium Doped Ceria Ceramics Synthesized using 
Mechanochemical and Solid State Methods

35

Design and Development of a Sweet Potato Digging Device 43
Md. Akhir, H., Ahmad, D., Rukunudin, I. H., Shamsuddin, S. and A. Yahya

Vegetative Swale for Treatment of Stormwater Runoff from Construction Site 55
Ismail, A. F., Sapari, N. and Abdul Wahab, M. M.

Physical Properties of Liberica Coffee (Coffea liberica) Berries and Beans 65
Ismail, I., Anuar, M. S. and Shamsudin, R.

Outliers
81

Lim, H. A. and Midi, H.

Mellitus: A Descriptive Report
95

Chew, B. H., Lee, P. Y., Mastura, I., Cheong, A. T., Sri Wahyu, T. and Zaiton, A.

Development of Internet-Based Instrumentation for the Study of Hall Effect 105


