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## CHAPTER 1

## INTRODUCTION

### 1.1 Differential equations

System of differential equations, in general, is an essential tool for modeling in science, engineering and economics to mention a few. Solution to this system of differential equations translates the property of physical system that the equations represent. Some of the physical problems represented by these equations are motion of wave particles, chemical kinetics problems, motion of planets around the sun. Some of the equations are partial differential equations (PDEs) while some are ordinary differential equations (ODEs) depending on the phenomena under consideration. PDEs have two or more independent variables while ODEs have one independent variable. Each of these classes of differential equations occur in different orders. Second order ordinary differential equation is an equation with highest order of derivative of dependent variable as two. The general form of second order ordinary differential equations considered is

$$
\begin{equation*}
y^{\prime \prime}(x)=f(x, y) \tag{1.1}
\end{equation*}
$$

which is the special case of

$$
\begin{equation*}
y^{\prime \prime}(x)=f\left(x, y, y^{\prime}\right) \tag{1.2}
\end{equation*}
$$

The specialty associated with (1.1) being that $f(x, y)$ does not depend on $y^{\prime}$ explicitly.

### 1.1.1 Initial value problems

The ODE given in (1.1) cannot stand alone to give the equation a unique solution, thus, there is a need of additional conditions to be added for a unique solution. Therefore, an equation of the type (1.1) is said to be initial value problem (IVP) if an initial condition is imposed on it, in other words, if the solution $y(x)$ is known at some initial points of $x$. That is,

$$
\begin{equation*}
y^{\prime \prime}(x)=f(x, y), y(a)=\alpha \tag{1.3}
\end{equation*}
$$

where $x \in R, y(x) \in R^{r}, f(x, y) \in R^{r+1}, x \in[a, b]$ and $\alpha \in R$. This type of problems arise in different fields of science and engineering, for example, astrophysics, celestial mechanics, quantum mechanics, electronics, quantum chemistry.

### 1.1.2 Existence and Uniqueness of Solution

Initial value problems describe a problem together with the behavior of it's trajectory at some initial points of independent variable $x$. The question is how reliable are they in predicting the future behavior of the same trajectory? Some of the attributes of initial value problems that answer this question, as given in Butcher
(2008), are existence of solution, uniqueness of the solution if it exists and the sensitivity of the solution to a small perturbation to the initial information. One of the famous conditions that guarantees these attributes is the Lipschitz condition.

Definition 1.1 A function $f: R \times R^{r} \rightarrow R^{r}$ is said to satisfy Lipschitz condition in its second variable if there exist a constant $L$ such that for any $x \in[a, b]$ and $y_{1}, y_{2} \in R^{r}$,

$$
\begin{equation*}
\left\|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right\| \leq L\left\|y_{1}-y_{2}\right\| \tag{1.4}
\end{equation*}
$$

where $L$ is called Lipschitz constant.

## Theorem 1.1 :(Existence and Uniqueness)

Suppose $f(x, y(x))$ is defined and continuous $\forall$ points $(x, y(x))$ in a domain $D$ made up of $x \in[a, b], y \in(-\infty, \infty)$, $a$ and $b$ are finite, and that $f(x, y(x))$ satisfies Lipschitz condition. Then for any given number $\S, \exists$ a unique solution $y(x)$ of the IVP (1.3), where $\forall(x, y(x)) \in D, y(x)$ is continuous and differentiable. Butcher (2008).

In this thesis, we assume that $f(x, y(x))$ of the IVP (1.3) satisfies Lipschitz condition so that a unique solution is guaranteed.

### 1.2 Hybrid Method

Runge-Kutta method and linear multi-step method are two different but related methods for approximating the solutions of differential equations. While the former is non-linear and self starting, the latter is linear and requires additional starting information from the former in order to start numerical integration. The idea of combining the ideas of these methods to obtain a single method possessing the characteristics of the methods dates back to six decades, Butcher (2008). The nomenclature of the method varies with authors, it is called Pseudo Runge-Kutta method or modified linear multi-step method. The most commonly used name for this method is 'hybrid method', Butcher (2008). The idea was extended to combining Runge-Kutta Nyström method with linear multi-step method so that second order ODEs can be solved directly.

### 1.2.1 Two-step Hybrid Methods

The general form of an $m$-stage two-step hybrid method, as given in Coleman (2003), for numerical integration of the initial value problems (IVPs) (1.3) is defined by

$$
\begin{gather*}
y_{n+1}=2 y_{n}-y_{n-1}+h^{2} \sum_{i=1}^{m} b_{i} f\left(x_{n}+c_{i} h, Y_{i}\right),  \tag{1.5}\\
Y_{i}=\left(1+c_{i}\right) y_{n}-c_{i} y_{n-1}+h^{2} \sum_{j=1}^{i-1} a_{i j} f\left(x_{n}+c_{j} h, Y_{j}\right), i=1,2,3, . ., m \tag{1.6}
\end{gather*}
$$

The parameters $c_{i}, b_{i}, a_{i j}$ appearing in the method are assumed to be real numbers. For simplicity the two-step hybrid method can be summarized in Butcher tableau as given in Table 1.1.

Two-step hybrids methods, like other numerical methods for solving (1.3), can be divided into two major classes namely; explicit two-step hybrid method and implicit two-step hybrid method. It is said to be explicit if $a_{i j}=0$ for $j \geq i$ and it is implicit if $a_{i j} \neq 0$ for $j \geq i$. Implicit hybrid method contains subclass, which is

## Table 1.1: General coefficients of two-step hybrid method

| $c_{1}$ | $a_{11}$ | $a_{12}$ | $a_{13}$ | $\ldots$ | $a_{1 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{2}$ | $a_{21}$ | $a_{22}$ | $a_{23}$ | $\ldots$ | $a_{2 m}$ |
| $c_{3}$ | $a_{31}$ | $a_{32}$ | $a_{33}$ | $\ldots$ | $a_{3 m}$ |
| $c_{4}$ | $a_{41}$ | $a_{42}$ | $a_{43}$ | $\ldots$ | $a_{4 m}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $c_{m}$ | $a_{m 1}$ | $a_{m 2}$ | $a_{m 3}$ | $\ldots$ | $a_{m m}$ |
|  | $b_{1}$ | $b_{2}$ | $b_{3}$ | $\ldots$ | $b_{m}$ |

semi-implicit. It is called semi-implicit if $a_{i j}=0$ for $j>i$ and the semi-implicit is in turn called singularly diagonally implicit if all the diagonal elements are equal.

### 1.3 Algebraic Order Conditions of Two-step Hybrid Methods

Order conditions of a numerical method are said to be "relationships between the coefficients of the method that cause the successive terms in a Taylor expansion of the local truncation error to vanish", see Coleman (2003). In most cases they determine the order of convergent of the method. The Taylor expansion technique is so famous in the derivation of order conditions of most numerical methods especially families of Runge-Kutta methods and linear multistep methods. The Taylor series techniques require excessive use of machine especially when higher order conditions are required. However, other approach like the rooted tree techniques are also used in the derivation of order conditions of numerical methods. For example, see Butcher (2008). The order conditions of two-step hybrid method have been derived by Coleman (2003) using rooted tree approach. Hence, we adopt the outcome that produces the order conditions in this thesis.

### 1.3.1 Concept of Rooted Trees

For simplicity and convenience, the following form of (1.1) is considered

$$
\begin{equation*}
y^{\prime \prime}=f(y) \tag{1.7}
\end{equation*}
$$

where $y$ is a solution vector of (1.7). Differentiating $y$ repeatedly with respect to independent variable $x$ gives

$$
\begin{aligned}
& y^{\prime}=y^{\prime} \\
& y^{\prime \prime}=f \\
& y^{\prime \prime \prime}=f y^{\prime} \\
& y^{i v}=f_{y y}\left(y^{\prime}\right)^{2}+f_{y} f \\
& y^{v}=f_{y y y}\left(y^{\prime}\right)^{3}+3 f_{y y}\left(f y^{\prime}\right)+f_{y} f_{y} y^{\prime}
\end{aligned}
$$

The expressions of the derivatives of $y$ can be associated with a rooted tree. Rooted tree is a simple combinatorial graph, which have the properties of being connected, having no cycles, and having specific vertex designated as root, Butcher (2008). Two types of vertices are identified for a rooted tree namely; big and small vertices, which respectively correspond to $y^{\prime}$ and $f$. Small vertex is represented by a small circle while big vertex with a small circle containing a dot. The line connecting vertices, which can also be seen as 'branch' of the tree, represents differentiation with respect to the component of $y^{\prime}$ if it runs from small vertex to a big vertex and a differentiation with respect to $y$ component if otherwise.

## Illustration:



It can be seen from the illustration that small vertex has at most a son, which is the big vertex and the big vertex has all its sons as small vertices. This is because $y^{\prime}$ has only a derivative with respect to it self and $f$ is a function of $y$ only. Now, let $t=\left[t_{1}, t_{2}, t_{3}, \ldots, t_{m}\right]$ be a tree, which is obtained through the connection of the roots of all the trees $t_{1}, t_{2}, t_{3}, \ldots, t_{m}$ to a new big vertex and finally to a small root, which basically form the root of the resultant tree.

### 1.3.2 Generating Trees and their Corresponding Order Conditions

For every rooted tree associated with (1.3) there exist a corresponding summation of parameters of (1.5)-(1.6), which is equal to a numerical quantity. This is referred to as order condition generated by that particular tree. The illustration of how derivatives of $y$ convert to tree $t$ (given in subsection 1.3.1) and how $t$ converts to summation of the parameters of the method (which is the order condition) is given in this subsection.

Let $N$ be order of any tree then, according to Coleman (2003),

$$
\begin{equation*}
\sum_{i=1}^{m} b_{i} c_{i}^{N-2}=\frac{1+(-1)^{N}}{N(N-1)}, \tag{1.8}
\end{equation*}
$$

gives order condition for tree of the form $t_{N 1}$. Furthermore, if all lower order conditions are satisfied then, for any natural numbers $l, w$

$$
\begin{array}{r}
\sum_{i j} b_{i} c_{i}^{w-1} a_{i j} c_{j}^{l-1}=\frac{1}{l(l+1)}\left(\frac{1+(-1)^{w+l}}{(w+l+2)(w+l+1))}\right) \\
+(-1)^{l-1}\left(\frac{1+(-1)^{w}}{(w+2)(w+1))}\right), \tag{1.9}
\end{array}
$$

gives the order condition for any other tree of the form $t_{N \Gamma+1}$, where $\Gamma=1,2,3, \ldots$.
$f_{y} y^{\prime} \Rightarrow \Rightarrow \overbrace{0}^{0} \Rightarrow \Rightarrow[\phi]_{2} \Rightarrow \Rightarrow \sum b_{i} c_{i}=1$
$f_{y} f \Rightarrow \Rightarrow \bigodot_{0} \Rightarrow \Rightarrow[\tau]_{2} \Rightarrow \Rightarrow \sum b_{i} a_{i j}=\frac{1}{12}$
$f_{y y y}\left(y^{\prime}\right)^{3} \Rightarrow \Rightarrow \bigodot_{0} \Rightarrow \Rightarrow\left[\tau^{\prime}, \tau^{\prime}, \tau^{\prime}\right]_{2} \Rightarrow \Rightarrow \sum b_{i} c_{i}^{3}=0$

### 1.3.3 Order Conditions

Following the strategy given in the immediate previous subsection, order conditions of two-step hybrid method up to order eight are given below, Coleman (2003).

Order 1: $\quad \sum b_{i}=1$,
Order 2: $\quad \sum b_{i} c_{i}=0$,
Order 3: $\quad \sum b_{i} c_{i}^{2}=\frac{1}{6}, \sum b_{i} a_{i j}=\frac{1}{12}$,
Order 4: $\quad \sum b_{i} c_{i}^{3}=0, \sum b_{i} c_{i} a_{i j}=\frac{1}{12}, \sum b_{i} a_{i j} c_{j}=0$,
Order 5: $\quad \sum b_{i} c_{i}^{4}=\frac{1}{15}, \sum b_{i} c_{i}^{2} a_{i j}=\frac{1}{30}, \sum b_{i} c_{i} a_{i j} c_{j}=-\frac{1}{60}$,

$$
\begin{align*}
& \sum b_{i} a_{i j} a_{i k}=\frac{7}{120}, \sum b_{i} a_{i j} c_{j}^{2}=\frac{1}{180}  \tag{1.15}\\
& \sum b_{i} a_{i j} a_{j k} c_{j}=\frac{1}{360}
\end{align*}
$$

Order 6: $\quad \sum b_{i} c_{i}^{5}=0, \sum b_{i} c_{i}^{3} a_{i j}=\frac{1}{30}, \sum b_{i} c_{i}^{2} a_{i j} c_{j}=0$,
$\sum b_{i} c_{i} a_{i j} a_{i k}=\frac{1}{30}, \sum b_{i} c_{i} a_{i j} c_{j}^{2}=\frac{1}{72}$,
$\sum b_{i} c_{i} a_{i j} a_{j k}=-\frac{1}{720}, \sum b_{i} a_{i j} a_{i k} c_{k}=-\frac{1}{120}$,
$\sum b_{i} a_{i j} c_{j}^{3}=0, \sum b_{i} a_{i j} c_{j} a_{i k}=\frac{1}{360}$,
$\sum b_{i} a_{i j} a_{j k} c_{k}=0$,
Order 7: $\quad \sum b_{i} c_{i}^{6}=\frac{1}{28}, \sum b_{i} c_{i}^{3} a_{i j} c_{j}^{2}=-\frac{13}{2530}$,
$\sum b_{i} c_{i}^{2} a_{i j} c_{j}^{2}=\frac{1}{336}, \sum b_{i} c_{i} a_{i j} c_{j}^{3}=-\frac{11}{1680}$,
$\sum b_{i} c_{i} a_{i j} a_{j k} c_{k}=\frac{17}{10080}, \sum b_{i} a_{i j} c_{j}^{4}=\frac{1}{840}$,
$\sum b_{i} a_{i j} c_{j} a_{j k} c_{k}=-\frac{11}{15120}, \sum b_{i} a_{i j} a_{j k} c_{k}^{2}=\frac{1}{10080}$,
$\sum b_{i} a_{i j} c_{j} a_{i k} c_{k}=\frac{29}{15120}$.
All subscripts $i, j, k$ run to $m$ or less. It is obvious from the order conditions that the equations of order conditions to be satisfied by a two-step hybrid method increase more rapidly as the order of the method increases. As a remedial measure, Coleman (2003) proposed the following simplifying condition, which is capable of reducing independent order conditions

$$
\begin{equation*}
\sum_{j=1}^{m} a_{i j} c_{j}^{\Omega}=\frac{c_{i}^{\Omega+2}+(-1)^{\Omega}}{(\Omega+1)(\Omega+2)}, \Omega \geq 0 \tag{1.27}
\end{equation*}
$$

### 1.4 Stability Analysis of Two-step Hybrid Method

To analyze the stability of two-step hybrid method, (1.5)-(1.6) is applied to homogeneous test equation

$$
\begin{equation*}
y^{\prime \prime}(x)=-\theta^{2} y(x), \theta>0, \theta \in R \tag{1.28}
\end{equation*}
$$

which yields

$$
\begin{gather*}
Y_{i}=\left(1+c_{i}\right) y_{n}-c_{i} y_{n-1}-\theta^{2} h^{2} \sum_{j=1}^{m} a_{i j} Y_{j}, y_{n+1}=2 y_{n}-y_{n-1}-\theta^{2} h^{2} \sum_{i=1}^{m} b_{i} Y_{i} \\
Y=\left(I+z^{2} A\right)^{-1}(e+c) y_{n}-\left(I+z^{2} A\right)^{-1} c y_{n-1} \tag{1.29}
\end{gather*}
$$

where $z=\theta h, \quad Y=\left[Y_{1}, Y_{2}, Y_{3}, \ldots, Y_{m}\right]^{T}$ and $e=[1,1,1, \ldots, 1]^{T}$.
Substituting (1.29) in update equation gives

$$
\begin{equation*}
y_{n+1}=T\left(z^{2}\right) y_{n}-D\left(z^{2}\right) y_{n-1} . \tag{1.30}
\end{equation*}
$$

By re-writing and rearranging (1.30) we get

$$
\begin{equation*}
\varpi^{2}-T\left(z^{2}\right) \varpi+D\left(z^{2}\right)=0 . \tag{1.31}
\end{equation*}
$$

Equation (1.31) is the stability polynomial of the two-step hybrid method, where

$$
T\left(z^{2}\right)=2-z^{2} b^{T}\left(I+z^{2} A\right)^{-1}(e+c), D\left(z^{2}\right)=1+z^{2} b^{T}\left(I+z^{2} A\right)^{-1} c
$$

Definition 1.2 Two-step hybrid method is said to be absolutely stable if $\forall z \in$ $\left(0, z_{s}\right), D\left(z^{2}\right)<1,\left|T\left(z^{2}\right)\right|<1+D\left(z^{2}\right)$, where $\left(0, z_{s}\right)$ is the interval of absolute stability. On the other hand, the method is said to be periodic with interval of periodicity $\left(0, z_{p}\right)$ if $\forall z \in\left(0, z_{p}\right) ; D\left(z^{2}\right) \equiv 1$ and $\left|T\left(z^{2}\right)\right|<2$.

### 1.4.1 Determination of stability region/interval

The idea that brought about Definition 1.2 above is that the roots $\left(\varpi_{1,2}\right)$ of the equation (1.31) must satisfy $\left|\varpi_{1,2}\right|<1$ for the hybrid method to be absolutely stable or $\left|\varpi_{1,2}\right|=1$ to be periodic, see Van der Houwen and Sommeijer (1987a). Therefore, the stability region of two-step hybrid method is a region enclosed by the set of points for which $|\varpi|=1$.

To obtain the region we follow these few steps:

- substitute $\varpi=\exp (I \theta)$ into (1.31) for values $\theta \in[0,2 \pi]$,
- solve for $z$ in the equation,
- plot all the $z$ to trace out the boundary of the region,
- then trace the absolute stability or periodicity intervals on the graph, see Norazak Senu (2010).

Maple program developed for this task can be found in Appendix B.

### 1.5 Dispersion and Dissipation Analysis of Two-step Hybrid Methods

To study dispersion and dissipation of two-step hybrid method, the test equation (1.28) needs to be solved by (1.5)-(1.6). This task has been accomplished in Section 1.4. The solution of difference equation (1.30), (see, Van der Houwen and Sommeijer, 1987b; Ahmad et al., 2013a), is given by

$$
\begin{equation*}
y_{n}=2|c||\rho|^{n} \cos (\omega+n \phi), \tag{1.32}
\end{equation*}
$$

and the test problem (1.28) is satisfied by

$$
\begin{equation*}
y\left(x_{n}\right)=2|\delta| \cos (\psi+n z) \tag{1.33}
\end{equation*}
$$

where $\rho$ is amplification factor, $\phi$ is the phase, $\omega, \delta, \psi$ are real constants.
Definition 1.3 From (1.32) and (1.33), the quantity $R(z)=z-\phi$ is called the dispersion or phase-lag of the two-step hybrid method. The method is said to have phase-lag or dispersion error of order $q$ if $R(z)=O\left(z^{q+1}\right)$. Furthermore, the quantity $S(z)=1-|\rho|$ is called dissipation or amplification error of the method. And the method is said to be dissipative of order $r$ if $S(z)=O\left(z^{r+1}\right)$.

From the definition above, dispersion and dissipation errors of two-step hybrid method can be written respectively as

$$
\begin{equation*}
R(z)=z-\cos ^{-1}\left(\frac{T\left(z^{2}\right)}{2 \sqrt{D\left(z^{2}\right)}}\right), S(z)=1-\sqrt{D\left(z^{2}\right)} \tag{1.34}
\end{equation*}
$$

### 1.6 Construction of Exponentially Fitted and Trigonometrically Fitted Two-step Explicit Hybrid Methods

Exponentially and trigonometrically fitted methods are basically modifications of existing numerical methods, for example, Runge-Kutta method, Runge-Kutta Nyström method, multi-step method, collocation method, hybrid method and so on, to integrate exactly differential equations whose solutions are linear combination of functions of the form $\left\{x^{j} e^{\theta x}, x^{j} e^{-\theta x}\right\}$, where $\theta \in R / \imath R$, see Vanden Berghe et al. (1999), Berghe et al. (2000) and Simos (2002). In this section, we discuss the construction of recursive relations for exponentially and trigonometrically fitted methods based on two-step hybrid methods.

It is known that a numerical method with approximation $y_{n}$ for true solution of a differential equation at a point $n$ is said to integrate exactly $G(x)$ if $y_{n}=G\left(x_{n}\right)$, where $G(x)$ is the true solution of the given differential equation. Furthermore,
for some internal stages $Y_{i}$ of the numerical method (for example, equation (1.6)), $Y_{i}=G\left(x_{n}+c_{i} h\right)$ is true, see Berghe et al. (2000).

### 1.6.1 Exponentially Fitted Two-step Hybrid Method

Following the assertion given above, the construction goes thus; from equations (1.5)-(1.6) where $G(x)=e^{ \pm \theta x}$;

$$
\begin{gather*}
e^{\left(x_{n}+c_{i} h\right) \theta}=\left(1+c_{i}\right) e^{x_{n} \theta}-e^{\left(x_{n}-h\right) \theta}+\theta^{2} h^{2} \sum_{j=1}^{m} a_{i j} e^{\left(x_{n}+c_{j} h\right) \theta} \\
e^{c_{i} z}=\left(1+c_{i}\right)-c_{i} e^{-z}+z^{2} \sum_{j=1}^{m} a_{i j} e^{c_{j} z} \tag{1.35}
\end{gather*}
$$

Similarly,

$$
\begin{equation*}
e^{-c_{i} z}=\left(1+c_{i}\right)-c_{i} e^{z}+v^{2} \sum_{j=1}^{m} a_{i j} e^{-c_{j} z} \tag{1.36}
\end{equation*}
$$

Also for the update stage:

$$
\begin{gather*}
e^{\left(x_{n}+h\right) \theta}=2 e^{x_{n} \theta}-e^{\left(x_{n}-h\right) \theta}+\theta^{2} h^{2} \sum_{j=1}^{m} b_{i} e^{\left(x_{n}+c_{i} h\right) \theta} \\
e^{z}=2-e^{-z}+z^{2} \sum_{i=1}^{m} b_{i} e^{c_{i} z} \tag{1.37}
\end{gather*}
$$

similarly;

$$
\begin{equation*}
e^{-z}=2-e^{z}+z^{2} \sum_{i=1}^{m} b_{i} e^{-c_{i} z} \tag{1.38}
\end{equation*}
$$

where $z=h \theta$.
Equations (1.35)-(1.38) are the recursive relations that guarantee an exact integration of (1.3) (whose solutions are exponential functions) by two-step hybrid method of the form (1.5)-(1.6).

### 1.6.2 Trigonometrically Fitted Two-step Hybrid Method

For trigonometrically fitted hybrid method $G(x)=e^{\imath \theta x}$, where $\imath=\sqrt{-1}$ is imaginary unit. Following the assertion given in the earlier part of this section we get the relations for internal and update stages as follows:

$$
e^{\imath\left(c_{i} z\right)}=\left(1+c_{i}\right)-c_{i} e^{-\imath z}-z^{2} \sum_{j=1}^{m} a_{i j} e^{\imath c_{j} z}
$$

$$
\begin{align*}
& \cos \left(c_{i} z\right)=\left(1+c_{i}\right)-c_{i} \cos (z)-z^{2} \sum_{i=1}^{m} a_{i j} \cos \left(c_{j} z\right), \sin \left(c_{i} z\right)=c_{i} \sin (z) \\
& -z^{2} \sum_{i=1}^{m} a_{i j} \sin \left(c_{j} z\right) \tag{1.39}
\end{align*}
$$

Similarly;

$$
\begin{equation*}
\cos (z)=1-\frac{1}{2} z^{2} \sum_{i=1}^{m} b_{i} \cos \left(c_{i} z\right), \sum_{i=1}^{m} b_{i} \sin \left(c_{i} z\right)=0 \tag{1.40}
\end{equation*}
$$

### 1.7 Objectives of the Thesis

The objective of this thesis is to develop an improved numerical methods that can integrate non-stiff second order IVPs of the form (1.3) (whose solution is oscillatory in nature) accurately and efficiently. To accomplish this, we propose the following methods:

1. Improved explicit two-step hybrid methods for solving special second order IVPs with oscillatory solutions.
2. Trigonometrically fitted two-step hybrid methods for the solution of special second order IVPs with oscillatory solutions.
3. Semi-implicit two-step hybrid methods for solving special second order IVPs with oscillatory solutions.

### 1.8 Organization of the Thesis

In Chapter 1 of this thesis, introductory background of second order initial value problems and theory of existence of their solution is presented. Two-step hybrid method is briefly discussed and its algebraic order conditions. Stability as well as dispersion and dissipation analysis of two-step hybrid method is presented. Overview of the modification of two-step hybrid methods to solve problems whose solutions are linear combination of trigonometric functions is presented. In Chapter 2, literature review is given. In Chapter 3, zero-dissipative and higher order dispersive fifth order five stage hybrid methods are derived. Stability of the methods is analyzed and numerical results are presented. Trigonometrically fitted based on zero-dissipative hybrid methods are derived in Chapter 4. In Chapter 5, we derive zero-dissipative semi-implicit hybrid methods. Conclusion of the thesis is given in Chapter 6.
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