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ABSTRACT 

Several classification techniques are designed to discover such classifications when the 
classifications are unknown. The techniques are tested and evaluated, however, by matching 
the classifications they recover against expected classifications. Several such techniques may 
be compared by experimentally evaluating their performance on the same datasets. The goal 
of this paper is to evaluate the case slicing technique as a new classification technique. The 
paper achieves this goal in three steps: Firstly, it introduces the case slicing technique as a 
new approach. Secondly, the paper presents applications of this technique on several datasets. 
Lastly, it compares the proposed approach with other selected approaches such as the K-
Nearest Neighbour (K-NN), Base Learning Algorithm (C4.5) and Naïve Bayes classifier 
(NB) in solving the classification problems. The results obtained shows that the proposed 
approach is a promising method in solving decision-making problem. 
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