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ABSTRAK

Beberapa populasi skalar normal dengan min sepunya ()" dan parameter kepersisan yang ber­
beza dlpertimbangkan. Dengan menggunakan famili konjugat taburan prior, taburan posterior sut
bagi () adalah klo poly-to Analisis posterior menunjukkan taburan bersyarat bagi () , diberi para­
meter kepersisan, adalah sentiasa bertaburan normal dan taburan bersyarat bagi parameter keper­
sisan, diberi min sepunya, adalah gama merdeka. Taburan poly-t ini dapat dinilaikan dengan senang
secara plot berangka dan teknik kamiran.

ABSTRACT

A number of normal scalar populations with common mean () and distinct precision para­
meters are considered. Using the conjugate family ofprior distributions, the marginal posterior distri­
bution of () is a klo poly-to The posterior analysis reveals that the conditional distribution of () given
precision parameters lS always a normal dlstribution and the conditional dlstribution of the preclsion
parameters given the common mean, is that of independent gamma. The poly-t distribution here can
be evaluated easily with numerical plotting and integration techniques.

I. INTRODUCTION

The purpose of the study was to develop the
Bayesian analysis of several normal scalar popu­
lations each having an unknown mean () but
distinct precision parameters. The principal goal
of a Bayesian analysis is to find the joint
posterior distribution of all the parameters in the
model and simplify it so that we can determine
the marginal posterior distribution and algeb­
raic formulas for the moments of these para­

meters.

Raiffa and Schlaifer (1961) developed the
distribution theory necessary to carry out the
Bayesian analysis of the multivariate normal
model. Ando and Kaufman (1965) generalised
the above treatment by considering the proces'S

where neither the mean vector nor the variance
coveriance matrix is known. Zellner (1971) and
Box and Tiao (1973) have made an extensive
contribution to Bayesian inference.

Poly-t densities make its pre:$ence known in
a Bayesian analysis of quite a number of com­
mon statistical models. Dreze (1977) discussed
how poly-t densities arise as Bayesian Posterior
densities for regression coefficients under a
variety of specifications for the prior density and
the data generating process and he summarized
the results obtained for a number of models.

The poly-t distribution is difficult to" work
with; no analytical expression exists for the
normalizing constant and moments. Sevetal
analytical approximations have been proposed.
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Of course, if one lets ~i ~°I for i = 1, 2,
.... , k in (2.2), one is assuming e has a constant
density over R, then the conjugate density is the
product of k gamma densities, namely

---------------)

The function inside the first set of brackets
if regarded as a function of (), must be propor­
'tional to the conjugate denslty function of ()
given p , since e does not appear in the second
set of brackets. This function is proportional to a
normal distribution with meank . k
C. ~ T i ~i )-1 <. ~ Ti~i Pi) and precision

1 = 1 1=1

k
~ T.~._

i = 1 1 1 . It follows that the function
inside the second- set of brackets is proportional
to the marginal prior density of p which is not
that of independent gammas.

( -2x.. -x.)
IJ 1

k n. T.
L (8, p Is) a n -l - .2.

i = 1 ~i 2 e 2

Consider several normal populations N( () ,
T ) fOT i = 1, 2, .... , k where () € R is the
co~mon mean and T. > °is the precision of
population i. Let x

ij
' j = 1, 2, .... , n

j
be a

random 'sample of size n Jrom N( (), T), then
the likelihood function is

Lindley and Smith (1972) suggested an approxi­
mation using the mode of the posterior distri­
bution in place of the mean, by solving the
model equations via an iterative method. The
techniques of approximation have also been
proposed by Zellner (1971), Box and Tiao
(1973), Press (1982) and Broemeling and
Abdullah (1984).

2. THE PRIOR,AND POSTERIOR
ANALYSIS

(8 -)2+ni - Xi (2.1)

where P =( T.
1

, t·
2

, •••• , T
k
), sis the sample,

() € Rand T. >Oforalli = 1,2, .... , k. We
see that the f~rm of the likelihood function

suggests.

k a. _!. T

p(8, p) anT. 1 2 -2i [2~i + ~1' (8 - P
1
.)2] ,

i =lIe

which is improper. Also from (2.2), the marginal
prior density of e is a k/o poly-t distribution.

_j Ti > 0, ~i > 0, ai >0, ~i > 0, Pi € R for
every i = 1, 2, .... , k and () € R as the con­
jugate prior density, which is the product of k
nonn~l-gamma densities, one for each popula­
tion. By completing the square on e in (2.2),
the equation can be written as

P (8) ~
k
n

i =1

k %
P (8 ,p) ~ « ~ T.~.)

i = 1 1 1

8 € R (2.3)

and in the special case when {3i ={3, ~i =~=

,andlli=P foralli = 1,2, ....k,

k

P (8) ~ [ 2~ + ~ (8 _ p)2 ] ~=~/ 2 i + 1)/2,~ 8 € R
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k
. h . d' . h ~ 2ai + k - 1whlc IS a tensity Wit i = 1

degrees of -freedom, location parameter J.L and
the precision l: ( k

~ ~2a. + k - I)
i = 1 1

2~

By combining the likelihood function (2.1)
and the conjugate density (2.2), we have the
posterior density of the parameters.

k ni +2ai +l -i(2~. +
p (0 , pis) a. . n ['Ti 2 - 1 e 2 1

1 =1

ni Xi + ~i Pi =b ror all i= 1,2, ... , k (choose Pi's)

and 2~. + ~ (x.. _ x.)2 + ni ~i (Xi - Pi )2
1 J' = 1 IJ 1 (n. + ~.)

1 1

= c for all

i=1,2, ... ,k

(choose #i 's), then

k (n. +2a. + 1 )
_ ~ 1 1

p(O ls)o: [c+(0-a- 1 b)a] i=1 2 ,O€R

which is a t density.

To find the marginal distribution of p =

( 'T I' 'T 2' ... , t J we have to complete the square
on () from the exponent in (2.4), then integrate
with respect to (). The result is

n.
1 _ 2
~ (x.. - x.)

j =1 IJ 1

+ ni (0 - x)2 + ~i (0 - Pi )2 )] (2.4)

Completing the square onO and intergrat­
ing with respect to 'Ti , 'T2 ' ••• , 'Tk ' we have

the marginal posterior density of () which is a
k/o poly-t distribution.

k
p(pls)a ( n 'T

i
i =1

2

'T.
- 1 -_1 [2#.

e 2 1

k
p (0 I s) 0: ~ [2~i-t

i =1
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+------

(n. + ~.)
1 1

+(0 - (ni + ~i) -1 (ni Xi + ~i Pi ) ) 2

-(no + 2a. + 1 )
.1 1

(ni +~i) ] 2
(2.5)

Of course from a Bayesian standpoint, all
we have to do is plot P (0 Is) vS. 0 , compute the
mean, mode, median, etc.,. and these must be
done numerically. Note that there are no for­
mulas for the intergrating constants and
moments of p( 0 / s) (except in special cases).
Also note that if

n. +~. =a for all i =1,2, ... , k (choose~I' 's)
1 1

k
[~ T. (n. + ~. ) ] Vz
i=11 1 1

where Ti >0 for all i = I, 2, ... ,k and

k
A =[~ 2 (- )2~ Ti n.~. x. - p.

i=1 11 1 1

k-I k
+ ~ ~ (- -)2Ti 'Tj ni nj Xi - Xji=1 j=i+.1

+ n1· ~J' (Xl' - p.)2 + n. ~. (x. - p.)2
J J 1 J 1

+ ~. ~. (p. - p.)2 ) ]
1 J 1 J

k -1
[~ T. (n. +~i) ]
i =1 1 1

which is a very complex distribution. The first
part of (2.6) is just the density of k independent
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gammas, and the second part is a factor involv­
ing the squares and cross products of T ;and Tj'
i, j = 1, 2, .... , k. Thus the marginal density of
p is not that of independent gammas.

By (2.4) we see that given (J , the condi­
tional distribution of p is that of independent
gammas, that is

n. + 2a. + 1
(T

i
I8) tV G [1 1,

2

2{31;" + ~ .-. 2 - 2 2
~ (x.. - x.) + n. (8 - x.) +~. (8 - J.L.)

IJ 1 1 1 1 1]j = 1

2

for all i = I, 2, '" .k, and given P , it can be
shown that (J is distributed as normal with

and

The latter is a convex combination of x;s
andJ.l;s.

If we put ex ' = 0, ~, = 0, ~. = 0, i = 1,
2, .... , k in the 'above re~ults, we' will get the
analysis under improper prior.

3. INFERENCES FOR THE
PARAMETERS

We have seen that the posterior distri­
butions for the parameters give complex distri­
bution; however, the marginal distribution of
(J, (2.5) is a k/o poly-t distribution. For k = 2,

it is a 2/0 poly-t (one-dimensional), hence all we
have to do is plot this density and calculate
numerically the posterior mean, variance and
other moments. On the other hand, the
marginal distribution of ( T

1
, T 2) is quite

complex sinceT I and T 2 are not independent.
Hence one must numerically plot the contours of
the joint density (2.6) Tor k = 2, over the region
where T >0 and T >0.

I 2

=-------------------

are
The modes of the conditional distributions

n. + 2a. - 1
1 1

Another approach is to find the mode of the
joint density of ( (J, T I' • T

2
)' Using Lindley and

Smith's (1972) idea, we can consider the condi­
tional modes (2.7) for k = 2 and attempt to solve
these equations using an interative algorithm. So
starting with some estimate of T I and T 2' say
the sample precision, estimate (); then solve for

T'I and T 2 and continue the procedure until the
estimate stabilizes. The solution, perhaps, is the
mode of the joint distribution, however, the joint
density may be multi-modal and the solution
may not converge to the joint mode, but to a
local maximum or minimum.

-1
T. (n. +~. ) ]

1 1 1

k
V (8 Ip , s) = ( L

i = 1

k
[ L T. (n. x. +~. J.L. )] and
i=l 1 11 11

M (Ti ITj"S , 8)

j *i

ni
2{3i + L (x.. - x.)2 +n. (8 - x.)2 +~. (8 - J.L.)2 4. NUMERICAL STUDY AND RESULTS. 1 IJ 1 1 1 1 1

J=

for every i = 1, 2, .... , k and

M(8Ip) =
k
L T i (ni xi + ~i J.Li)

i =1

k
L Ti (Ui + ~i)

i =1
(2.7)

The numerical study here is based on the
iterative method (Lindley and Smith, 1972)
applied to univariate two factor poly-to Table 1
presents the comparison for the mode of the
marginal density of () (equation (2.5) for k = 2)
by numerical integration, the mode by intera­
tion from equation (2.7) for k = 2, and the
marginal mean of by numerical integration.

384 PERTANIKA VOL. 9 NO.3, 1986



BAYESIAN ANALYSIS OF NORMAL SCALAR POPULATIONS WITH A COMMON MEAN

TABLE 1
Comparison of the mode (from marginal distribution), mode (by iteration) and the mean
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Mode
(Marginal)

.2458

.~458

.2458

.2060

.1661

.1528

.1130

.0997

.0864

.1894

.1528

.1528

.1162

.0797

.0797

.2458

.2458

.2458

.2458

.2458

-1.7741

- .8173

.1794

1.0565

1.9336

.2359

.4186

.5382

.5781

.6578

.6977

.7375

.4983

1.2425

2.3322

3.6346

Mode
(Iterative)

.2418

.2418

.2418

.1995

.1698

.1478

.1173

.0973

.0831

.1989

.1679

.1443

.1113

.0891

.0733

.2418

.2418

.2418

.2418

.2418

-1.7634

- .8225

.1745

1.0572

1.9512

.2299

.4078

.5189

.5949

.6502

.6922

.7252

.4947

1.2501

2.3318

3.6236

Mean

.2261

.2261

.2261

.1867

.1589

.1384

.1099

.0911

.0779

.1867

.1592

.1389

.1105

.0915

.0778

.2305

.2330

.2346

.2365

.2376

-1.7636

- .8245

.1664

1.0520

1.9489

.2191

.3996

.5124

.5895

.6455

.6881

.7215

.4877

1.2477

2.3301

3.6229
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The mode obtained through the iterative
method is the mode of the joint density of all the
parameters in the model' and in general, it is not
the mode of the marginal density (O'Hagan, A.
'1976). Sample values used are n I = n 2 = 10,

9.9999, x J = .1499 and i 2 = .3611. From the
table we observe that, if ~ 's and t's are equal
to zero, changing the values of/l's would not
change the modes and mean of O. and this is
obvious from equations (2.4) and (2.5). The
joint mode obtained through iteration is quite
close to the mode of marginal by numerical
integration whatever the values of a , ~ , ~ and

J.l. 's. These modes can be used to estimate means
because the distribution is unimodal and n I and
n 2are fairly large.

We can conclude that the iterative method
is a good approximation for estimating the mode
of the joint distribution which' is nearly sym­
metric. hi the bimodal case, the modal value will
converge to a local mode, depending on the
starting value.
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