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Abstract of the thesis submitted to the senate ofUniversiti Putra Malaysia in partial 
fulfillment of the requirements for the degree of Master of Science 

DESIGN AND EVALUATION OF A MODIFIED CSMAlCD MAC PROTOCOL 
ON SINGLE-CHANNEL OPTICAL LOCAL AREA NETWORK 

By 

KHARINA KHAIRI 

February 2003 

Chairman : Associate Professor Dr. Mohamad Khazani Abdullah 

Faculty : Engineering 

The project carried out was a study of a single-channel optical Local Area 

Network (LAN) based on an improved CSMAlCD protocol that was adapted from the 

conventional one. The algorithm of the new version of CSMAlCD was developed, and 

the LAN was comprehensively studied from a performance perspective within two 

different scenarios, namely, the Fast Ethernet and the Gigabit Ethernet. 

The algorithm was developed in Visual Basic 6.0v programming language. This 

algorithm paved the way for the generation of performance parameters through 

simulation of the new LAN. The parameters were then studied and compared against 

corresponding parameters of conventional LAN that are well reported in the literature. 

The coding of the new algorithm also incorporated a new type of signal known as 

'special jamming signal' that served to stop all nodes from attempting to transmit 

except the one whose number of transmission attempts matched the maximum value 
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specified. This resulted in a condition whereby there was no packet loss at all. The 

algorithm also focused on providing adequate delay, throughput and efficiency that were 

needed to support the existing LAN. 

The results of this study showed that at least two significant contributions; the 

average delay and the percentage of collisions which were both shown to improve 

significantly. Additionally, as far as operating environments were concerned, the 

throughput (measured on a percentage scale) of Fast Ethernet performed better than that 

of its Gigabit competitor. The difference in their throughput was attributed to the carrier 

extension mechanism that was employed by the former. Efficiency, on the other hand, 

did not show any difference in both transmission rates. 

The summary of the overall performance of our network showed improvement 

for all parameters under study: delay, throughput, efficiency and percentage of collisions 

by using the improved CSMAlCD protocol. 
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memenuhi sebahagian keperluan Ijazah Master Sains 

REKABENTUK DAN PENILAIAN PROTOKOL KA W ALAN CAP AlAN 
MEDIA CSMAlCD TERUBAHSUAI KE ATAS RANGKAIAN KA WASAN 

SETEMPAT OPTIK SALURAN TUNGGAL 

Oleh 

KHARINA KHAIRI 

February 2003 

Pengerusi : Profesor Madya Dr. Mohd. Khazani Abdullah 

Fakulti : Kejuruteraan 

Kajian ke atas Rangkaian Kawasan Setempat optik saluran tunggal berdasarkan 

protokol CSMAlCD yang telah diadaptasikan daripada protokol asal telah dijalankan. 

Melalui pengembangan daripada algoritma bam CSMAlCD, kefahaman mengkaji dari 

perspektif penilaian Rangkaian Kawasan Setempat dilihat ke atas dua senario, iaitu Fast 

Ethernet dan Gigabit Ethernet. 

Algoritma tersebut telah dibangunkan dengan menggunakan bahasa 

pengaturcaraan Visual Basic 6.0. Algoritma ini memberi laluan untuk menjana 

parameter-parameter prestasi melalui simulasi daripada Rangkaian Kawasan Setempat 

yang bam. Parameter-parameter ini kemudiannya dikaji dan dibandingkan terhadap 

parameter-parameter prestasi asal yang mana telah dilaporkan. 
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Algoritma barn yang telah direkabentuk: di mana telah membawa kepada satu 

pengenalan iaitu 'isyarat sekatan khas' .  Di mana isyarat sekatan ini memberhentikan 

semua stesen-stesen yang cuba untuk: menghantar paket kecuali stesen yang mempunyai 

nilai percubaan yang sarna dengan nilai maksimum yang telah disetkan. Ini 

menyebabkan satu keadaan di mana tiada berlaku kehilangan paket. Algoritma ini juga 

difokuskan untuk: memperolehi purata lengah masa, truput dan juga kecekapan yang 

memadai supaya menyokong Rangkaian Kawasan Setempat yang sedia ada. 

Keputusan-keputusan daripada kajian ini menunjukkan dua sumbangan utarna; 

purata lengah masa dan peratus pelanggaran, di mana kedua-duanya menunjukkan 

prestasi yang baik. Prestasi truput ke atas Fast Ethernet lebih tinggi daripada Gigabit 

Ethernet kerana Gigabit Ethernet menggunakan 'pembawa sarnbungan' yang 

menyebabkan truput Fast Ethernet lebih tinggi. Prestasi kecekapan juga tiada bezanya 

pada kedua-dua kadar penghantaran. 

Sebagai rumusan daripada keseluruhan pre stasi daripada rangkaian ini telah 

menunjukkan peningkatan iaitu: purata lengah masa, truput, kecekapan serta peratus 

pelanggaran dengan menggunakan protokol CSMAlCD yang lebih baik. 
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CHAPTER! 

INTRODUCTION 

1.1 Optical Networks Today 

For years, the networking sector has grappled with the notion of the all-optical 

network. It offers the promise to solve many problems to provide enormous capacities in 

the network. Optical networking opens up a new field of multimedia applications and 

also of an enhancement network protocols adapted to high-speed network architectures. 

In addition, it provides a common infrastructure over which a variety of services can be 

delivered (Rajiv and Kumar, 2002). More generally known, optical fiber offers much 

higher bandwidth than copper cable. Therefore, it is natural that many 

telecommunication providers have moved to the optical fiber cable. 

The first modification to the existing networks was performed on the physical 

layer. The lost cost of the optical fiber and the tremendous increase of bandwidth 

obtained with this technology convinced the network engineers to invest in the optical 

devices- such as transmitter, receivers and amplifiers- forecasting on improvement of 

performances at acceptable costs (McCullough, 2000). Figure 1 . 1  shows the basic 

topologies behind the three generations of optical fiber networks. For the first

generation, fiber was not used. For the second-generation, fiber was used as a 

replacement for copper. For the third-generation, unique fiber properties are exploited. 
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First generation Second generation Third generation 

Figure 1 . 1 :  The basic idea behind the three generations of fiber usage in networks 
(Dutton, 1998) 

The upper layers of the network would be the same with the previous generation: 

all the data are transmitted point-to-point in optical forms on the links, but at each node 

an opto-e1ectronic conversion is performed and the data are analyzed with the usual 

devices; then they would return in optical form on the next link (McCullough, 2000), 

(Djafar et. aI, 2001 ). Synchronous Optical NETworks (SONET) and Synchronous 

Digital Hierarchy (SDH) represent examples for such networks, which are now widely 

implemented all over the world. 

Today we are seeing the deployment of second generation optical networks, 

where some of the routing, switching, and intelligence is moving into the optical layer 

(Rajiv and Kumar, 2002). It exploits the intrinsic characteristics of optical domain not 

only point-to-point transmission, but also for other functions such as the routing process, 

which is an optical evolution penetration more into the architecture, affecting more than 

one network layer. Of course an optical network must provide other characteristics 

beyond high bandwidth capacity: it must be robust, flexible, and cost effective due to an 
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