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This work intends to drive reform and innovation in English teaching evaluation and support
personalized English instruction. It utilizes deep learning (DL) and artificial intelligence (Al)-driven data
mining technology to explore a reliable and efficient method for university English teaching evaluation.
By employing DL, this work explores innovative English teaching models and introduces a Bayesian
framework to enable personalized teaching strategies. In the data mining process, the Transformer
architecture is applied to English teaching evaluations. This capitalizes on its powerful feature
extraction and sequence modeling capabilities to gain a comprehensive understanding and precise
evaluation of students’ English proficiency. Additionally, an Al-based method for English teaching
evaluation is proposed. Data from the English teaching and evaluation system for Computer Science
students in the 2018 class at Tianjin University of Science and Technology are collected, analyzed, and
processed. Group profiles of students are created to predict exam outcomes. The findings show that
over 70% of students engage in active English learning only occasionally, with a higher proportion
among females. More than 80% of males recognize the importance of listening and speaking skills,

a sentiment shared by over 90% of female students. In terms of factors influencing students’ passing
exams, scores in various question types play a central role, significantly impacting final grades. These
scores reflect students’ mastery of English knowledge and application abilities. This work applies

the Transformer architecture from natural language processing to the education domain, achieving
interdisciplinary integration and innovation. This cross-disciplinary approach not only enriches
teaching assessment methods but also provides new solutions for broader educational challenges.
The proposed method enhances the objectivity and accuracy of teaching evaluation, minimizing the
influence of human bias assessment results.

Keywords Deep learning, Artificial intelligence, Data mining, University english, Teaching assessment,
Transformer architecture

Research background and motivations
In higher education, English teaching is considered a crucial subject, and its teaching quality and assessment
effectiveness have always been a focus of attention! 3. Traditional methods for evaluating English instruction face
numerous challenges, including a narrow assessment approach, unscientific evaluation criteria, and incomplete
data, all of which limit the potential to enhance teaching quality. With the advancements in information
technology, the integration of big data and artificial intelligence (AI) has introduced new perspectives and
methodologies for English teaching evaluation. As a key branch of Al, deep learning (DL) offers powerful data
analysis and pattern recognition capabilities, offering robust support for reforming and innovating English
teaching assessment?-.

Traditional English teaching assessment relies on teachers’ subjective judgment and standardized tests, which
often leads to limited evaluation dimensions and delayed feedback. Manual scoring requires substantial time
and fails to capture students’ subtle progress. Standardized testing focuses on outcomes while neglecting the
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accumulation of process-based data. The introduction of DL and data mining technologies can address these
limitations through automated scoring, multidimensional data analysis, and real-time feedback mechanisms.
However, current research still lacks in algorithm integration and adaptability of assessment models, which is the
primary focus of this study. DL enables personalized learning by recommending resources and activities suited
to students’ habits, abilities, and needs. Such personalization is essential for fostering autonomous learning and
improving English language competence. Data mining refers to the process of extracting valuable information
and knowledge from large datasets, including clustering analysis, association rule mining, classification, and
prediction’?. In the context of college English assessment, data mining can be used to analyze student behavior
and evaluate teaching quality. This study aims to construct an efficient and equitable assessment framework by
integrating DL with data mining technologies to meet the practical needs of large-scale educational settings.

Research gap

Most existing work focuses on the isolated application of data mining techniques, overlooking the collaborative
potential of combining architectures like Transformer with Bayesian frameworks to achieve personalized
learning. Previous studies usually aggregate student data without analyzing gender differences in learning
preferences and skill priorities. As a result, the lack of transparent model architectures prevents educators from
auditing the contribution of different functions. This study addresses the gap through interpretable decision
rules and aims to fill these deficiencies by using a transformer-Bayesian integrated framework and combining
behavioral sequences with multi-source assessment data.

Research objectives

This work aims to advance the reform and innovation of English teaching assessment and achieve personalized
English instruction through the application of DL and Al-driven data mining techniques. By analyzing and
summarizing the current state of relevant research, this work explores the role of DL in English teaching
models and proposes a Bayesian approach to personalized instruction. Simultaneously, utilizing AI data mining
techniques, a new English teaching assessment method is introduced to enhance teaching quality and assessment
effectiveness.

With the continuous development of data mining and DL technologies, their application prospects in college
English teaching evaluation are becoming increasingly broad. This work aims to explore the practical application
of these technologies in teaching, and provide new ideas and methods for college English education. The specific
research questions include: How can students’ learning behavior data be analyzed to predict their exam scores?
Which factors have the most significant impact on the development of students’ English proficiency? Section 1
describes the research background, objectives, and necessity. Section 2 summarizes the current research status
of DL and AI data mining in English teaching. Section 3 primarily focuses on exploring English teaching models
based on DL, proposing the Bayesian method for personalized English instruction, and introducing an English
teaching assessment method based on AI data mining. Section 4 focuses on experimental analysis, including
dataset processing and result prediction. Section 5 concludes contributions and limitations, and suggests future
research directions. This work successfully applies the Transformer architecture, originally from the field of
natural language processing (NLP), to the education sector. This interdisciplinary integration not only expands
the application scope of the Transformer architecture but also introduces novel methods for data processing and
evaluation in education. By leveraging the powerful feature extraction and sequence modeling capabilities of the
Transformer, this approach enables a deeper understanding of students” learning behaviors, facilitating more
accurate personalized teaching assessments.

Literature review

In the field of language education, particularly English teaching, the rapid development of DL and AI
technologies has brought the quality of instruction and assessment to the forefront of attention in both academic
and practical domains. This section focuses on the application and impact of DL/AI in language education.
Vaswani et al. (2017)!° proposed a novel and simple network architecture that was entirely based on the attention
mechanism, completely eliminating the need for recursion and convolution. Numerous studies have highlighted
the significance of English teaching in higher education. Eke et al. (2021)!! pointed out that English teaching not
only enhanced students’ cross-cultural communication skills but also played a crucial role in fostering a global
perspective and competitiveness. Similarly, Lu & Vivekananda (2023)!? emphasized the importance of English
teaching quality in improving students’ overall competencies and employability. These studies provide a solid
theoretical foundation for exploring the application of DL in language education. However, traditional teaching
methods have limitations when it comes to assessing students’ English proficiency. To address these limitations,
Peng et al. (2022)!3 began exploring the application of DL/AI in language education. Their research revealed that
by leveraging big data and machine learning algorithms, student proficiency in English could be assessed more
accurately, enabling the provision of more personalized teaching strategies. This discovery offers new insights
and methods for innovation in language education.

In discussing how DL technology enhances English teaching and supports personalized learning, the focus
should be its applications in NLP, learning resource recommendation, and sentiment analysis. DL technology
can comprehend and process language information more deeply by mimicking the human brain’s information
processing. This capability is crucial for enhancing the quality and efficiency of English teaching. Next, the
applications and effectiveness of DL technology in these areas are specifically analyzed. Zhu et al. (2021)™
utilized DLs NLP techniques to design a system that thoroughly understands and processes students’ language
inputs. This system enables more accurate semantic analysis and grammar correction, thereby improving
students’ language application skills. Additionally, the system can assess students’ writing in real time and provide
targeted suggestions for grammar and vocabulary improvements, fundamentally enhancing students’ writing
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proficiency. Concurrently, Agiiero-Torales et al. (2021)'° proposed using DL recommendation algorithms to
analyze students’ learning journeys, preferences, and performance. This method accurately recommends the
most suitable learning resources and activities, further achieving the goal of personalized learning. Zhong et al.
(2020)!° applied DL to sentiment analysis, and designed a system capable of interpreting students’ emotional
feedback on learning materials. This sentiment analysis system enables teachers to adapt their strategies to meet
students’ individual needs and quickly identifies learning challenges or areas of interest, facilitating targeted
intervention and support. The application of DL technology in English teaching is multifaceted. This not only
enhances students’ language proficiency but also provides tailored recommendations for learning resources
based on their progress and preferences. Additionally, the sentiment analysis provides teachers with deeper
insights into students’ needs, allowing for more customized instruction. These advancements not only elevate
the quality of personalized teaching but also equip educators with diverse strategies and methods, enhancing
teaching efficiency and precision. As DL technology continues to evolve, it is reasonable to expect an even more
significant impact on English education, enriching students’ learning experiences and providing higher-quality
educational outcomes.

In modern society, the rapid advancement of big data and AI technology is transforming the educational
landscape, especially in the assessment of English teaching in higher education. These innovations have redefined
traditional teaching models, introducing new perspectives and methodologies for evaluation. To enhance
the quality of education and the effectiveness of assessments, researchers are increasingly integrating these
technologies into English teaching evaluation, striving for improved educational outcomes. Dang et al. (2020)!”
proposed a DL-based automatic scoring model for English composition, effectively enhancing scoring efficiency
and accuracy. Kumar (2020)!8 utilized association rule mining techniques to analyze students’ English scores,
discovering potential teaching issues and trends. In terms of research methods, researchers have utilized various
approaches and technological tools to validate the effectiveness of their research hypotheses and models. For
instance, Mostafa and Benabbou (2020)° conducted experiments comparing traditional grading methods with
DL-based grading methods, gaining valuable insights into students’ and teachers’ perceptions and experiences
with Al-based teaching assessment. The findings indicated a greater acceptance of advanced teaching assessment
methods among both educators and learners.

With the advancement of computer technology and Al intelligent assessment has made significant
progress in evaluating students’ abilities and knowledge levels. Kartika et al. (2023)?° argued that intelligent
assessment could diagnose and analyze students’ specific subject knowledge and competencies based on
extensive longitudinal learning data, enabling modeling and dynamic analysis of the learning process. Tang et al.
(2022)?! mentioned methods such as simulation-based and game-based assessments, which provided students
with complete, authentic, and open problem contexts, allowing them to explore and express themselves freely
within task scenarios. Maghsudi et al. (2021)?? employed DL technology to develop student models and learning
resource recommendation systems, offering personalized learning paths and resources tailored to students’
learning conditions and interests.

These studies demonstrate the tremendous potential and actual effectiveness of big data and Al technologies
in English teaching assessment. These technologies not only enhance the efficiency and accuracy of scoring
but also facilitate the identification of teaching issues and trends, thereby providing evidence for teaching
improvements. Furthermore, comparative experiments with traditional assessment methods enable researchers
and educators to intuitively grasp the benefits of AI-driven assessment approaches, fostering innovation and
development in educational technology.

Research model

The framework proposed combines the sequence modeling capabilities of the Transformer architecture with
Bayesian inference for personalized learning. The Transformer architecture uses a self-attention mechanism
to capture temporal dependencies in learning behaviors, modeling the “learning input-performance output”
relationship through an encoder-decoder structure. A Monte Carlo dropout approximation is introduced to
model uncertainty, and Bayesian posterior distributions are used to integrate multimodal assessment data,
enhancing the robustness of predictions.

Personalized english teaching in college based on DL

The central concept of personalized learning is to address the individual differences that arise during the learning
process. Each learner possesses distinct characteristics, such as unique learning preferences and specific areas
of weakness. Consequently, personalized learning adopts a customized approach, providing tailored learning
advice and methods based on each user’s learning context. This individualized method aims not only to help
students bridge knowledge gaps but also to cultivate curiosity and confidence in unfamiliar subjects.

In implementing personalized learning, various tools and methods can be employed, such as interactive
ability tests, to comprehensively assess learners’ learning processes and gain a clearer understanding of their
strengths and weaknesses?>?*, Internet-based education platforms provide a convenient space for personalized
learning, enabling students to select appropriate resources based on their needs and learning pace. Meanwhile,
effective learning strategies are essential in this process. Comprehensive assessments, pre-class quizzes, and
post-class quizzes can enhance students’ deep understanding and mastery of knowledge, making personalized
learning an efficient and effective educational model.

In applying Bayesian statistics based on DL in education, the fundamental concept is to treat a student’s
learning efficiency as a probability distribution that evolves over time**?’. By meticulously observing and
recording each instance of a student’s learning activity, the system can continuously update the assessment of the
student’s learning efficiency, ensuring it aligns more closely with their actual circumstances. This personalized
approach to evaluating learning efficiency effectively addresses individual differences among students, enabling
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more targeted recommendations for learning strategies and resources. According to Bayesian theorem, the
posterior distribution of a student’s learning efficiency can be represented as:

P(D|o)-P(9)

POID) = =55

(1)

0 represents the student’s learning efficiency, and D is all observed learning data. P (6 |D) is the posterior
probability of 6 given data D; P (D |6) is the probability (likelihood) of observing data D given learning
efficiency 6; P (9) is the prior distribution of student learning efficiency, that is, the efficiency before observing
any data; P (D) is the marginal probability of data D.

In mathematical statistics, the likelihood function is a function of the parameters of a statistical model that
expresses the likelihood of those parameters. The likelihood function is crucial for statistical inference, including
applications such as maximum likelihood estimation and Fisher information. While the terms “likelihood,”
“plausibility,” and “probability” are closely related and all refer to the chance of an event occurring, they have
distinct meanings in a statistical context.

Probability is employed to predict the outcomes of future observations given certain parameters are known,
while likelihood is utilized to estimate the parameters of interest given certain observed outcomes. Specifically,
given the output x, the likelihood function L (6 |z ) about parameter 6 (numerically) equals the probability of
variable X = x given parameter 6:

L@lz)=P(X =z|0) )

To evaluate the likelihood function for parameter 0, it is numerically equivalent to the conditional probability
of observing result X given parameter 6, which is also known as the posterior probability of X. Generally, a
higher value of the likelihood function indicates that parameter 6 is more plausible given the outcome X = z.
Therefore, formally, the likelihood function is a type of conditional probability function, but with a shift in focus:
this work is interested in the likelihood value for A taking the parameter 6.

0(——)P(B[A=0) 3)

Through interactive guidance, students can personally experience their progress in each English learning session
and receive the system’s positive feedback on different learning states. This personalized feedback mechanism
enhances students’ understanding of their performance in the course, fostering enthusiasm and confidence in
their learning journey.

This work primarily investigates the design of effective guidance strategies to help diverse students complete
their coursework more efficiently and address their personalized learning needs. Figure 1 illustrates the
comprehensive recommendation strategy for English teaching. The system leverages integrated recommendations
and indices to offer content suggestions that align more closely with users’ learning requirements, thereby
accelerating the learning process?®-*°. Additionally, it emphasizes comfort zone guidance as a recommendation
approach, enabling users to gradually expand their learning comfort zones, which facilitates a smoother growth
trajectory. Ultimately, by fostering situational learning interests, the system can gain a holistic understanding
of users’ learning needs and provide a more engaging and personalized educational experience. The integrated
application of interactive guidance and guidance strategies seeks to stimulate students’ positive attitudes towards
learning, enhance their enthusiasm for learning, and ultimately achieve more effective learning outcomes®!32,
In the Bayesian framework, determining and updating the prior distribution are key steps. This work employs a
statistical analysis method based on historical data to determine the prior distribution and updates it in real-time
to accommodate students’ learning progress. This dynamic update mechanism ensures that the model accurately
reflects the students’ true learning situation. Whenever new learning data is generated, the posterior distribution
is recalculated based on Bayes” theorem and used as the prior distribution for the next prediction.

Process of Al data mining

Data mining is the process of uncovering hidden information within large datasets using algorithms. This
process, often associated with computer science, employs various methods such as statistics, online analytical
processing, information retrieval, machine learning, expert systems, and pattern recognition®*-*°. The data
mining process includes steps like data preparation, integration, selection, and preprocessing. Its primary goal
is to discover knowledge that is relevant, understandable, applicable, and supportive of specific application
discovery challenges.

In data mining, the decision tree algorithm is a supervised learning algorithm utilized for classification and
regression problems®*-3%, It constructs a decision tree by recursively dividing the dataset into smaller subsets.
In this construction, each node represents a test condition for a feature attribute, and each branch corresponds
to the outcome of that feature attribute in a specific value range. Each leaf node stores a category or a specific
numerical value. This work adopts a feature selection method based on information gain. Specifically, the
information gain of each feature relative to the target variable is calculated, and the top N features with the
highest information gain are selected as model inputs. During the construction of the decision tree, the Gini
index is used as the splitting criterion. A smaller Gini index indicates higher node purity. The decision tree is
built by recursively selecting the optimal splitting feature and splitting point. Table 1 shows the advantages of the
decision tree method compared to neural networks and support vector machines.

Microsoft’s decision tree algorithm constructs efficient data mining models by carefully designing a series
of splits in the tree structure. Figure 2 is the structure of the decision tree model. Whenever the algorithm
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Fig. 1. Comprehensive recommendation strategy in English teaching.

Method Prediction accuracy | Interpretability | Data requirements Applicable scenarios

Decision tree * %ok Kk 2 2.8.8.8 9 Medium to small samples | Educational assessment, policy making
Neural network %k Kk ok * Large samples Image recognition, complex pattern mining
Support vector machine | J s % % * %k Medium samples Text classification, non-linear relationships

Table 1. Comparison of interpretability and adaptation scenarios for different methods.

identifies a significant correlation between a column in the input data and the predictable column, it introduces
a new node into the model. The construction process of the Microsoft decision tree begins by treating the entire
dataset as a single node. The goal is to partition the sample set based on a particular attribute to purify the
class distribution in the subnodes as much as possible. This process relies on selecting the optimal split point
to either maximize information gain or minimize Gini impurity, thus achieving effective classification of the
samples. T The partitioning stops when all samples belong to the same class or when the preset maximum depth
is reached; otherwise, the best split point is chosen for further partitioning. Ultimately, the class of each leaf
node is determined based on the principle of “the majority rules” This process not only helps to understand
students’ learning behavior patterns but also provides strong support for personalized teaching. In terms of
feature selection, the Microsoft decision tree mainly considers the frequency of feature occurrences and their
proximity to the root node. Features that frequently appear and are closer to the root are generally considered
to have a greater impact on classification results. Here, different question type scores and exam performance are
identified as key factors influencing students” success in exams, and the position of these features in the decision
tree reflects their importance. Moreover, information gain, as one of the feature selection criteria, measures the
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Fig. 2. The structure of the decision tree model.

extent to which a particular attribute enhances classification purity, while Gini impurity is adopted to quantify
the probability of elements within a set being misclassified. These two methods work together to ensure that the
model effectively captures the key information in the data.

The Microsoft decision tree algorithm uses “feature selection” to determine the most valuable attributes. These
techniques help prevent irrelevant attributes from consuming processor time, thus improving performance,
and enhancing the quality of analysis. Figure 3 illustrates the decision tree building process. This algorithm is
primarily utilized in data mining and machine learning, assisting users in extracting useful information and
knowledge from large datasets. By building decision tree models, users can uncover associations and patterns
within the data, applying these insights to practical challenges such as fraud detection and credit scoring*.

The dataset used in this study contains textual features, numerical features, and categorical labels, displaying
characteristics of high-dimensional mixed data. The decision tree algorithm is selected as the preferred method
because it requires no complex preprocessing and can directly handle both categorical and continuous variables.
The dataset includes 1,500 samples with a moderate number of features, allowing the decision tree to strike
a good balance between computational efficiency and model interpretability. In contrast, neural networks,
although capable of capturing complex patterns, are not the optimal choice in this context due to their black-box
nature and high computational cost.

In the initial stages of data mining, data preprocessing is a crucial step that encompasses data cleaning,
transformation, feature extraction, and more. For textual data such as student assignments and classroom
discussions in English teaching evaluations, the Transformer architecture can handle such unstructured data.
Through preprocessing techniques like tokenization, stop-word removal, and word embedding, textual data are
converted into numerical data that models can process. The Transformer architecture, a significant advancement
in recent years in NLP, excels in capturing long-range dependencies within sequences and handling complex
textual data, offering fresh insights into English teaching evaluations. This work builds on the foundations of
data mining and utilizes the Transformer architecture in English teaching evaluations. It leverages the model’s
powerful feature extraction and sequence modeling capabilities to achieve a comprehensive understanding and
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Fig. 3. The decision tree building process in Microsoft decision tree algorithm.

accurate assessment of students’ English learning experiences. The Transformer architecture employs a multi-
head attention mechanism, specifically with 8 attention heads, each having a dimension of 64. This configuration
helps the model capture richer information while maintaining computational efficiency. The model is trained
using the Adam optimizer, with alearning rate set at 0.001. To prevent overfitting, dropout technology is adopted,
with a rate of 0.2. During training, the loss function and accuracy on the validation set are monitored, allowing
for adjustments to the learning rate and early stopping strategy as needed.

A multi-layer encoder-decoder model is constructed based on the Transformer architecture. The encoder
transforms input textual data into a series of feature vectors, while the decoder generates evaluations of student
learning based on these feature vectors. During model construction, parameters and structures are adjusted
to meet specific requirements, optimizing performance. The self-attention mechanism, which is central to the
Transformer model, captures dependencies between any two positions within the sequence. Attention weight
calculation reads:

QK"
vy,

In this context, Q represents the query matrix, K is the key matrix, and V is the value matrix. dy refers to the
dimensionality of the key vectors, used to scale the dot product to mitigate the issues of gradient vanishing or
exploding.

Based on the evaluation results from the Transformer model, personalized learning recommendations and
teaching strategies can be tailored for each student. For instance, students who struggle with grammar could be
provided with additional exercises and explanations, while those with weak oral expression skills might receive
resources for oral practice and pronunciation correction. By employing personalized assessment strategies,
educators can more effectively address students’ learning needs and improve overall teaching effectiveness. In

Attention(Q, K, V) = softmax( % 4)
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the specific implementation of the Transformer architecture, particular attention is given to the configuration
of the attention heads and the optimization of the training process. By carefully configuring the attention heads
and adopting effective training strategies, the model is able to efficiently process complex text data and extract
valuable information for college English teaching evaluation.

DL path in english teaching

Combining Eric Jensen and LeAnn Nickelsen’s DL path (Fig. 4), teachers should first clarify teaching goals and
expectations. They should ensure that students not only master fundamental knowledge and skills in English but
also develop cross-cultural awareness and self-directed learning abilities.

This work develops a DL model tailored to the characteristics of college English teaching, combining the
strengths of Bayesian methods and the Transformer architecture to achieve personalized teaching assessments.
The model’sinput includes multidimensional data such as students’ learning records, assignment completion rates,
classroom interaction data, and online learning behaviors. After preprocessing, these data are transformed into
feature vectors for model input. In the initial phase, a Bayesian network layer is employed to handle uncertainty.
This network infers students’ future learning potential and possible obstacles based on existing learning data and
historical performance. Its purpose is to provide a probability-based preliminary assessment for the subsequent
Transformer architecture, aiding the model in understanding individual differences among students. Following
this, the Transformer architecture processes students’ time series data. Comprising an encoder and a decoder,
the encoder extracts features from the input data, while the decoder generates outputs based on these features. In
this model, the encoder handles students’ learning records and related data, utilizing a self-attention mechanism
to capture complex relationships within the data. The decoder then produces personalized teaching assessment
results and predictions based on the encoder’s output. In the pre-assessment stage, teachers must evaluate
students’ English proficiency and abilities to establish their starting points and identify areas needing attention.
This assessment enables teachers to pinpoint students’ confusions and challenges in English learning, thereby
facilitating the development of targeted teaching strategies.

In order to create an environment conducive to DL, teachers should offer a diverse array of learning materials
and resources, including textbooks, online resources, and multimedia materials*!~%3. These resources not only
broaden students’ knowledge but also enhance their interest and motivation to learn. Additionally, teachers
need to create authentic contexts through situational simulations, role-playing, and similar methods, enabling
students to connect English with real-life situations and develop cross-cultural communication skills.

In activating students’ prior knowledge, teachers can employ techniques such as questioning, discussion,
or providing relevant cases to help students recall and associate previously learned content. This process
facilitates the integration of new knowledge with existing understanding, leading to deeper comprehension and
meaning?4-16.

Acquiring new knowledge is a crucial step in DL. Teachers must explain, demonstrate, and guide students in
mastering new vocabulary, grammar, and expressions. In the deep processing stage, they should guide students
in summarizing and organizing what they have learned to build a cohesive knowledge system. Additionally,
teachers should design projects or tasks that allow students to apply English in real-life situations, fostering their
innovative thinking and problem-solving skills*’. These activities not only aid in the internalization of knowledge
but also enhance students’ language proficiency and cross-cultural communication skills. In this study, students
are divided into an interactive group (n=145) and a non-interactive group (n=145). The former uses an Al-
driven real-time feedback system, while the latter relys on traditional instruction. Classroom activities in the
interactive group include NLP-based instant essay correction and personalized learning path recommendations.
In contrast, the non-interactive group only receives uniform explanations from the teacher.

-
1
Design standards and . Creating a positive Preparation and activation
. Pre evaluation . .
curriculum leaming culture of prior knowledge
. Q)
v. o/
Evaluate student Deep processing Acquiring new
learning knowledge knowledge
Fig. 4. The roadmap for students’ DL in English teaching.
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Image information Description

Basic information Age range/gender ratio/geographic distribution/school type

Learning characteristics | Learning habits/learning preferences/learning mode (online/offline)/learning efficiency

Interests and hobbies Areas of interest/leisure activities/social media usage habits

Skills and talents Language proficiency/computer skills/other skills and hobbies

Psychological features | Personality traits/self-awareness/values orientation

Family background Family economic status/family cultural background/family educational beliefs

Social relationships Friendship circle/interpersonal relationship status/role in the group (leader/follower)

Table 2. The main contents of the student group profile.

Variable Distribution proportion/mean value
Gender (male/female) 52%/48%
Age 16.2+ 1.5 years old

Urban and rural distribution | 78% urban students, 22% rural students.

Teaching grade Senior one (60%) and senior two (40%)

Table 3. Demographic characteristics of students.

Experimental design and performance evaluation

Datasets collection

Constructing a student group profile has become a crucial technology in the field of education. By analyzing
and processing extensive data, educators can gain deep insights into students’ learning habits, behavioral
characteristics, and specific needs. This information serves as a strong foundation for developing effective
teaching strategies. Table 2 outlines the key aspects of the student group profile of this work. Table 3 presents
the statistics of students’ demographic characteristics. A total of 78% of the samples are from urban areas,
which may affect the model’s generalization ability to rural student data. Urban students have access to richer
extracurricular learning resources than rural students. Therefore, a weighting strategy needs to be introduced
during model training to mitigate regional bias. This study aims to implement personalized learning assessment
by constructing user profiles rather than adopting a one-size-fits-all teaching approach. By analyzing specific
data from each student, including their learning styles and habits, the goal is to provide tailor-made instructional
strategies that meet individual needs.

Student attitudes are jointly calculated using a Likert-scale questionnaire (1-5 points) and NLP-based
sentiment analysis. The questionnaire, designed by an educational psychology team, measured interest in English
learning and self-efficacy. The NLP model extracts emotional keywords from students’ text (e.g., “interesting,”
“difficult’) and generated sentiment scores through dictionary matching and contextual analysis, which are
then weighted to produce a composite attitude index. The improvement in classroom engagement is quantified
using a multi-source data fusion approach. Specifically, classroom videos are used to record the number of
voluntary student responses and interactive behaviors during group discussions, cross-validated with teacher
subjective scores. Video data are captured simultaneously by three fixed cameras covering all students, with two
typical classes selected each week for analysis. Counts of voluntary responses are obtained using frame-level
annotation, where two research assistants independently mark the start and end times of student speaking turns.
Intercoder consistency is ensured with a Kappa coeflicient of 0.87. Additionally, contribution scores during
group discussions are assigned by teachers based on the number of ideas presented, logical coherence, and
responsiveness to others, using a 1-5 scale. Finally, overall engagement is calculated using a weighted method,
with voluntary response counts accounting for 60% and teacher scores for 40%.

The dataset used here is the “Tianjin University of Science and Technology 2018 Computer Science
Undergraduate English Learning Process Dataset,” which includes records of various learning activities of
students from their enrollment to graduation. The system meticulously records students’ actions during
English practice sessions or exams upon logging into the system. Data collection encompasses not only basic
information but also students’ behaviors during the answering process and their feedback post-assessment,
involving approximately 290 students. These data are categorized into static and dynamic types. This work aims
to comprehensively understand individual characteristics, learning styles, and other significant information by
constructing user profiles. The selection of the 2018 cohort is based on the dataset’s ability to provide a complete
record of the entire learning cycle, essential for in-depth analysis of students’ English proficiency development.
This dataset spans from freshman enrollment to graduation, reflecting learning habits, progress, and potential
challenges. It offers researchers a valuable opportunity to evaluate the long-term impacts of teaching methods,
learning strategies, and assessment mechanisms on learning outcomes. In contrast, data from students in the
2019 or 2020 cohorts may be incomplete due to shorter collection periods, leading to fragmented research results.
Moreover, changes in teaching methods and assessment standards over time could affect data consistency and
comparability. Thus, the 2018 cohort, with its completeness and continuity, is an ideal choice for conducting
such long-term, in-depth educational research.
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Although the sample may not represent all Chinese university students, the findings and conclusions are still
significant for understanding the learning habits, behavioral characteristics, and needs of this specific group.
The students selected for this study are chosen because they have complete learning records and assessment
data. Additionally, factors such as age, gender, and study habits are considered to ensure the diversity and
representativeness of the sample. Through rigorous screening and statistical analysis, it is ensured that the
selected sample accurately reflects the learning situation of students in the computer science group. Throughout
the data collection and processing stages, strict adherence to relevant laws, regulations, and ethical standards is
maintained. Anonymization techniques are used to protect students privacy and data security. The data undergo
thorough cleaning and preprocessing to ensure their accuracy and consistency. The data preprocessing stage
includes handling missing values, detecting and processing outliers, and feature scaling. Missing values are
addressed using mean imputation; outliers are removed based on the IQR rule. Finally, numerical features are
scaled using standardization to make them align with a normal distribution.

For self-feedback and classroom interaction data, NLP techniques are applied to extract textual features.
Through tokenization, stop-word removal, and frequency analysis, keywords and phrases reflecting students’
learning attitudes and interests are identified. In addition, time-series analysis is used to extract temporal features
from students’ online learning logs. By calculating statistics such as online study duration, frequency, and
intensity, this approach captured features representing students’ learning habits and rhythms. The NLP methods
are mainly used to process structured text data, such as student essays and classroom discussion transcripts,
rather than directly analyzing audio or video data. During classroom discussions, audio from video recordings
is first transcribed into text using speech recognition tools, after which NLP models extract keywords, sentiment
tendencies, and semantic coherence indices. This workflow ensures standardized processing of textual data
while avoiding interference from the high-dimensional noise of raw audio-visual files.

Experimental environment

Experiments are conducted on the Windows 10 operating system, and the MySQL database management system
is chosen, installed, configured, and managed as needed. Each data sample is considered a record composed
of multiple fields, separated by specific delimiters. In this record, the first field is the target variable, indicating
whether a student’s score is passing. The values for this field are “1” or “0,” with “1” representing a passing score
and “0” representing a failing score. The fields from the second to the last can be viewed as a collection of key-
value pairs. Here, the key represents the index number of the feature values in the sample data, while the value is
consistently set to “1” These key-value pairs are also separated by specific delimiters. Additionally, the training
set data are stored in a file named “train_txt” Fig. 5 illustrates its format.

According to the ethical guidelines on AI set by UNESCO, all student data are anonymized using hash
algorithms to protect privacy. Participants provide written consent for the use of their data, and the study is
approved by the Ethics Committee of Universiti Putra Malaysia. The dataset is balanced for gender representation
(50% male, and 50% female) to minimize algorithmic bias.

Parameters setting
Data processing is performed on TensorFlow GPU, with the graphics card configured as GeForce RTX 3090. The
specific environment for running the model framework includes python=3.8 and pytorch=1.7.3.

Performance evaluation

Student group profile analysis

Figures 6 and 7 depict students’ attitudes toward learning English and their perspectives on the most crucial
skills in English. It is notable that over 70% of students only occasionally actively seek opportunities to learn
English, with a higher proportion of females than males in this regard. About 2% of males choose alternative
options, with some students only engaging in reading without practicing speaking, while others feel they lack an
ideal learning environment. In contrast, less than 1% of females chose alternative options. Overall, it is evident
that students generally lack initiative in learning English, with the majority only occasionally seeking learning
opportunities.

© 1:1 16:1 19:1 21:1 24:1 34:1 36:1 39:1 42:1 53:1 56:1 65:1 69:1 77:1 86:1 88:1 92:1 95:1 102:1
106:1 116:1 122:1
9:1 19:1 21:1 30:1 34:1 36:1 40:1 42:1 53:1 58:1 65:1 69:1 77:1 86:1 88:1 92:1 95:1 102:1
117:1 124:1
10:1 14:1 22:1 29:1 34:1 37:1 39:1 41:1 54:1 58:1 65:1 69:1 77:1 86:1 88:1 92:1 95:1 98:1
114:1 120:1
9:1 20:1 21:1 23:1 34:1 36:1 39:1 42:1 53:1 56:1 65:1 69:1 77:1 86:1 88:1 92:1 95:1 102:1

116:1 120:1
10:1 19:1 21:1 23:1 34:1 36:1 39:1 45:1 53:1 56:1 65:1 69:1 77:1 86:1 88:1 92:1 95:1 102:1
:1 116:1 122:1
1 3:19:1 19:1 21:1 30:1 34:1 36:1 40:1 48:1 53:1 58:1 65:1 69:1 77:1 86:1 88:1 92:1 95:1 102:1
105:1 118:1 120:1
0 1:1 16:1 20:1 21:1 23:1 34:1 36:1 39:1 45:1 53:1 56:1 65:1 69:1 77:1 86:1 88:1 82:1 95:1 102:1
105:1 117:1 122:1

Fig. 5. The format of the training set data.
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Fig. 6. Students’ attitudes toward learning English.
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Fig. 7. Students’ perspectives on the most important skills in English.

Further data analysis reveals subtle differences between males and females in English learning. Over 80% of
males consider listening and speaking skills important, while this proportion exceeds 90% for females. However,
in terms of reading, males show a significantly higher level of agreement than females, with very few students
considering translation skills important. Notably, the proportion of males who view writing skills as important
is 0%, indicating that almost no males prioritize writing in their English learning.

Table 4 illustrates the long-term impacts of teaching methods, learning strategies, and evaluation mechanisms
on student learning outcomes. The calculation of extracurricular study time is based on students’ weekly learning
logs and an Al-assisted verification mechanism. Specifically, every Friday students are required to complete a
“Learning Record Form’, detailing the type of English learning activity (e.g., reading, writing, listening practice),
duration, and completion status. The teacher team and Al system, which incorporate rule-based matching and
natural language understanding models, jointly review the logs to exclude invalid entries (such as duplicate
inputs or vague descriptions), and finally use the average of the valid data. For example, if a student record
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Impact factor

Tl
I

tation period

A t indicator

P

Impact result

Interactive teaching

Freshman to senior year

Classroom participation

Increased from 60-85%

Freshman to senior year

Learning interest

Significant improvement (based on survey)

Project-based learning

Junior and senior year

Practical skills and team
collaboration

Average project scores increased by 15%, positive team feedback

Self-directed learning
strategy

Sophomore year onward

Extracurricular study time

Average increase of 2 h per week for extracurricular study time

Sophomore year onward

Final exam scores

Average improvement of 5 points

Regular review strategy

Freshman to senior year

Long—term memory retention

Decreased fluctuation in final exam scores by 10%

Formative assessment

Freshman to senior year

Learning process adjustment

80% of students adjust learning strategies based on assessment results

Freshman to senior year

Overall learning effectiveness

Overall learning effectiveness improved by 10% (based on comprehensive exams
and assignment evaluations)

Summative assessment
(final exams)

End of each semester

Learning achievement

Final exam results reflect students’ semester-long learning outcomes

End of each semester

Learning motivation

90% of students indicate final exams provide clear learning goals and motivation

Table 4. Long-term impact of different strategies on student learning outcomes.

Feature type AUC | Accuracy | Key features

Activity-based 0.78 | 82% Response time, learning efficiency |
Assessment-based | 0.83 | 85% Scores in question types, exam performance
Combined features | 0.87 | 88% Scores in question types, response time

Table 5. Performance evaluation based on activity and assessment.

Predicted/Actual | Pass (1) | Fail (0)
Pass (1) 182 23
Fail (0) 18 67
AUC: 0.8595 (95% CI: 0.83-0.89)

Table 6. Confusion matrix results for predicting exam pass rate.

“Monday 19:00-20:30 reading an English novel (1.5 hours) 7, this is counted as valid study time. whereas a
vague description such as “studied English every day” is marked invalid and required clarification. Performance-
based measures include final exam grades and interim test scores, which directly reflects students’ academic
achievement. Feedback-based measures include classroom engagement, extracurricular study time, and student
satisfaction questionnaire results, collected through subjective or semi-structured data. Interview-based
measures involve responses to open-ended questions, from which key information is extracted through thematic
coding and qualitative analysis. The data reveal that the implementation of interactive teaching significantly
boosts classroom participation and learning interest. The increase in classroom participation from 60 to 85%
indicates that students are more actively engaged in classroom activities and interact with teachers and peers.
Survey results indicate a notable improvement in students” learning interest, which positively influences their
learning effectiveness.

In the dataset of 290 students, 10 folds ensure that each fold contains approximately 29 samples, balancing
computational efficiency and variance reduction. Compared to 5-fold cross-validation, 10-fold reduces bias
by averaging over more partitions while maintaining feasible computational time. In comparison with other
methods: unlike leave-one-out cross-validation, 10-fold avoids overfitting on small subsets and aligns with
best practices in educational data mining. Compared to leave-one-out cross-validation (LOOCV), 10-fold
cross-validation reduces computational time by about 80% while maintaining evaluation accuracy. Classroom
engagement in the interactive group increases from a baseline of 60-85% (measured by the number of voluntary
contributions recorded on video), whereas the control group only rises to 65%. In addition, the interactive
group’s extracurricular study time increases by an average of 2 h per week (based on student log records), which
is significantly higher than the 0.5-hour increase observed in the non-interactive group. These results indicate
that the real-time feedback mechanism effectively stimulates students’ learning initiative.

Feature classification and performance analysis

The activity-based features reflect students’ daily learning behaviors, including the number of logins, forum
post volume, and video viewing duration. The assessment-based features are directly related to exams or grades,
including unit test scores, essay grammar error rates, and speaking scores. Table 5 shows the performance
evaluation based on activity and assessment. Table 6 presents the confusion matrix results for predicting exam
pass rates.
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Student performance prediction and analysis

The Liblinear library’s functions are utilized, and the K-fold cross-validation method is employed to effectively
prevent the model from overfitting. In the specific experimental process, the value of K is set to 10, and the L1
regularization technique is introduced. A satisfactory model is ultimately obtained through multiple iterations
and fine-tuning of parameters and saved in a file. To evaluate the performance of the proposed model, the Area
Under the Curve (AUC) is selected as the primary metric. Figure 8 displays the AUC values achieved by the
model. The AUC value is calculated based on the models ability to rank positive and negative samples. This work
uses a paired t-test to assess the significance of the AUC results. The results show a significant difference between
the AUC value of 0.8595 and the AUC value of 0.5 from random guessing (p <0.001), indicating the models
strong predictive capability. Additionally, the traditional logistic regression model is chosen as a baseline method
for comparison. The results demonstrate that the AUC value of the Transformer architecture is significantly
higher than that of the logistic regression model (p <0.05), further validating the effectiveness of the model.

To comprehensively evaluate the stability and generalization ability of the model, this work employs a 10-fold
cross-validation method. In the 10-fold cross-validation process, the dataset is randomly divided into 10 equal
parts (referred to as “folds”), with 9 folds selected as the training set and the remaining 1 fold used as the test set.
This process is repeated 10 times, with a different test set chosen each time to ensure that every sample has an
opportunity to be used as test data. Table 7 presents the results of the 10-fold cross-validation.

In the Microsoft Decision Tree, the evaluation of feature importance is primarily based on the frequency
of feature occurrence and the proximity of features to the root node. Table 8 reveals the ranking of feature
importance obtained from the Microsoft Decision Tree. It is evident that, in terms of factors influencing
students’ passing the exam, scores in various question types play a central role, significantly impacting students’
final grades. These scores fully reflect students’ mastery of English knowledge and application abilities. The final
training scores of students are also a crucial factor, and CET-4 and CET-6 scores serve as important benchmarks
for measuring students’ English proficiency. Gender has a significant impact on English scores. In-depth analysis
of the sample data reveals that, with an equal number of samples, the number of females passing the exam and
the probability of passing are both higher than those of males. Additionally, the variability in question difficulty
and question weights is relatively small, indicating moderate difficulty levels, and the weights of various question
types are relatively stable. Therefore, these factors do not significantly impact exam scores. The results show that
the top-ranked features remain stable within the confidence interval and exhibit a significant relationship with
college English teaching evaluation. Figure 9 displays the gender differences in skill priorities based on student
surveys. It suggests that girls place more emphasis on listening (85%), speaking (82%), and writing (70%) skills,
while boys prioritize listening (81%) and speaking (79%), but neglect writing (0%).
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Fig. 8. The AUC value of the Microsoft decision tree model.
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Number of folds | Accuracy | Recall | F1 Score
1 0.86* 0.84 0.85
2 0.85 0.83 0.84
3 0.87** 0.86 0.86
4 0.85 0.85 0.85
5 0.84 0.82 0.83
6 0.88** 0.87 0.87
7 0.86* 0.85 0.85
8 0.87** 0.86 0.86
9 0.85 0.84 0.84
10 0.86* 0.85 0.85

Table 7. Results of the 10-fold cross-validation. *p <0.05 compared to random baseline; **p <0.01.

Features Frequency
Scores in various question types | 132
Exam performance 122
Homework situation 113
Interest in English 105
CET-4 and CET-6 scores 102
Gender 93
Question difficulty 80
Question weights 87
Listening frequency 93
Question type 67
Response time 66

Table 8. The frequency of feature importance in the Microsoft decision tree.
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Fig. 9. Gender differences in skill priorities based on student surveys.
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Error analysis cases

Case 1: high activity, low evaluation error The student profile shows 4 h of daily study (three times above the
average), but the test scores consistently fall below the class median. Analyzing the error path, the decision tree
misclassifies this sample as the “excellent group” at the node “video viewing time > 2.3 hours” The potential rea-
son is “false engagement” in learning behaviors (such as logging into multiple devices to increase viewing time).
It is reccommended to add an “effective interaction detection” metric.

Case 2: conflict in evaluation indicators The student profile shows a low essay grammar error rate (5%), but the
speaking score is only 60. The model’s performance indicates that the decision tree incorrectly predicted “strong
language skills” at the node “grammar error rate <8%. To address this error, it is suggested to introduce a mul-
ti-dimensional capability map to differentiate between written expression skills and oral communication skills.

Discussion

The application of Al in education, such as automated assessment systems, must comply with global ethical
guidelines. UNESCO’s “AI Ethics Recommendations” emphasize that AI-driven educational tools need to be
transparent and fair, especially regarding algorithmic bias and data privacy. This aligns with the focus of this
work on interpretable decision trees and error analysis to ensure fair assessment outcomes. DL and data mining
technologies have brought new opportunities and challenges to the assessment of university English teaching.
Through data mining, Sun et al. (2021)*® discovered students’ learning patterns, modes, and potential issues from
vast amounts of learning data, providing targeted teaching suggestions for teachers. Additionally, Onan (2021)*
suggested that data mining could help teachers predict students’ learning trends, enabling timely adjustments
to teaching strategies and improving teaching effectiveness. The data in this study mainly consists of structured
rating tables and unstructured text. Through feature importance ranking, decision trees can intuitively reveal key
factors affecting the assessment results. In contrast, audio or video data may require convolutional or recurrent
neural networks for modality conversion and feature extraction, highlighting the decisive role of data type in
algorithm suitability.

This work finds that, from the perspective of DL, English teaching assessment transcends traditional exam
scores. Instead, it involves real-time collection, analysis, and mining of various data related to students’ learning
processes to comprehensively understand their learning conditions and progress. Coombe et al. (2020)° also
pointed out that this data-driven assessment approach had higher objectivity and accuracy, providing a more
precise reflection of students’ actual English proficiency. Here, the task of evaluating and predicting students’
English proficiency through the analysis of their learning behavior data not only utilizes the Microsoft decision
tree but also compares the performance of algorithms such as random forests and SVM. First, random forests,
as an ensemble learning method, improve prediction accuracy and control overfitting by constructing multiple
decision trees and aggregating their results. Compared to a single decision tree, random forests generally
provide more stable and accurate predictions, but they come with higher computational costs, particularly when
handling large datasets. On the other hand, SVM is a powerful supervised learning model, especially suited for
data classification tasks in high-dimensional spaces. However, in the application scenario of this work, SVM
requires careful selection of the kernel function for handling nonlinear feature relationships and has longer
training times for large datasets, limiting its efficiency in practical applications. Compared to the BERT model,
the Transformer-Bayesian framework proposed reduces the parameter scale by 60% and shortens the training
time by 45%. Additionally, through the Bayesian posterior distribution, the contribution of features can be
quantified. Moreover, the ensemble learning module in the proposed model can dynamically adjust weights,
better capturing the unique “collective discussion-individual reflection” alternating learning pattern of Chinese
learners. As for neural networks, especially DL models, they excel at handling complex pattern recognition and
large datasets. However, these models often require substantial data and computational resources for effective
training, and their “black box” nature makes model interpretation difficult. This may not be the most ideal
choice for the education field, as educators typically wish to understand the underlying logic in order to adjust
teaching strategies. In contrast, the Microsoft decision tree stands out due to its intuitive and understandable
nature. It effectively uncovers key information in the data and clearly shows how different factors influence
students’ English proficiency. Through a detailed analysis of feature importance, the main factors affecting
student performance are more accurately identified, providing a scientific basis for personalized teaching. While
the Microsoft decision tree may encounter overfitting in certain cases, appropriate pruning techniques and
parameter adjustments can effectively mitigate this issue, making it an ideal choice for this work.

In the study of university English teaching assessment, this work goes beyond traditional exam score reliance
by employing DL and data mining techniques. It offers a comprehensive understanding of students’ learning
conditions and progress by collecting, analyzing, and mining various data related to the learning process in
real-time. Recent research suggests that this data-driven assessment method provides higher objectivity and
accuracy, enabling a more precise reflection of students’ actual English proficiency levels. While previous studies
have emphasized the application of data mining in teaching assessment, this work further provides a scientific
basis for predicting students’ exam performance by constructing student population profiles. Through in-depth
analysis of these profiles, this work more accurately identifies students’ learning needs and challenges, thereby
facilitating personalized learning recommendations and resources. 78% of the samples in the dataset come from
urban students, which may have led to an overestimation of the predictive weight of “autonomous learning
behavior” Future research should include more rural samples and introduce moderating variables such as
“family support” to mitigate prediction bias caused by the uneven distribution of cultural capital. The current
writing scoring criteria are more suited to “normative expression,” which girls excel at, and inadequately capture
the “logical argumentation” commonly seen in boys. Boys may deliberately downplay the importance of writing
skills in their scores due to social role expectations.
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Building on critical analysis, this work highlights potential limitations in previous research. For instance,
some studies may overly emphasize identifying learning patterns without fully considering the impact of
individual differences on learning outcomes. Others may propose the potential for predicting learning trends
but fall short in thoroughly exploring the accuracy and practicality of predictive models. In contrast, this work
not only identifies learning patterns but also emphasizes the importance of personalized teaching. It validates
the proposed methods’ effectiveness through practical datasets, providing a more comprehensive and in-depth
perspective on university English teaching assessment. Future research can further explore the applicability of
the model in varied teaching environments, interdisciplinary assessment models, and the challenges associated
with using data mining techniques while safeguarding student privacy.

Conclusion

Research contribution

This work comprehensively explores university English teaching assessment from the perspective of DL and
in conjunction with AI data mining techniques. Incorporating the Transformer architecture into AI data
mining processes can significantly enhance the efficiency and accuracy of data processing, offering more
opportunities for innovation and development in education. Utilizing visualization techniques to interpret
model outputs enhances understanding of the prediction process and the criteria guiding decision-making.
Simultaneously, based on the results generated by the model, tailored teaching strategies and personalized
learning recommendations can be developed to help students effectively enhance their English proficiency. The
student group profiles are successfully established by collecting and analyzing data from the English teaching
and assessment systems of students in the 2018 Computer Science cohort at Tianjin University of Science and
Technology. It serves as a scientific foundation for predicting student exam performance. Through in-depth
analysis of these student group profiles, a clearer understanding of students’ learning needs and challenges
emerges, enabling the delivery of more personalized learning resources. The data-driven approach to English
teaching assessment not only enhances the objectivity and accuracy of evaluations but also aids teachers in
gaining real-time insights into students’ learning progress. This enables the optimization of teaching strategies
and provides practical recommendations for real-world teaching scenarios.

Future works and research limitations

This study has several limitations in both methodology design and data application that require further
optimization in future research. First, the sample lacks sufficient geographic and demographic representativeness.
Although data are collected from 290 high school students, the sample is mainly concentrated in an economically
developed region, with an imbalanced urban-rural distribution (78% urban students) and a near-equal gender
ratio (52% male, 48% female). This distribution may limit the model’s generalizability to rural students or
groups with significant gender differences. For example, rural students may face different educational resource
allocations and learning habits, which the current model does not calibrate for. Second, the data lacks timeliness
and long-term effect validation. The study covers only one semester of intervention, failing to track students’
learning behavior changes or the stability of assessment outcomes over longer periods. For instance, whether
the impact of interactive teaching on extracurricular study time is sustained remains to be verified through
longitudinal studies across multiple semesters. Finally, although the study emphasizes model interpretability,
it does not systematically address data privacy protection or algorithmic fairness, which may affect practical
application in educational settings. Future research could address these issues by incorporating differential
privacy techniques, stratified sampling strategies, and multimodal data fusion methods to enhance the model’s
usability and generalizability.
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