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Abstract: Fractional partial differential equations (FPDEs) have gained significant attention in various scien-
tific and engineering fields due to their ability to describe complex phenomena with memory and long-range
interactions. Solving FPDEs analytically can be challenging, leading to a growing need for efficient numerical
methods. This review article presents the recent analytical and numerical methods for solving FPDEs, where
the fractional derivatives are assumed in Riemann-Liouville’s sense, Caputo’s sense, Atangana-Baleanu’s sense,
and others. The primary objective of this study is to provide an overview of numerical techniques commonly
used for FPDEs, focusing on appropriate choices of fractional derivatives and initial conditions. This article
also briefly illustrates some FPDEs with exact solutions. It highlights various approaches utilized for solving
these equations analytically and numerically, considering different fractional derivative concepts. The pre-
sented methods aim to expand the scope of analytical and numerical solutions available for time-FPDEs and
improve the accuracy and efficiency of the techniques employed.
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gral transforms
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1 Introduction

In classical calculus, the integer-order derivative and integral are well-established mathematical operations
with a clear physical and geometric interpretation, making them highly useful for solving practical problems
in the scientific fields. The meaning of derivative is the rate of change in the relationship between the
dependent and independent variables, and there is a well-accepted geometrical explanation, for example,
in the relationship between the position and speed of an object. Unfortunately, the situation changes when we
consider fractional-order differentiation or integration. The existing literature has no entirely acceptable
geometrical interpretation for the fractional-order derivatives. However, fractional derivatives (FDs) capture
a system’s history and memory in fractional modeling, allowing for a more accurate representation of complex
phenomena. In contrast to integer-order derivatives, fractional-order derivatives are considered nonlocal
operators, which implies that when computing a FD at a particular point, it relies on data in the vicinity of
the current moment and information from the entire historical dataset. While this characteristic allows for the
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description of physical phenomena with memory features, it can pose challenges in numerical computa-
tions [1–5].

Furthermore, Podlubny [1] presented a geometric interpretation based on left-sided and right-sided
Riemann-Liouville fractional integrals. Also, he suggested a physical interpretation for the Riemann-Liouville
FD and for the Caputo FD. There is still a lack of geometric and physical interpretation of fractional integration
and differentiation compared to simple interpretations of their integer order. Another geometrical interpreta-
tion based on the conformable FD of ψ of order μ, using the concept of fractional cords, was introduced by
Khalil et al. [6]. This definition for ∈μ 0, 1( ) and >ς 0 can be defined by
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Let =ψ ν ς c,( ) be an equation represent some curve in the νς plane with >ν 0, then

−
−

=
−

−
ς ς

ν ν

ς ς ν

ν
,

μ μ

μ μ

μ μ

μ

0

0

0

1

0

0

1

( )( )

(1.2)

called the fractional cord of the curve =ψ ν ς c,( ) at the point ν ς,0 0( ). Here, authors argue that the conformable
FD ς νμ

0( ) of the function ς ν( ) in the equation =ψ ν ς c,( ) is the slope of the tangent line to the fractional cords
associated with the curve =ψ ν ς c,( ) at ν ς,0 0( ).

2 Fundamentals of fractional calculus

Fractional calculus stands out in the modeling problems involving nonlocality and memory effect concepts
that are not well explained by integer-order calculus. The historical development of fractional calculus dates
back to several centuries and involves contributions frommultiple mathematicians. The concept of FDs has more
than 300 years of history, yet it is still an exciting research topic, and interested researchers are actively working
on it. It can be traced back to the letter from L’Hôpital to Leibnitz in 1695, which has the meaning of the
derivative of a function of order 1/2. Later investigations and further developments were by other mathemati-
cians, such as Euler in 1730, Lagrange in 1772, Laplace in 1812, Lacroix in 1819, Fourier in 1822, Abel in 1823–1826,
Liouville in 1832–1873, Riemann in 1847, Holmgren in 1865–1867, and Grunwald in 1867–1872. These are early
mathematicians who explored the possibility of extending differentiation and integration to noninteger
orders [4,7–9].

However, the formalization of fractional calculus took several more years to develop. Since then, many
researchers tried to put a helpful definition of a FD. Most of them used an integral form for the FD. We briefly
introduce the commonly used FD in literature. In 1819, the first mention of FD in a published paper by Lacroix
[10]. Starting with =ψ ςm, where m, ∈n �, and ≥m n, Lacroix found the nth derivative of ψ and he further
obtained the generalized form with ⋅Γ( ) the well-known Gamma function by
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In particular, he calculated the following derivative of fractional order, for =m 1 and = ∕n 1 2, he obtained
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The next stage was taken form Fourier in 1822. He gave a definition of FD through the so-called Fourier
transform by

∫ ∫= ⎡
⎣ − + ⎤

⎦
−∞

∞

−∞

∞

ψ ς
π

ψ ξ ν ν ς ξ
μπ

ν ξ
1

2
cos

2
d d .μ μ� ( ) ( ) ( ) (2.3)

Abel in 1823, discussed the FD as well.
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The comprehensive development and formalization of fractional calculus occurred in the 19th and 20th
centuries. Riemann and Liouville established the foundation of modern fractional calculus in the mid-19th
century. Riemann introduced the concept of fractional integration, and Liouville further developed the theory
by introducing the FD. Liouville made the progress work in FDs and successfully applied it into potential
theory. If a function ψ can be expanded into an infinite series, then its FD can be obtained by
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and if the function ψ cannot be expanded into an infinite series, then its FD for >k 0 is obtained by using the
Gamma function by
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In 1870, the Riemann-Liouville derivative of order μ for a given power function kernel was defined by
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The Riemann-Liouville FD is singular when =ς ξ . To avoid such singularity, several other definitions have
been proposed. The Caputo FD was introduced by Michele Caputo in 1967. This approach is often preferred in
applications due to its ability to handle initial conditions more effectively.

The μth Caputo FD of ψ is defined by [11]
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Hadamard in 1892 proposed a nonlocal FD with singular logarithmic function kernel with memory of order μ

defined by [12]
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The FD with a logarithmic function kernel of order − < <n μ n1 for ∈n � has been proposed again by Beghin
et al. in 2014, which is defined by [13]
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If =a 0 and =b 1, it is also known as the Hadamard FD. Caputo and Fabrizio in 2015 proposed a FD
with an exponential function kernel [14]. By changing the kernel − −ς ξ μ( ) , where < <μ0 1 with the
function −

−exp
μ ς ξ
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�( ) , we obtain the following new definition of fractional time derivative
defined by
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where μ�( ) denotes a normalization function such that = =0 1 1� �( ) ( ) .
The main recent development in the field of fractional calculus was in 2016. Atangana and Baleanu

announced a new definition of the FD with a nonlocal and no-singular kernel to overcome the weakness of
the existence of the singular kernels involved in the previous fractional operators [15]. They presented some
useful properties of the Atangana-Baleanu derivative and applied them to solve a fractional heat transfer
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model. The AB operator in the Caputo sense and Riemann-Liouville sense of order < ≤μ0 1 and ∈ψ a b,1� ( ),
<a b are defined, respectively, by
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and
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represents the Mittag-Leffler function.

Remark 2.1. Some significant advantages of the FDs
(1) The relation between the AB-Caputo and AB-Riemann-Liouville operators is given by
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(2) Both Caputo and Riemann-Liouville FDs have singular kernels.
(3) Both ABC and ABR FDs have nonsingular and nonlocal kernels.
(4) Both Caputo and ABC FDs of a constant function are zero.
(5) Both Riemann-Liouville and ABR FDs of a constant function do not equal zero.

Proposition 2.1. For ψ ν ς,( ) defined in a b,[ ], >ς 0, − < ≤n μ n1 , and ∈n �. The Atangana-Baleanu fractional
integral operator ς

μ
a

AB
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Mathematical models established using FDs overlap better with experimental data than models based on
integer-order derivatives. FD provides a mathematical tool to describe and analyze systems that exhibit
memory or long-term dependence, which provides an understanding of real-world processes. These deriva-
tives have been developed to deal with the solutions of significant equations in various scientific fields. The
definitions of the fractional order derivative are not unique and can yield different behaviors for the FD,
mainly when the order is noninteger. One practical reason for the different FD formulations in literature is
that due to the necessity of using a model describing the behavior of viscoelastic materials, thermal media, or
electromagnetic systems, which cannot be defined very well in the old approach. Moreover, each formulation
in Tables 1 and 2 captures specific aspects of the viscoelastic response, such as memory effects, relaxation
processes, or singularities, allowing researchers to choose the most appropriate derivative. Consequently, each
application area may require a specific FD formulation. The choice of initial and boundary conditions can
influence the definition of FDs depending on the problem. For example, in modeling anomalous diffusion
phenomena behavior in physics, the Riemann-Liouville FD is commonly used in which the derivative captures
the memory effect in the diffusion process. On the other hand, if the initial conditions are essential in control
systems, anomalous diffusion phenomena, or wave equations, then the Caputo derivative is more suitable and
often preferred. It is important to note that when the order is an integer, the behavior of FDs is the same as that
of classical derivatives. However, their behavior can differ when the order is noninteger. For instance, in the
case of noninteger orders, the Caputo derivative of a constant is zero, unlike the Riemann-Liouville derivative,
which does not yield zero. The development of new derivatives, including FDs based on nonlocal kernel
functions, arises from the need to enhance the modeling capabilities of various systems. The nonlocality of
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the new kernel allows a better description of the memory within structure and media with different scales [15].
The use of fractional partial differential equations (FPDEs) presents a more accurate description of diffusion
processes in diverse scientific domains and is increasingly crucial in the representation of real-world situations.

Over the past few years, researchers have demonstrated that mathematical models can successfully
describe many phenomena in engineering, physics, biology, and chemistry using fractional calculus’s math-
ematical tools and solving different types of noninteger order partial differential equations. Indeed, deter-
mining an exact solution for a nonlinear fractional partial differential equation (FPDE) is challenging and
tough to compute for some problems. Consequently, obtaining exact solutions for nonlinear FPDEs becomes
crucial for evaluating and validating the accuracy and efficiency of numerical methods. Time-fractional
differential equations involving FDs can be solved numerically using various methods. In the mathematical
literature, there are many mathematical approaches of fractional order have been implemented to obtain
approximate solutions for TFPDEs. These methods include the variational iteration method (VIM), adomian
decomposition method (ADM), homotopy analysis method (HAM), homotopy perturbation method (HPM),
Hermite wavelet method (HWM), optimal homotopy asymptotic method (OHAM), Shehu decomposition
method (SDM), direct power series method (DPSM), and others. In modified numerical methods, an integral
transform is used in the FD operators to enhance the performance and accuracy of the numerical methods. It
is worth mentioning that there are different ways to define FDs, and thus using any of these definitions can be
viewed as a fractional calculus.

3 Special functions of fractional calculus

The specialized mathematical functions in the field of mathematical physics have occurred to address the
demands of applied sciences, offering solutions to integer-order differential equations derived from mathe-
matical physics models. In this section, we provide some basic information on the most important functions in
the theory of differentiation of arbitrary order and the theory of fractional differential equations including the
Gamma and Beta functions and the Mittag-Leffler functions, and the readers may refer to [4,9,17,18].

3.1 Gamma function

The Gamma function ⋅Γ( ) plays a crucial role in various areas of mathematics, including complex analysis,
number theory, and probability theory.

Let u be a complex number with >uRe 0( ) , then the integral

∫=
∞

− −u e η ηΓ d ,η u

0

1( ) (3.1)

is known as the Gamma function or the Euler integral of the second kind and converges absolutely.
It is defined for all complex numbers except for the nonpositive integers. This function is a generalization
of the factorial in the form defined by = −u uΓ 1 !( ) ( ) .

It is obvious that by using integration by parts, we obtain the fundamental property of the Gamma
function as follows:
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Proposition 3.1. Some important properties of the Gamma function include
(1) + =u u uΓ 1 Γ( ) ( ).
(2) + = ∀ ∈u u uΓ 1 !, �( ) .
(3) ∕ = πΓ 1 2( ) .
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3.2 Beta function

The Beta function is a special function defined as follows:
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where >uRe 0( ) and >vRe 0( ) , which is also called the Euler integral of the first kind.

Corollary 3.1. The Beta function can be written in the form of Gamma function as follows:
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3.3 Mittag-Leffler function

The Mittag-Leffler function with two-parameters is a special function defined by

∑=
+

>
=

∞

E η
η

mu v
u

Γ
, Re 0.u v

m

m

,

1

( )
( )

( ) (3.5)

For =v 1, we obtain the so-called one-parameter Mittag-Leffler function:
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Corollary 3.2. The most known relationships for the Mittag-Leffler can be mentioned as follows [19]:
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3.4 Integral transforms

Integral transforms have proven to be powerful tools in addressing FPDEs. In this exploration, we focus on
employing a range of transforms, such as the Laplace transform, Sumudu transform, Elzaki transform, or
Shehu transform to convert FPDEs into ordinary differential equations. This transformation simplifies the
solution process, making it possible to apply well-established techniques. The modified methods depend on
combining an analytical or numerical approach with an appropriate transformation operator, making it easier
to achieve analytical or numerical solutions for FPDEs that involve fractional-order derivatives. In the fol-
lowing, we provide the most employed integral transforms in fractional calculus.

Defined a set of function:
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(1) If ψ ς( ) is defined over interval ∞0,[ ), then Laplace integral transform of a function ψ ς( ) is given by [20]
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where the integration is done along the vertical line = γRe y( ) in the complex plane such that γ is greater
than the real part of all singularities of y�( ).

(2) The Sumudu integral transform of a function ∈ψ ς �( ) is defined by [21]
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and the inverse of Sumudu integral transform is defined as:
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where = γRe y( ) .
(3) The Shehu integral transform of a function ∈ψ ς �( ) of exponential order is defined by [21,22]
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(4) The Elzaki integral transform of a function ∈ψ ς �( ) is closely related with the Laplace transform and
Sumudu transform, which is defined by [23]
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Proposition 3.2. The integral transforms have many important properties. Let ψ ς( ) and ϕ ς( ) be two functions
of ≥ς 0, where y�( ) denotes the Laplace transform of ψ ς( ) and y	( ) denotes the Laplace transform of ϕ ς( ).
(1) Linearity property: The Laplace transform with respect to ς of sum functions ψ ς( ) and ϕ ς( ) is given as follows:
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By setting = − ⇒ =u ς ξ u ςd d , we obtain
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Proposition 3.3. [24] The Elzaki transform meets the following properties.
(1) Linearity property. For α, ∈γ � , then
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[( ( ) ( )) ] [ ( ) ] [ ( ) ] ( ) ( ) (3.16)

(2) Convolution property.

∫∗ =
⎡

⎣
⎢ −

⎤

⎦
⎥ = =ψ ϕ ς ψ ξ ϕ ς ξ ξ ψ ς ϕ ς; d

1
; ;

1
.ς ς

ς

ς ς

0

y
y

y y
y

y y� � � � � 
[( )( ) ] ( ) ( ) [ ( ) ] [ ( ) ] ( ) ( ) (3.17)

Proof.

∫

∫ ∫

∫ ∫

∗ =
⎡

⎣
⎢ −

⎤

⎦
⎥

=
⎡

⎣
⎢ −

⎤

⎦
⎥

=
⎡

⎣
⎢ −

⎤

⎦
⎥

∞

∞ ∞
−

∞ ∞
−

ψ ϕ ς ψ ξ ϕ ς ξ ξ

ψ ξ ϕ ς ξ ξ e ς

ψ ξ ϕ ς ξ e ς ξ

; d

d d

d d .

ς ς

0

0 0

0 0

ς

ς

y

y

y

y

y

� �[( )( ) ] ( ) ( )

( ) ( )

( ) ( )

By setting = − ⇒ =u ς ξ u ςd d , we obtain

∫ ∫

∫ ∫

∫ ∫

∫

∗ =
⎡

⎣
⎢

⎤

⎦
⎥

=
⎡

⎣
⎢

⎤

⎦
⎥

=
⎡

⎣
⎢

⎤

⎦
⎥

=

=

∞ ∞
−

∞ ∞
− −

∞
−

∞
−

∞
−

+
ψ ϕ ς ψ ξ ϕ u e u ξ

ψ ξ ϕ u e e u ξ

e ψ ξ e ϕ u u ξ

e ψ ξ ξ

; d d

d d

d d

d
1

1
,

ς

0 0

0 0

0 0

0

u ξ

u ξ

ξ u

ξ

y y

y

y

y
y

y

y
y y

y

y y

y y

y

�




� 


[( )( ) ] ( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( )

where y�( ) and y
( ) are the Elzaki transform of the functions ψ ς( ) and ϕ ς( ), respectively. □
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Proposition 3.4. Let γψ ς( ) and αϕ ς( ) be in a set � , then + ∈γψ ς αϕ ς �( ) ( ) , where γ, ∈α \ 0� { }, then we have
the following:
(1) The Shehu transform is a linear operator.

+ = +γψ ς αϕ ς γ ψ ς α ϕ ς; ; ; .y y y�� �� ��[( ( ) ( )) ] [ ( ) ] [ ( ) ] (3.18)

Proof.

∫

∫ ∫

∫ ∫

+ = +

= +

= +

= +

∞
−

∞
−

∞
−

∞
−

∞
−

γψ ς αϕ ς e γψ ς αϕ ς ς

e γψ ς ς e αϕ ς ς

γ e ψ ς ς α e ϕ ς ς

γ ψ ς α ϕ ς

; d

d d

d d

; ; ,

0

0 0

0 0

ς
w

ς
w

ς
w

ς
w

ς
w

y

y y

y

y y

y y

��

�� ��

[( ( ) ( )) ] ( ( ) ( ))

( ) ( )

( ) ( )

[ ( ) ] [ ( ) ]

where ⋅�� [ ] is the Shehu transformation. □

(2) The Shehu transform meets the following convolution equality.

∗ =ψ ς ϕ ς w w; , , .y y y�� � �[( ( ) ( )) ] ( ) ( ) (3.19)

Proof.

∫

∫ ∫

∫ ∫

∗ =
⎡

⎣
⎢ −

⎤

⎦
⎥

=
⎡

⎣
⎢ −

⎤

⎦
⎥

=
⎡

⎣
⎢ −

⎤

⎦
⎥

∞

∞ ∞
−

∞ ∞
−

ψ ϕ ς ψ ξ ϕ ς ξ ξ

ψ ξ ϕ ς ξ ξ e ς

ψ ξ ϕ ς ξ e ς ξ

; d

d d

d d .

ς ς

0

0 0

0 0

ς
w

ς
w

y

y

y

�� ��[( )( ) ] ( ) ( )

( ) ( )

( ) ( )

By setting = − ⇒ =u ς ξ u ςd d , we obtain

∫ ∫

∫ ∫

∫ ∫

∫

∗ =
⎡

⎣
⎢

⎤

⎦
⎥

=
⎡

⎣
⎢

⎤

⎦
⎥

=
⎡

⎣
⎢

⎤

⎦
⎥

=

=

∞ ∞
−

∞ ∞
− −

∞
−

∞
−

∞
−

+
ψ ϕ ς ψ ξ ϕ u e u ξ

ψ ξ ϕ u e e u ξ

e ψ ξ e ϕ u u ξ

e ψ ξ ξ w

w w

; d d

d d

d d

d ,

, , ,

ς

0 0

0 0

0 0

0

u ξ
w

u
w

ξ
w

ξ
w

u
w

ξ
w

y

y

y y

y

y y

y y

y

��

�

� �

[( )( ) ] ( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( )

where w, ,y�( ) w, y�( ) are Shehu transforms ofψ ς( ) and ϕ ς( ), respectively, and both defined in the set � . □

(3) The Sumudu transform of convolution is given by
∗ = =ψ ς ϕ ς ψ ς ϕ ς; ; ; .ς ς ςy y y y y y y� � � � �[( ( ) ( )) ] [ ( ) ] [ ( ) ] ( ) ( ) (3.20)
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Proof.

∫

∫ ∫

∫ ∫

∗ =
⎡

⎣
⎢ −

⎤

⎦
⎥

=
⎡

⎣
⎢ −

⎤

⎦
⎥

=
⎡

⎣
⎢ −

⎤

⎦
⎥

∞

∞ ∞
−

∞ ∞
−

ψ ϕ ς ψ ξ ϕ ς ξ ξ

ψ ξ ϕ ς ξ ξ e ς

ψ ξ ϕ ς ξ e ς ξ

; d

1
d d

1
d d .

ς ς

0

0 0

0 0

ς

ς

y

y

y

y

y

� �[( )( ) ] ( ) ( )

( ) ( )

( ) ( )

By setting = − ⇒ =u ς ξ u ςd d , we obtain

∫ ∫

∫ ∫

∫ ∫

∫

=
⎡

⎣
⎢

⎤

⎦
⎥

=
⎡

⎣
⎢

⎤

⎦
⎥

=
⎡

⎣
⎢

⎤

⎦
⎥

=

=

∞ ∞
−

∞ ∞
− −

∞
−

∞
−

∞
−

+
ψ ϕ ς ψ ξ ϕ u e u ξ

ψ ξ ϕ u e e u ξ

e ψ ξ e ϕ u u ξ

e ψ ξ ξ

* ;
1

d d

1
d d

1
d d

1
d

,

ς

0 0

0 0

0 0

0

u ξ

u ξ

ξ u

ξ

y
y

y

y

y
y y

y y y

y

y y

y y

y

�

�

� �

[( )( ) ] ( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( )

where ,y�( ) y�( ) are the Sumudu transforms of ψ ς( ) and ϕ ς( ), respectively. □

Lemma 3.1. [25,26] For uRe( ), >vRe 0( ) , and ∈λ � , then the integral transforms of the two-parameter Mittag-
Leffler function E λςu v

u
, ( ) are given as follows:

(1) Laplace transform of −ς E λςv
u v

u1
, ( ) is

=
−

−
−

ς E λς
λ

; .ς
v

u v
u

u v

u
1

, y
y

y
� [ ( ) ] (3.21)

Proof.

∫

∫

∫

∑

∑

∑

∑

∑

∑

⎟ ⎟ ⎟ ⎟⎜ ⎜ ⎜ ⎜

=
+

=
+

=
+

=
+

=
+

+

=

=
⎡

⎣⎢
+ ⎛

⎝
⎞
⎠

+ ⎛
⎝

⎞
⎠

+ ⎛
⎝

⎞
⎠

+ ⎛
⎝

⎞
⎠

+
⎤

⎦⎥

− −

=

∞
−

=

∞ −
−

=

∞
+ − −

=

∞
+ −

=

∞

+

=

∞

ς E λς ς
λς

ku v
e ς

ς λ ς

ku v
e ς

λ

ku v
ς e ς

λ

ku v
ς

λ

ku v

ku v

λ

λ λ λ λ

;
Γ

d

Γ
d

Γ
d

Γ
;

Γ

Γ

1

1
1 …

ς
v

u v
u

ς

v

k

u k
ς

k

ς
v k ku

ς

k

k
ς

v ku ς

k

k
v ku

k

k

v ku

v
k

k

ku

v u u u u

1
,

0

1

0

0
0

1

0
0

1

0

1

0

0

2 3 4

y

y

y

y y

y y y y y

y

y

y

�

�

[ ( ) ]
( )

( )

( )

( )

( )
[ ]

( )

( )
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=
−

=
−

−

λ

1 1

1

.

v λ

u v

u

u
y

y

y

y

□

(2) Sumudu transform of −ς E λςv
u v

u1
, ( ) is

=
−

−
−

ς E λς
λ

;
1

.ς
v

u v
u

v

u
1

,

1

y
y

y
� [ ( ) ] (3.22)

Proof.

∫

∫

∑

∑

∑

∑

∑

=
+

=
+

=
+

=
+

+

=

= + + + + +

=
−

− −

=

∞
−

=

∞
+ − −

=

∞
+ −

=

∞
+ −

−

=

∞

−

−

ς E λς ς
λς

ku v
e ς

λ

ku v
ς e ς

λ

ku v
ς

λ

ku v
ku v

λ

λ λ λ λ

λ

;
1

Γ
d

Γ

1
d

Γ
;

Γ
Γ

1 …

1
.

ς
v

u v
u

ς

v

k

u k

k

k
ς

v ku

k

k
v ku

k

k
v ku

v

k

k ku

v u u u u

v

u

1
,

0

1

0

0
0

1

0

1

0

1

1

0

1 2 3 4

1

ς

ς

y
y

y

y

y

y y

y y y y y

y

y

y

y

�

�

[ ( ) ]
( )

( )

( )

( )
[ ]

( )
( )

[ ( ) ( ) ( ) ( ) ]

□

(3) Shehu transform of −ς E λςv
u v

u1
, ( ) is

=

⎛
⎝

⎞
⎠

− ⎛
⎝

⎞
⎠

−ς E λς

λ

;

1

.ς
v

u v
u

w
v

w
u

1
, y

y

y

�� [ ( ) ] (3.23)

Proof.

∫

∫

∑

∑

∑

∑

∑

⎟

⎟ ⎟

⎟ ⎟ ⎟ ⎟

⎜

⎜ ⎜

⎜ ⎜ ⎜ ⎜

=
+

=
+

=
+

=
+

+ ⎛
⎝

⎞
⎠

= ⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

= ⎛
⎝

⎞
⎠

⎡

⎣⎢
+ ⎛

⎝
⎞
⎠

+ ⎛
⎝

⎞
⎠

+ ⎛
⎝

⎞
⎠

+
⎤

⎦⎥

− −

=

∞
−

=

∞
+ − −

=

∞
+ −

=

∞ +

=

∞

ς E λς ς
λς

ku v
e ς

λ

ku v
ς e ς

λ

ku v
ς

λ

ku v
ku v

w

w
λ

w

w
λ

w
λ

w
λ

w

;
Γ

d

Γ
d

Γ
;

Γ
Γ

1 …

ς
v

u v
u

ς

v

k

u k

k

k
ς

v ku

k

k
v ku

k

k v ku

v

k

k

ku

v u u u

1
,

0

1

0

0
0

1

0

1

0

0

2

2

3

3

ς
w

ς
w

y

y

y

y y

y y y y

y

y

��

��

[ ( ) ]
( )

( )

( )

( )
[ ]

( )
( )
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⎟ ⎟ ⎟⎜ ⎜ ⎜⎟ ⎟ ⎟ ⎟⎜ ⎜ ⎜ ⎜= ⎛
⎝

⎞
⎠

⎡

⎣
⎢ +

⎛
⎝

⎛
⎝

⎞
⎠

⎞
⎠

+
⎛
⎝

⎛
⎝

⎞
⎠

⎞
⎠

+
⎛
⎝

⎛
⎝

⎞
⎠

⎞
⎠

+
⎤

⎦
⎥

=

⎛
⎝

⎞
⎠

− ⎛
⎝

⎞
⎠

w
λ

w
λ

w
λ

w

λ

1 …

1

.

v u u u

w
v

w
u

2 3

y y y y

y

y
□

(4) Elzaki transform of −ς E λςv
u v

u1
, ( ) is

=
−

−
+

ς E λς
λ

;
1

.ς
v

u v
u

v

u
1

,

1

y
y

y
� [ ( ) ] (3.24)

Proof.

∫

∫

∑

∑

∑

∑

∑

=
+

=
+

=
+

=
+

+

=

= + + + + +
= + + + + +

=
−

− −

=

∞
−

=

∞
+ − −

=

∞
+ −

=

∞
+ +

+

=

∞

+

+

+

ς E λς ς
λς

ku v
e ς

λ

ku v
ς e ς

λ

ku v
ς

λ

ku v
ku v

λ

λ λ λ λ

λ λ λ λ

λ

;
Γ

d

Γ
d

Γ
;

Γ
Γ

1 …

1 …

1
.

ς
v

u v
u

ς

v

k

u k

k

k
ς

v ku

k

k
v ku

k

k
v ku

v

k

k ku

v u u u u

v u u u u

v

u

1
,

0

1

0

0
0

1

0

1

0

1

1

0

1 2 2 3 3 4 4

1 2 3 4

1

ς

ς

y y

y

y

y

y y

y y y y y

y y y y y

y

y

y

y

�

�

[ ( ) ]
( )

( )

( )

( )
[ ]

( )
( )

[ ]

[ ( ) ( ) ( ) ( ) ]

□

Table 1: The classical FDs

Name Definition Domain

Riemann-Liouville left-sided derivative
∫=+ψ ς ψ ξ ς ξ ξ‒ d

a

μ

n μ ς
a

ς

n μRL 1

Γ ‒

d

d

‒ ‒1
n

n� ( ) ( )( )
( )

≥ς a

Riemann-Liouville right-sided derivative
∫=ψ ς ψ ξ ς ξ ξ‒ db

μ

n μ ς
ς

b

n μRL ‒ 1

Γ ‒

d

d

‒ ‒1
n n

n‒� ( ) ( )( )
( )

( )

≥ς b

Caputo left-sided derivative
∫=+ψ ς ψ ξ ς ξ ξ‒ d

a

μ

n μ
a

ς

n n μC 1

Γ ‒

‒ ‒1� ( ) ( )( )
( )

( )
≥ς a

Caputo right-sided derivative
∫=ψ ς ψ ξ ς ξ ξ‒ db

μ

n μ
ς

b

n n μC ‒ 1

Γ ‒

‒ ‒1
n

‒� ( ) ( )( )
( )

( )
( )

≥ς b

Grünwald-Letnikov left-sided derivative
= ∑

→
=

⎢⎣ ⎥⎦ +
+ ++ψ ς lim ‒1

a

μ

h
h k

k μ ψ ς kh

k μ k

GL

0

1

0

Γ 1 ‒

Γ 1 Γ ‒ 1μ

ς a

h

‒

� ( ) ( )
( ) ( )

( ) ( )

≥ς a

Grünwald-Letnikov right-sided derivative
= ∑

→
=

⎢
⎣

⎥
⎦ + +

+ +D ψ ς lim ‒1b
μ

h
h k

k μ ψ ς kh

k μ k

GL

0

1

0

Γ 1

Γ 1 Γ ‒ 1μ

b ς

h
‒

‒

( ) ( )
( ) ( )

( ) ( )

≥ς b
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3.5 A criterion for defining FD

How can we say whether a given operator is a FD? Determining whether an operator qualifies to be a FD
involves several key criteria and mathematical principles. To establish a clear understanding of FDs, we select
the wide sense criterion (WSC) and the strict sense criterion (SSC), which was proposed in [28].

An operator μ� is called a FD in WSC if it satisfies the following properties:
(1) Linearity: The operator μ� must be linear.
(2) Identity: The zero-order derivative of a function is the function itself, that is,

= =
→

ψ ς ψ ς ψ ςlim .
μ

μ

0

0� �( ) ( ) ( ) (3.25)

(3) The index law holds for <μ 0 and <ν 0, that is,

= +ψ ς ψ ς ,μ ν μ ν� � �( ) ( ) (3.26)

(4) Backward compatibility: The FD gives the same result as the classical derivative when the order μ is an
integer, that is,

= = ′ ′ = ′ + ′
→

ψ ς ψ ς ψ ς ψ ς ϕ ς ψ ς ϕ ς ψ ς ϕ ςlim and .
μ

μ

1

1� � �( ) ( ) ( ) [ ( ) ( )] ( ) ( ) ( ) ( ) (3.27)

(5) The generalized Leibnitz rule is valid.

∑=
+

+ − +=

∞
−ψ ς ϕ ς

μ

k μ k
ψ ς ϕ ς

Γ 1

Γ 1 Γ 1
,μ

k

k μ k

0

� � �( ( ) ( ))
( )

( ) ( )
( ) ( ) (3.28)

when =μ m for ∈m �, we observe the classical Leibniz rule.

Remark 3.1. If the index law (3.26) modified to include the positive order, it will lead to the SSC. Therefore, the
modified index law is

= +ψ ς ψ ς ,μ ν μ ν� � �( ) ( ) (3.29)

for any μ and ν.

Therefore, based on these properties, the operators Grünwald-Letnikov derivative ς
μGL

� , Riemann-

Liouville derivative ς
μRL

� , and Caputo derivative ς
μC

� , >μ 0 can be called fractional, as established in the
work by Ortigueira and Machado [28]. The different definitions allow us to choose a suitable one to apply to

Table 2: The commonly used FDs with nonsingular kernel and the order ∈μ 0, 1( ) [27]

Name Definition Domain

Caputo-Fabrizio
∫= ⎛

⎝
⎞
⎠ψ ς ψ ξ ξ′ exp dς

μ μ

μ
a

ς
μ ς ξ

μ

CF

1 ‒

‒

‒ 1
�

�

( ) ( )
( ) ( ) ≥ς a

Yang et al.
∫= ⎛

⎝
⎞
⎠ψ ς ψ ξ ξexp dς

μY μ

μ ς
a

ς
μ ς ξ

μ1 ‒

d

d

‒

‒ 1
�

�

( ) ( )
( ) ( ) ≥ς a

Atangana-Baleanu-Caputo
∫= ⎡⎣ ⎤⎦ψ ς ψ ξ E ξ′ dς

μ μ

μ
a

ς

μ
μ ς ξ

μ

ABC

1 ‒

‒

‒ 1

μ

�
�

( ) ( )
( ) ( ) ≥ς a

Atangana-Baleanu-Riemann-Liouville
∫= ⎡⎣ ⎤⎦ψ ς ψ ς E ξdς

μ μ

μ ς
a

ς

μ
μ ς ξ

μ

ABR

1 ‒

d

d

‒

‒ 1

μ

�
�

( ) ( )
( ) ( ) ≥ς a

Caputo-Fabrizio, Gaussian kernel
∫= ⎛

⎝
⎞
⎠

+
ψ ς ψ ξ ξ′ exp dς

μ μ

π μ
a

ς
μ ς ξ

μ

CFG 1

1 ‒

‒

‒ 1μ

2 2

� ( ) ( )
( )

( ) ≥ς a

Sun-Hao-Zhang-Baleanu
∫= ⎛

⎝
⎞
⎠ψ ς ψ ξ ξ′ exp dς

μ μ

μ a

ς
μ ς ξ

μ

SHZB

1 ‒

‒

‒ 1
μ

μ

1
�

�

( ) ( )
( )

( )

( ) ≥ς a
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the problem at hand. The choice of the FD definitions depends on the specific situation and the properties one
is willing to capture.

Remark 3.2.
(1) For problems involving time, the causal derivative definitions such as the Grünwald-Letnikov derivative

and the Liouville derivative are commonly employed.
(a) The Liouville derivative is defined by

∫=
−

−+

∞
− −ψ ς

n μ ς
ψ ς ξ ξ ξ

1

Γ

d

d
d .

μ
n

n
n μ

0

1� ( )
( )

( ) (3.30)

(b) Similarly, the Liouville-Caputo derivative can be used and is defined by

∫=
−

−+
−∞

− −ψ ς
n μ

ψ ξ ς ξ ξ
1

Γ
d .

μ

ς

n n μ 1� ( )
( )

( )( )( ) (3.31)

(2) For space problems, we can use these formulas again, but with the meaning of the two-sided left and right
derivatives. These derivative definitions are equivalent to a function with a Laplace transform or Fourier
transform. Consequently, we can consider both singular and nonsingular kernel functions of FD definitions
as tools that can be useful and effective in tackling problems and applications across different scientific fields.
Their applications range from physics to signal processing, machine learning, and engineering.

(3) Ortigueira and Machado [29] suggested that Grünwald-Letnikov and regularized Liouville derivatives are
the suitable derivatives for a signal-processing approach. Fractional differential equations are essential for
modeling various physical phenomena, including anomalous diffusion and viscoelasticity.

4 Classical numerical approaches and their applications

4.1 Variational iteration method

The VIM [30,31] is a numerical technique that can be used to solve ordinary and partial differential equations.
It has been an efficient scheme for handling analytically fractional differential equations. The main idea
behind VIM is to find an appropriate correction functional, which is added to the given initial condition of
the solution to generate a better approximation. The correction functional is determined by solving a linear
variational equation, which is obtained by taking the variational derivative of a suitable functional with respect
to the unknown solution. This method requires determining a general Lagrange multiplier λ, which can be
identified by variational theory. The resulting sequence of approximations is expected to converge to the exact
solution of the time-fractional differential equation. It can be used to solve both linear and nonlinear TFDEs.

To illustrate the basic idea of the VIM, consider the following differential equation:

+ + =ψ ν ς ψ ν ς ψ ν ς ν ς, , , , ,ς
μ

� � � 	( ) ( ) ( ) ( ) (4.1)

where = ∂
∂ς

μ
ς

μ

μ� is the FD of order − < ≤m μ m1 for ∈m �, � and � are linear and nonlinear operators,
respectively, and ν ς,	( ) is a known analytical function. According to He’s VIM, the correction functional for
equation (4.1) can be written as follows:

∫= + + + −+ψ ν ς ψ ν ς λ ξ ψ ν ς ψ ν ξ ψ ν ξ ν ξ ξ, , , ˜ , ˜ , , d ,n n

ς

ς
μ

n n1

0

� � � 	( ) ( ) ( )( ( ) ( ) ( ) ( )) (4.2)

where λ is a general Lagrange multiplier, which can be identified by variational theory. It can be either a
constant or a function. ψ ν˜

0
( ) represents an initial approximation, and ψ̃n is considered a restricted variation,
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implying =δψ ν˜ 0
0
( ) . This method requires determining the Lagrange multiplier λ first. Once the Lagrange

multiplier is obtained, the successive approximations +ψn 1
can be calculated using any initial function ψ

0
.

Consequently, the solution is given by

=
→∞

ψ ν ς ψ ν ς, lim , .
n

n( ) ( ) (4.3)

So, the corrections functional equation (4.2) will generate a sequence of approximations. The exact solution is
obtained by taking the limit of these successive approximations. In [32], Prakash et al. employed the VIM to
solve a fractional model of the Newell-Whitehead-Segel equation, which has the form

= −
=

ψ ν ς ψ ν ς ψ ν ς

ψ ν e

, , 2 , ,

, 0 ,

ς
μ

νν

ν

� ( ) ( ) ( )

( )
(4.4)

where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. Figure 1 illustrates

the graphical representation of the derived analytical solution = − + −+ + +ψ ν ς e, 4 ν e ς

μ

e ς

μ

e ς

μ

3

Γ 1

2

Γ 2 1 Γ 3 1

ν μ ν μ ν μ2 3

( )
( ) ( ) ( )

for

different values of μ. When =μ 1, the solution of equation (4.4) reduces to the exact solution = −ψ ν ς e, ν ς( ) .
In [33], the VIM used to solve a time-fractional Black-Scholes equation involving Caputo FDs, which has the
form

= + − −
= −

ψ ν ς ψ ν ς k ψ ν ς kψ ν ς

ψ ν e

, , 1 , , ,

, 0 max 1, 0 ,

ς
μ

νν ν

ν

� ( ) ( ) ( ) ( ) ( )

( ) ( )
(4.5)

where < ≤μ0 1 is the order of FD. The obtained analytical solution is defined as =ψ ν ς,( )

− − + − −e E kς e E kςmax , 0 1 max 1, 0ν
μ

μ ν
μ

μ( )( ( )) ( ) ( ), where Eμ is the one parameter Mittag-Leffler function.

It can be expanded in series form for =μ 1 by = + − + − + −ψ ν ς kς kνς,
k ς k ς k νς k νς k ν ς

2 6 2 6 4

2 2 3 3 2 2 3 3 2 2 2

( ) . When

=μ 1, the exact solution of equation (4.5) is = − −ψ ν ς e E kς e E kς, max , 0 max 1, 0ν
μ

μ ν
μ

μ( ) ( ) ( ) ( ) ( ). The VIM allows
for systematically obtaining analytical approximations to fractional differential equations by leveraging correc-
tion functionals and successive approximations.

4.2 Adomian decomposition method

The ADM is a very effective approach for solving broad classes of nonlinear ordinary and partial differential
equations, with essential applications in different fields of applied mathematics, engineering, physics, and
biology. Adomian first introduced it to find an approximate solution to a differential equation. An advantage of
the decomposition method is that it can provide an analytical approximation to a relatively wide class of
nonlinear and stochastic equations without linearization, perturbation, closure approximations, or discretiza-
tion methods, resulting in massive numerical computation [34,35]. With the presented decomposition method,
the structure of the problem will not be changed, and no linearization will be made.

Figure 1: Three-dimensional surface for the behavior of the approximate solutionψ ν ς,( ) with respect to ν and ς , when =μ 0.3, =μ 0.7,
and =μ 1, respectively, for equation (4.4). (a) ψ

Approx
for =μ 0.3, (b) ψ

Approx
for =μ 0.7, (c) ψ

Approx
for =μ 1.
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To illustrate the basic idea of the ADM, consider the differential equation:

+ + =ψ ν ς ψ ν ς ψ ν ς ν ς, , , , ,ς
μ

� � � 	( ) ( ) ( ) ( ) (4.6)

where = ∂
∂ς

μ
ς

μ

μ� is the FD of order − < ≤n μ n1 for ∈n �, � and � are linear and nonlinear operators,

respectively, and ν ς,	( ) is a known analytical function. Solving equation (4.6) for ς
μ

� , decomposing the

nonlinear term into an infinite series of polynomials = ∑ =
∞

ψ ν ς ν ς, ,m m0� 
( ) ( ) and ν ς,m
 ( ) are the Adomian
polynomials of ψ ψ ψ, , …, m0 1

defined by

∑⎜ ⎟=
⎡

⎣⎢
⎛
⎝

⎞
⎠

⎤

⎦⎥
=

=

∞

=

ψ ψ ψ
m q

ψ q m, , …,
1

!

d

d
, 0, 1,…m m

m

m
k

k
k

q

0 1

0
0


 �( ) (4.7)

Applying the inverse operator ς
μ

� on both sides yields a set of recursive relations given by

∑=
∂

∂

= − ≥
=

−

=

+

ψ ν ς
ς

k

ψ ν ς

ς

ψ ν ς ψ ν ς ν ς m

,
!

,
,

, , , , 0.

k

n k k

k

ς

m ς
μ

m m

0

0

1

0

1
� � 


( )
( )

( ) [ ( ) ( )]

(4.8)

4.3 Homotopy analysis method

In 1992, Liao introduced a novel and powerful analytical method for solving nonlinear problems, known as the
HAM. This technique has proven to be a highly efficient and adaptive tool for finding analytical solutions to a
wide range of nonlinear problems. One of the key advantages of the HAM is that it provides a straightforward
way to adjust and control the convergence of the series solution. It offers several notable benefits. First, it is
applicable even when the given nonlinear problem does not involve any small or large parameters. Second, it
allows convenient adjustment and control of the convergence region and approximation rate of the series
solution when necessary. Third, by selecting different sets of base functions, the HAM can be employed to
efficiently approximate nonlinear problems [36,37].

To illustrate the basic idea of the HAM, consider the differential equation:

=ψ ν ς, 0,�[ ( )] (4.9)

where � is a nonlinear operator, ν and ς are independent variables,ψ ν ς,( ) is an unknown function. Liao [38]
constructed the so-called zero-order deformation equation:

− − =q φ ν ς q ψ ν ς q ν ς φ ν ς q1 , ; , ℏ , , ; ,
0

� � �( ) [ ( ) ( )] ( ) [ ( )] (4.10)

where ∈q 0, 1[ ] is an embedding parameter, ℏ is a nonzero auxiliary parameter, � is an auxiliary linear
operator, ψ ν ς,

0
( ) is an initial guess of ψ ν ς,( ), φ ν ς q, ;( ) is an unknown function, and ν ς,�( ) is an auxiliary

function. Expanding φ ν ς q, ;( ) into Taylor series with respect to q, we obtain

∑= +
=

∞

φ ν ς q ψ ν ς ψ ν ς q, ; , , ,

m
m

m
0

1

( ) ( ) ( ) (4.11)

where

=
∂

∂ =
ψ ν ς

m

φ ν ς q

q
,

1

!

, ;
.m

m

m
q 0

( )
( )

(4.12)

Therefore, after simplification, we obtain the solution of mth-order deformation equation:

= + →
−

−
−ψ ν ς ψ ν ς ψ ν ς, , ℏ , ,m m m m m1

1

1
� � �( ) ( ) [ [ ( )]] (4.13)
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where

→ =
−

∂
∂−

−

−
=

ψ
m

φ ν ς q

q

1

1 !

, ;
,m m

m

m
q

1

1

1

0

�
�

[ ]
( )

[ ( )]
(4.14)

=
⎧
⎨
⎩

≤
>

m

m

0 1,

1 1.
m� (4.15)

Recently, in the work by Qu et al. [39], the HAM was employed to solve three types of fractional-order partial
differential equations: fractional Cauchy-Riemann equations, the fractional acoustic wave equation, and a two-
dimensional space partial differential equation with time-fractional order. The derived analytical solution

= ⎛
⎝ + + + ⎞

⎠+ +ψ ν ς ν, sin 1 …β
β ς

μ

ς

μΓ 1 Γ 2 1

μ μ2

( )
( ) ( )

is graphically represented in Figure 2 for different values of μ

and β.

4.4 Hermite wavelet method

The Hermite polynomials H νm( ) of order m are defined on the interval −∞ ∞,[ ] and given by the following
repetition formula:

=
=
= − =+ −

H ν

H ν ν

H ν νH ν mH ν m

1,

2 ,

2 2 , 1, 2, …m m m

0

1

1 1

( )

( )

( ) ( ) ( )

(4.16)

The Hermite polynomials H νm( ) are orthogonal with respect to the weight function −e ν2

, that is,

∫ =
⎧
⎨
⎩

=
≠

−∞

∞
−e H ν H ν ν

n π m n

m nd

!2 , ,

0, .
ν

n m

n
2

( ) ( ) (4.17)

The Hermite wavelets are defined on interval 0, 1[ ) by [40]

⎪

⎪
=

⎧
⎨
⎩

−
−

≤ <
+∕

χ ν n π
H ν n

n
ν

n
2

1

!2
2 ˆ ,

ˆ 1

2

ˆ 1

2
,

0, otherwise ,

n m

k
n m

k
k k

,

2

( )
( ) (4.18)

where =k 1, 2,… is the level of resolution, = = −n n n1, 2,…, ˆ 2 1, is the translation parameter, and
= −m M1, 2,…, 1 for >M 0 is the order of the Hermite polynomials.
To illustrate the basic idea of the HWM of FPDEs, consider the following differential equation

+ + =ψ ν ς ψ ν ς ψ ν ς ν ς, , , , ,ς
μ

� � � 	( ) ( ) ( ) ( ) (4.19)

Figure 2: Three-dimensional surface for the behavior of the approximate solution when = =μ α 0.9, and = =μ α 1 and the exact
solutionψ ν ς,( ) with respect to ν and ς , respectively, for the model 1 given in [39]. (a)ψ

Approx
for = =μ α 0.9, (b)ψ

Approx
for = =μ α 1, and

(c) Exact.
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where = ∂
∂ς

μ
ς

μ

μ� is the FD of order − < ≤s μ s1 for ∈s �, � and � are linear and nonlinear operators,

respectively, and ν ς,	( ) is a known analytical function.
The two-dimensional Hermite wavelets are defined in the following formula:

⎪
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=
⎧
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0, otherwise ,

n i m j
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k
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k k k k

, , ,

1 2

1 1 2 2( )
( ) ( ) (4.20)

where =
+

A 2
n π m π

1

! 2

1

! 2

k k

n m

1 2

2 , k1, and ∈k2 � are the level of resolution, = = −n n n1, 2,…, ˆ 2 1 and
= = −m m m1, 2,…, ˆ 2 1 are the translation parameters, and i j, are the orders of the Hermite polynomials.

Then, we can set the function ψ ν ς,( ) in terms of Hermite wavelet series as follows:

∑ ∑ ∑ ∑=
= =

−

= =

−− −

ψ ν ς a χ ν ς, , ,
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k k1 1
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2 1
2

( ) ( ) (4.21)

and the nonlinear term ψ ν ς,� ( )

∑ ∑ ∑ ∑=
= =

−

= =

−− −

ψ ν ς b χ ν ς, , .

n i
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m j
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n i m j n i m j
1

2

0

1

1

2

0

1

, , , , , ,

k k1 1
1

2 1
2

� ( ) ( ) (4.22)

Thus, applying the inverse operator ς
μ

� on both sides of equation (4.19) we obtain a system of algebraic
equations in an i m j, , , and bn i m j, , , . By solving the system of equations using Newton’s method, the Hermite wavelet
coefficients an i m j, , , and bn i m j, , , can be obtained, and finally, by substituting the value of coefficients in equation
(4.21), we obtain the approximate solution for ψ ν ς,( ). In [41], Ray and Gupta obtained the approximate
solutions of time-fractional modified Fornberg-Whitham equation by HWM, with FD considered in the Caputo
sense. The obtained results are compared with the exact solutions, which is given by [42] as well as
with OHAM.

The nonlinear time-fractional modified Fornberg-Whitham equation

− + − + − =

= − ⎛
⎝ − ⎞

⎠

ψ ν ς ψ ν ς ψ ν ς ψ ν ς ψ ν ς ψ ν ς ψ ν ς ψ ν ς ψ ν ς

ψ ν ν

, , , , , , , 3 , , 0,

, 0
3

4
15 5 sech

1

20
10 5 15 ,

ς
μ

ννς ν ννν ν ν νν
2

2

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
(4.23)

where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the

exact solution of equation (4.23) is = − ⎛
⎝ − − − ⎞

⎠ψ ν ς ν ς, 15 5 sech 10 5 15 5 15
3

4

2
1

20
( ) ( ) ( ) ( ( ) ) .

5 Recent numerical approaches and their applications

5.1 Direct power series method

A novel approach called the direct power series method was proposed by Salah et al. [43] to solve fractional
initial value problems. This method offers a straightforward and efficient way to obtain better approximate
solutions for linear and nonlinear fractional differential equations, including both ordinary and partial
differential equations. The core principle behind the power series approach is to express the solution as an
infinite series and subsequently determine the coefficients of the series.

To illustrate the basic idea of the direct power series method, consider the following differential equation:

+ =ψ ν ς ψ ν ς, , 0,� �( ) ( ) (5.1)

where ψ ν ς,( ) is an analytical functions and � and � are linear and nonlinear operators, respectively.
This method is expressing the solution of equation (5.1) in a fractional power series representation at =ς 0

for − < ≤s μ s1 for ∈s � of the form
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∑=
+=

∞

ψ ν ς a ν
ς

nμ
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Γ 1
.

n

n

nμ

0

( ) ( )
( )

(5.2)

The mth derivative of the fractional power series representation is defined as follows:
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+=
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nμ
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Γ 1
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n
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m
nμ

0

� ( ) ( )
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Therefore, we can obtain the following:
(1) +a νn k( ) is the coefficient for +

ς

nμΓ 1

nμ

( )
in the series expansion of ν ς,ς

kμ
� ( ) for any =k 0, 1,… .

(2) +
+γ a νn k μ

n k( )( ) is the coefficient for +
ς

nμΓ 1

nμ

( )
in the series expansion of ν γς,ς

nμ
� ( ) for any =k 0, 1,…

and ∈γ � .
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in the series expansion of ψ ν ς χ ν ς, ,( ) ( ),
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in the series expansion of

ψ ν βς χ ν γς, ,( ) ( ), where β, ∈γ � .
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is the coefficient for +
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in the series expansion of
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The coefficient =a ν ν, 0n ς
nμ

�( ) ( ) for any =n 0, 1,… , if ν ς,ς
nμ

� ( ) is continuous on r0,( ), where r is the radius
of convergence. The algorithm of DPSM in solving time-FPDEs as described in [44] can be given in the following
simple steps:
(1) Replace each term of the target equation by its suitable coefficient an of +

ς

nμΓ 1

nμ

( )
in the series expansion.

(2) Simplify the obtained series representations to get a general term of the coefficients.
(3) Substitute the values of =n 1, 2,… , the number of terms of the numerical series solution.

Qazza et al. [44], proposed a novel technique, termed the DPSM, for solving two distinct types of time-FPDEs
formulated using the Caputo derivatives. The authors compared the fifth approximate solution obtained
through DPSM with the exact solution for the integer-order case, as provided by Akter and Akbar [45].
(1) The temporal-fractional partial Burger equation:

− + =

=

ψ ν ς ψ ν ς ψ ν ς ψ ν ς
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, , , , 0,

, 0 2 ,

ς
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νν ν( ) ( ) ( ) ( )
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(5.4)

where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the

exact solution of equation (5.4) is = +ψ ν ς,
ν

ς

2

1 2
( ) .

(2) The time-fractional partial Phi-4 equation
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(5.5)

where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense, η and λ are real
valued constants, andϖ is the speed of the traveling wave. When =μ 1, the exact solution of equation (5.5)

is = ⎛
⎝ − ⎞

⎠
−

−
ψ ν ς η ν ϖς, tanh
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.
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5.2 Galerkin method

In [46], Bin Jebreen and Cattani proposed a numerical scheme based on the Galerkin method for solving the
time-FPDEs and using the operational matrix for the Caputo FD. The obtained results were compared with the
radial basis functions approximation method by [47].
(1) The nonhomogeneous time-fractional partial differential Burger’s equation:

+ − =
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+ −
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= = + ≥
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(5.6)

where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the
exact solution of equation (5.6) is = +ψ ν ς ν ς, 2 2( ) .

(2) The nonhomogeneous time-fractional partial differential wave equation:
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(5.7)

where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the
exact solution of equation (5.7) is =ψ ν ς ς ν, sin( ) ( ), which is given by [48].

5.3 Variational iteration transform method (VITM)

This modified method combines the VIM with a convenient transformation operator, including the Laplace
transform, Shehu transform, Sumudu transform, or Elzaki transform, integrating suitable FDs. The goal of this
integration is to achieve analytical or numerical solutions for time-FPDEs. As an illustration, Shah et al. [49],
have successfully combined the Shehu transform and the VIM to obtain an approximate analytical solution for
the time-fractional Fornberg-Whitham equation.
(1) The nonlinear time-fractional Fornberg-Whitham equation:
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where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1,

the exact solution of equation (5.8) is =
⎛
⎝ − ⎞

⎠ψ ν ς e,

ν ς
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2

3( ) , which was given by [50].
(2) The nonlinear time-fractional Fornberg-Whitham equation:
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where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the

exact solution of equation (5.9) is = ⎛
⎝ − ⎞

⎠ψ ν ς, cosh
ν ς

2

4

11

24
( ) .

In [51], Zhang et al. have implemented the VITM for investigating the solution of two types of fractional Emden-
Fowler equations.
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(1) The linear homogeneous time-fractional Emden-Fowler heat equation:

= + − − +
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where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the
exact solution of equation (5.10) is =ψ ν ς e ς, ν 2

2

( ) .
(2) The linear nonhomogeneous time-fractional Emden-Fowler heat equation:
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where < ≤μ0 1 describes the order of the time-FD, which has been taken in Caputo sense. When =μ 1, the
exact solution of equation (5.11) is = + +ψ ν ς ν e, ν ς2

2

( ) . Figure 3 illustrates the graphical representation of

the derived analytical solutionψ ν ς,( ) = +ν eν2
2
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for different values of μ.

In this method, the Lagrange multiplier λ y( ) can be defined as follows:

= −λ
u

.

μ

μ
y

y
( ) (5.12)

Therefore, the iteration formula for ≥m 0 can be constructed as follows:
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In [52], Iqbal et al. have successfully applied the modified VIM involving Atangana-Baleanu derivative of
fractional-order to investigate the approximate solutions of fractional Fornberg-Whitham equations (5.8)
and (5.9). This method is a mix of variational iteration technique and the Laplace transform approach. The
LVIM approach has been successfully applied to a wide range of fractional differential equations, including
those arising in physics, engineering, and other fields. In this method, the Lagrange multiplier λ y( ) can be
defined as follows:

= −
− +

λ
μ μ1

.

μ

μ
y

y

y
( )
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(5.14)

Therefore, the iteration formula for ≥m 0 can be constructed as follows:
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Figure 3: Three-dimensional surface for the behavior of the approximate solutionψ ν ς,( ) when =μ 0.4, 0.6 and 0.8 with respect to ν and
ς , respectively, for equation (5.11) given in [51]. (a) ψ

Approx
for =μ 0.4, (b) ψ

Approx
for =μ 0.6, and (c) ψ

Approx
for =μ 0.8.
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In [24], Haroon et al. implemented the variational iteration transform involving fractional-order derivatives
with the Atangana-Baleanu derivative. The Elzaki transformation is used in the Atangana-Baleanu-Caputo
derivative to find the solution to the Fornberg-Whitham Equations (5.8) and (5.9). In this method, the Lagrange
multiplier λ y( ) can be defined as follows:

= −
+ −

λ
μ μ

μ

1
,

μ

y
y

�
( )

( )
(5.16)

where μ�( ) denotes a normalization function such that = =0 1 1� �( ) ( ) .
Therefore, the iteration formula for ≥m 0 can be constructed as follows:
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5.4 Adomian decomposition transform method

This modified method is based on a combination of the ADM with an appropriate transform operator such as
Laplace transform, Shehu transform, Sumudu transform, or Elzaki transform with suitable FDs to achieve an
analytical or numerical solutions of the time-FPDEs. In [24], Haroon et al. implemented the Adomian decom-
position transform involving fractional-order derivatives with the Atangana-Baleanu-Caputo derivative. The
Elzaki transformation is used in the Atangana-Baleanu-Caputo derivative to find the solution to the FW
equations (5.8) and (5.9).

By using ADM procedure and Elzaki transform on the Caputo FD, we obtain the following recursive
relations for ≥m 0
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In [49], Shah et al. implemented modified techniques, namely, the SDM to achieve an approximate analytical
solution for the fractional Fornberg-Whitham equations (5.8) and (5.9). The FD is considered in the Caputo
sense. Figure 4 and Table 3, illustrate the graphical representation and numerical values of the derived

analytical solution = − +ψ ν ς, cosh
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for different values of μ.

By using ADM procedure and Shehu transform on the Caputo FD, we obtain the following recursive
relations for ≥m 0

=
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Figure 4: Three-dimensional surface for the behavior of the approximate solutionψ ν ς,( ) when =μ 0.4, 0.6 and 0.8 with respect to ν and
ς , respectively, for equation (5.9) given in [49]. (a) ψ

Approx
for =μ 0.4, (b) ψ

Approx
for =μ 0.6, and (c) ψ

Approx
for =μ 0.8.
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In [52], Iqbal et al. have successfully applied the modified decomposition method involving Atangana-Baleanu
derivative of fractional-order to investigate the approximate solutions of fractional Fornberg-Whitham equa-
tions (5.8) and (5.9). This method is a mix of Adomian decomposition technique and the Laplace transform
approach. In addition, in [53], Kumar et al. solved equation (5.8), involving the Atangana-Baleanu FD by using
the Adomian decomposition technique and the Laplace transform approach.

By using ADM procedure and Laplace transform on the Atangana-Baleanu derivative, we obtain the
following recursive relations for ≥m 0

=
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Recently in [54], Ganie et al. implemented an efficient analytical technique EADM within the Caputo operator
to investigate the solutions of some FPDEs. The method is based on a combination of ADM and Elzaki
transformation. The transformation of Elzaki is a very useful and powerful method for solving the integral
equation that cannot be solved by the Sumudu transformation method.

Consider the following equations:
(1) The nonlinear fractional differential equation:

+ = +
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where < ≤μ0 1 describes the order of the time-FD. When =μ 1, the exact solution of equation (5.21)
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(2) The diffusion fractional differential equation:

= +

=

ψ ν ς ψ ν ς ψ ν ς

ψ ν πν

, , , ,

, 0 cos ,

ς
μ

νν( ) ( ) ( )

( ) ( )
(5.22)

where < ≤μ0 1 describes the order of the time-FD. When =μ 1, the exact solution of equation (5.22)
is = −ψ ν ς πν e, cos π ς1

2

( ) ( ) ( ) .

By using ADM procedure and Elzaki transform on the Caputo FD, we obtain the following recursive
relations for ≥m 0:
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Table 3: This table exhibits the absolute errors ψ ψ‒
Exact SADM

∣ ∣ of equation (5.9) at =ς 0.1 for different fractional-order μ given in [49]

ν ==μ 0.4 ==μ 0.6 ==μ 0.8 ==μ 1

0 0.028059 0.008048 0.001012 0.001216
0.3 0.009379 0.001055 0.001779 0.000018
0.6 0.009167 0.010082 0.004500 0.001261
0.9 0.027565 0.018968 0.007046 0.002746
1.2 0.045797 0.027637 0.009310 0.004568
1.5 0.063834 0.036011 0.011175 0.006869
1.8 0.081638 0.043994 0.012509 0.009800
2.1 0.099156 0.051480 0.013169 0.013533
2.4 0.116315 0.058338 0.012986 0.018258
2.7 0.133021 0.064418 0.011768 0.024193
3 0.149152 0.069536 0.009294 0.031588

A comprehensive review of the recent numerical methods for solving FPDEs  23



Furthermore, in [55], Shah et al. developed a novel technique known as LADM, to derive a series type
approximate semi-analytical solution for the Benney equation in the context of Caputo-Febrizio FDs.

Consider the following nonlinear equations.
(1) The second-order fractional Benney equation with the CF derivative

+ + + + =

=
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(2) The fractional third-order Benney equation with the CF derivative
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where >χ 0 and < ≤μ0 1 describes the order of the time-FD.

By using ADM procedure and Laplace transform on the Caputo-Febrizio FDs, we obtain the following
recursive relations for ≥m 0:
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5.5 Homotopy analysis transform method

This modified method is based on a combination of the HAM with an appropriate transform operator in order
to achieve an analytical or numerical solutions of the time-FPDEs. In [56], Sunitha et al. used the q-homotopy
analysis method combined with the Elzaki transform to investigate the two-dimensional advection-dispersion
problem. These equations are mainly used to describe the fate of pollutants in aquifers. Recently, in [57], Shah
et al. have obtained approximate solutions for the nonlinear partial differential Benney equation by applying a
combination of the HAM and Laplace transformation, with the consideration given to the fractional-order
Atangana-Baleanu derivative in the Riemann-Liouville sense. The Benney equation applications arise in
different areas of physics and engineering, including dynamics and fluid mechanics.

Consider the following nonlinear equations:
(1) The fractional order Benney equation with the ABR derivative
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(2) The fractional order Benney equation with the ABR derivative
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where >χ 0 and < ≤μ0 1 describes the order of the time-FD.

The solution of the mth order deformation for equations (5.18) and (5.28) is given by

= + →
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where
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6 Computational challenges

The review provides analytical methods for solving FPDEs, including the ability to obtain exact solutions, gain
an understanding of the underlying physical phenomena, and reduce computational costs compared to numer-
ical methods. Solving FPDEs poses several challenges that are not present in classical PDEs. These challenges
include nonlocality, singularities, memory effects, and long-range interactions. However, in the following, we
address some of the challenges and limitations of numerical or analytical methods when applied to FPDEs.
(1) Dealing with fractional nonlinear partial differential equations presents a significant limitation due to

their complex nature and the absence of readily available solutions in closed forms. Analytical techniques
are confined to specific systems, frequently necessitating the use of approximation methods or numerical
simulations. In contrast, numerical methods offer broader applicability but demand substantial computa-
tional resources and strict validation to ensure accuracy and stability.

(2) FPDEs often have nonlocal properties, where the FD at a point depends on the function values at all other
points in the domain. Classical methods, which mostly depend on local information, struggle to capture
this nonlocal behavior efficiently.

(3) Due to the nonlocality of FDs, numerical methods for FPDEs may require keeping a large amount
of historical data, making them memory-intensive and unusable for problems with long-time histories.

(4) Many standard numerical software libraries and packages are designed for integer-order PDEs. Adapting
them for FPDEs can be challenging, and dedicated software tools and libraries for FPDEs are less prevalent.

7 Conclusion

This comprehensive review explored various techniques and approaches revolving around fractional calculus,
integral transforms, and fractional differential operators. We highlighted their applications and advantages
in deriving solutions for FPDEs. These equations extend conventional partial differential equations by incor-
porating FDs, enabling the modeling of memory and nonlocal effects in diverse fields such as physics, biology,
and engineering. Solving FPDEs analytically poses significant challenges due to the nonlocal nature of FDs.
However, recent years have witnessed remarkable progress in analytical methods for tackling these equations,
providing valuable tools for understanding complex phenomena involving memory and nonlocal effects.
By combining semi-analytical techniques with appropriate transformations, researchers can expedite the pro-
cess of obtaining solutions for nonlinear partial differential equations that model real-world phenomena. As
FPDEs continue to gain importance inmodeling complex phenomena, developing efficient numerical approaches
remains crucial. With the ongoing research and exploration, the future of solving FPDEs analytically looks
promising, paving the way for potential applications across diverse scientific and engineering disciplines.
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