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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in fulfilment of 

the requirement for the degree of Doctorate of Philosophy 

TERRAIN AWARENESS MOBILITY MODEL TO SUPPORT OUTDOOR 

MOBILITY FOR PEOPLE WITH VISION IMPAIRMENT 

By 

MALKAWI ABEER DIRAR YOUSEF 

November 2023 

Chairman  :   Azrina binti Kamaruddin, PhD 

Faculty :   Computer Science and Information Technology 

Vision impairment is defined as any degree of impairment to a person’s ability to see 

that affects his or her daily life. Changes in the ground surface (presence of terrain types) 

represent a significant challenge for people with vision impairment (PVI).  While 

enormous research work proposed valuable solutions that improved PVI mobility, most 

of these studies investigated detecting obstacles above the ground and addressing 

navigation problems, with an insufficient investigation into terrain hazards. In addition 

to the lack of spatial information provided, which is mostly limited to vibration or audio 

signals. To address this gap, this study developed a Terrain Awareness Mobility Model 
(TAM2) to support outdoor mobility for PVI. TAM2 aims to improve terrain awareness 

by incorporating providing spatial information during mobility. The provided 

information improves instant mobility performance and facilitates the formation of the 

cognitive map of the environment, which can support safe and independent outdoor 

mobility. In this study, the User-Centred Design (UCD) approach was adopted, which 

involved engaging the target group throughout all research phases. The research design 

applied the exploratory mixed method, comprising qualitative research, then proposed 

the solution according to the findings, and finally, evaluated the solution quantitatively. 

To gather the users’ requirements and expectations, a qualitative study was conducted 

with two groups of participants. The first group consisted of four experts whose job is to 

empower the life quality of PVI, while the second group comprised 15 participants with 

vision impairment. The study utilized three research instruments during this phase, a 
semi-structured interview, a mobility observation session in a familiar environment, and 

a mobility observation session in an unfamiliar environment. Thematic analysis was 

applied, and the findings outlined the primary components of TAM2. TAM2 contains 

three main components; user model, terrain detection model, and learning model. For 

the prototyping phase, the study employed the deep learning detection framework 

YOLOv4-tiny algorithm to implement a real-time terrain detection model. This detection 

model was integrated with an Android detection app to detect specific types of terrain. 

Additionally, the app was equipped with a speech message feedback function to convey 

spatial information, including terrain type, direction, and approximate distance. 
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Furthermore, a real-world quasi-experiment was conducted with 14 participants with 

vision impairment to evaluate TAM2 effectiveness through the app. The experiment 

measured the terrain type detection performance and feedback effectiveness, in addition 

to the usability of the app. Quantitative analysis via the Mann-Whitney U test technique 

with p-value = 0.05 was applied to assess the mobility performance improvement and 

cognitive map formation. The analysis revealed a statistically significant improvement 
in the users’ mobility performance and cognitive map formation for the users who 

utilized the app. Additionally, the questionnaire descriptive analysis revealed that 71.4% 

of the participants agreed with the app’s effectiveness and usability. This result indicates 

that TAM2 is able to support outdoor mobility for PVI. The terrain detection app can be 

used by the PVI community to improve their terrain awareness. As well the provided 

measurement methods can assist stakeholders in teaching locomotion for PVI. 

Moreover, TAM2 can serve as a roadmap for researchers investigating mobility for PVI, 

outlining the main requirements of the target group and how to achieve these 

requirements to progress the research. This could lead to the development of ATs that 

are better suited to PVI requirements (e.g., ATs that complement the white cane) and 

more usable that improve outdoor mobility for PVI. Accordingly, TAM2 and the terrain 

detection app represent the key contribution of this study. 
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Kecacatan penglihatan ditakrifkan sebagai sebarang tahap kecacatan kepada keupayaan 

penglihatan seseorang yang menjejaskan kehidupan sehariannya. Perubahan pada 

permukaan tanah (kewujudan jenis terain) merupakan cabaran yang signifikan bagi 

orang yang cacat penglihatan (PVI). Manakala kerja penyelidikan yang besar 

mengesyorkan penyelesaian yang berguna bagi memperbaiki mobiliti PVI, kebanyakan 

kajian  tersebut menyelidiki pengesanan halangan di atas tanah dan menangani masalah 

navigasi, dengan penyelidikan yang tidak mencukupi mengenai bahaya terain. Selain 

kekurangan maklumat spatial yang disediakan, yang kebanyakannya terhad kepada 
getaran atau isyarat audio. Untuk mengatasi jurang tersebut, kajian ini membangunkan 

Model Mobiliti Kesedaran Terain (TAM2) bagi menyokong mobiliti luar untuk PVI. 

TAM2 bertujuan untuk memperbaiki kesedaran terain melalui penginkorporasian 

penyediaan maklumat ruangan ketika mobiliti. Maklumat yang diberi dapat 

meningkatkan prestasi mobiliti segera dan memudahkan pembentukan peta kognitif 

persekitaran, yang dapat menyokong mobiliti luar yang selamat dan independen. Dalam 

kajian ini, pendekatan Reka Bentuk Berpusatkan Pengguna (UCD)  telah diterima pakai, 

yang melibatkan penglibatan kumpulan sasaran di sepanjang semua fasa penyelidikan. 

Reka bentuk penyelidikan mengaplikasi kaedah campuran eksploratori, terdiri daripada 

penyelidikan kualitatif, kemudian mengesyorkan penyelesaian bergantung kepada 

dapatan, dan akhirnya, menilai penyelesaian tersebut secara kuantitatif. Bagi 

mengumpul keperluan dan ekspektasi pengguna, kajian kualitatif telah dijalankan 
dengan dua kumpulan partisipan. Kumpulan pertama terdiri daripada empat pakar yang 

kerja  mereka adalah untuk memperkasakan kualiti hidup  PVI,  manakala kumpulan 

kedua terdiri daripada 15 partisipan yang  cacat penglihatan. Kajian ini menggunakan 

tiga instrumen penyelidikan ketika fasa ini, temu bual separa berstruktur, sesi 

pemerhatian mobiliti dalam persekitaran yang biasa, dan sesi pemerhatian mobiliti dalam 

persekitaran yang tidak biasa. Analisis tematik telah diaplikasikan, dan dapatan 

menggariskan komponen primer bagi TAM2. TAM2 mengandungi tiga komponen 

utama; model pengguna, model pengesanan terain, dan model pembelajaran. Bagi fasa 

pemprototaipan, kajian ini menggunakan rangka pengesanan pembelajaran mendalam 
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YOLOv4-algoritma kecil bagi mengimplentasi model pengesanan terain masa sebenar. 

Model pengesanan ini telah diintegrasikan dengan app pengesanan Android bagi 

mengesan jenis terain yang spesifik. Di samping itu, app tersebut telah dilengkapi 

dengan fungsi maklum balas mesej pertuturan bagi menyampaikan maklumat ruangan, 

termasuk jenis terain, tunjuk arah, anggaran jarak. Tambahan pula, eksperimen dunia  

sebenar telah dijalankan dengan 14 partisipan yang cacat penglihatan bagi menilai 
keberkesanan  TAM2  melalui app tersebut. Percubaan mengukur prestasi pengesanan 

jenis rupa bumi dan keberkesanan maklum balas, di samping kebolehgunaan apl. 

Analisis Kuantitatif melalui teknik ujian  Mann-Whitney U  dengan nilai p = 0.05 telah 

diaplikasikan bagi menilai penambahbaikan prestasi mobiliti dan pembentukan peta 

kognitif. Analisis memperlihatkan penambahbaikan yang signifikan secara statistik 

dalam prestasi mobiliti pengguna dan pembentukan peta kognitif bagi pengguna yang 

memanfaatkan app tersebut. Selain itu, analisis deskriptif soal selidik mendedahkan 

bahawa 71.4% daripada peserta bersetuju dengan keberkesanan dan kebolehgunaan 

aplikasi. Dapatan kajian menunjukkan bahawa TAM2 berupaya untuk menyokong 

mobiliti luar bagi PVI. App pengesanan terain dapat digunakan oleh komuniti  PVI bagi 

meningkatkan kesedaran mereka mengenai terain. Di samping itu  kaedah penilaian yang 

disediakan dapat membantu pemegang taruh  dalam pengajaran pergerakan  bagi  PVI. 
Lebih-lebih lagi, TAM2 dapat berfungsi sebagai peta hala tuju  bagi penyelidik yang 

menyelidiki mobiliti bagi PVI, menggariskan  keperluan utama kumpulan sasaran dan 

cara untuk mencapai keperluan tersebut bagi memajukan penyelidikan. Ini boleh 

membawa kepada pembangunan AT yang lebih sesuai dengan keperluan PVI (cth., AT 

yang melengkapkan tongkat putih) dan lebih boleh digunakan yang meningkatkan 

mobiliti luar untuk PVI. Sehubungan itu, TAM2 dan aplikasi pengesanan rupa bumi 

mewakili sumbangan utama kajian ini. 
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CHAPTER 1 

1 INTRODUCTION 

In the last two decades, significant research efforts have been directed toward facilitating 

outdoor mobility for people with vision impairment (PVI). These efforts have mainly 

focused on developing obstacle detection and wayfinding techniques, which have 

significantly advanced the field. However, limited attention has been given to addressing 

the critical issue of improving terrain awareness for PVI. To bridge this research gap, 

this study examines three key areas: outdoor mobility for PVI, terrain awareness mobility 

models, and computerized support. The integration of these domains offers a 

comprehensive solution to enhance terrain awareness for PVI. This introduction chapter 

comprises various sections that serve distinct purposes. Section 1.1 presents the 

motivation for conducting this study. Section 1.2 explains the problem statement. Section 

1.3 puts forth the research questions that the study seeks to address. Section 1.4 outlines 

the research objectives that the study aims to achieve. Section 1.5 discusses the study 
scope. Section 1.6 explains the contributions that the study makes to the existing 

knowledge. Lastly, Section 1.7 presents the organization of the thesis, which provides a 

roadmap for the subsequent chapters. 

1.1 Motivation 

According to statistics provided by the World health organization (WHO), in 2022, there 

are approximately one billion individuals worldwide who are experiencing some degree 

of vision impairment, a significant proportion (80%) of which could potentially be 
treated, as stated by the (WHO, 2022). Consequently, it can be inferred that around 200 

million PVI should adapt to this condition on a daily base, which can adversely impact 

their ability to carry out routine activities and increase their reliance on others for 

assistance, thereby posing a potential threat to their life. 

Outdoor mobility in an unfamiliar environment is one of the severe challenges PVI faces 

daily. It is one of the primary factors that impact their quality of life economically and 

socially (Hersh & Johnson, 2008; Meza-de-Luna et al., 2019). Researchers have 

indicated that most PVI rely on accompanying a sighted person to visit an unfamiliar 

place (Pissaloux & Velázquez, 2017); Banovic et al. (2013). Consequently, improving 

mobility for PVI has drawn enormous attention in both academia and industry over the 

past two decades. Numerous assistive technologies have been developed to accomplish 

mobility challenges faced by PVI. However, the proposed systems primarily emphasized 

detecting and avoiding obstacles above the ground and solving navigation problems, as 

reported by (Bai et al., 2019; Bochsler et al., 2013).  

In contrast, diverse terrain types constitute a tangible hazard with direct implications for 

the safety, independence, and proficient navigation of individuals with VI (Chai et al., 

2018; Smith et al., 1992). These perils have the potential to exert a considerable influence 

on pivotal aspects such as employment prospects, overall health, and involvement in 

social activities within the specified demographic. 
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Despite the potential risk associated with terrain types, this study determined a lack in 

the literature regarding investigating and providing solutions for PVI to avoid terrain 

hazards and improve their terrain awareness.  

Moreover, the revolution of deep learning techniques and their effective detection 

performance in real-time inspired researchers to employ this technology to assist PVI in 

reducing the influence of disability on daily life.  

Therefore, the primary motivation of this research work is to employ information 

technology to propose a solution that aims to improve PVI’s terrain awareness and 

support their safe and independent outdoor mobility, which could reduce the former 

challenges and enhance their quality of life. 

1.2 Problem Statement 

The first problem found in the literature body is that changes in the ground surface 

(presence of terrain type) represent a significant risk factor that impacts the physical 

safety of PVI. According to Walter (Walter et al., 2013), the level of changes on a flat 

surface for a 4 cm step or 3 cm slope is considered a critical hazard for PVI, as cited by 

(Cloix et al., 2016). The challenges of terrain types for PVI are compounded by the 

limitation of the most popular conventional traveling aid (i.e., white cane) to detect these 

types in several situations. This limitation stems from the movement and tipping way of 

the cane during navigation, as well as the terrain type size (Hersh & Johnson, 2008; 

Pissaloux & Velázquez, 2017). Smith’s research identified terrain hazards as one of the 

top five mobility problems PVI faces daily (Smith et al., 1992). Furthermore, most 
warning signs for terrain types are typically visual in nature, whereas the urban 

environment has been designed primarily for sighted individuals (Johnston, 2013). 

Many studies have proposed both theoretical and practical solutions that support 

mobility for PVI to a large extent. However, the majority of these research works focused 
on detecting and avoiding obstacles above the ground while avoiding addressing 

potential ground hazards, such as stairs and holes (Bai et al., 2019; Chai et al., 2018). 

Despite the significant challenges the PVI community struggles with regarding terrain 

hazards, insufficient research was conducted to identify the factors that impact PVIs’ 

mobility due to terrain types and propose solutions that improve terrain awareness. Some 

research works involve terrain types within their scope, but their primary aim has been 

detecting obstacles, with only limited types of terrain included within these obstacles. 

For instance, the research involved detecting stairs (Kunta et al. 2020; Sun et al. 2019; 

Bashiri et al. 2018) and included potholes (Ahmed et al. 2018; Khan Kundu et al. 2018), 

where these studies are limited in scope to address terrain types.  

On the other hand, this research endeavors to provide a conceptual and practical solution 

that bridges the existing gap in improving terrain awareness to support safe outdoor 

mobility for PVI. This research strives to address the terrain challenges based on PVI 

requirements, as perceived by experts who work to empower PVI life quality and 

participants from the PVI community.  
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The second problem in the mobility for the PVI domain is the limited safety spatial 

information provided to the PVI. Providing PVI with sufficient information during 

navigation can improve their mobility performance to protect their safety (Pearson et al., 

2015). However, several researchers highlighted that the majority of existing solutions 

for PVI provide low-level information, which falls short of meeting the spatial 

information that PVI requires for safe mobility in terms of obstacle detection and 

environmental awareness (Chen et al. 2021; Pissaloux et al., 2017; Banovic et al., 2013). 

Massive research studies have proposed systems that convey feedback in the form of 

haptic (Chai et al., 2018) or acoustic warning (Tachiquin et al., 2021; K. Yang, Wang, et 

al., 2018) to assist the individual in navigation. However, such feedback mechanisms are 
unreliable in providing even the minimum required spatial information unless it is to 

warn of an imminent hazard. A diverse range of spatial information is necessary to 

improve the user’s terrain awareness, which generates a clear comprehension and 

perception of the environmental structure (K. Yang, Wang, et al., 2018; R. Yang et al., 

2011). Meanwhile, spatial knowledge theories consider understanding the environment 

structure induced by the user’s perception and then followed by reaction (Pissaloux & 

Velázquez, 2017; Spiers, 2016). 

El-Taher’s research argued that the speech message constitutes the most widely used 

feedback mechanism in recent studies (El-Taher et al., 2021). In contrast, the provided 

information has been mostly limited to navigation guidance, such as instructions to turn 

left or move right in the Van Der study (Van Der Bie et al., 2019) or obstacle presence 

warning (e.g., “stop, obstacle detected”) (Sim et al., 2019), and identifying the obstacle’s 

name without providing the necessary details such as direction, for instance, “stairs” 

(Chandra et al., 2020; Yang, Wang, et al., 2018).  

However, this study proposed a speech message feedback mechanism to convey more 

comprehensive and direct information, considering avoiding the potential for 

overwhelming data (Hersh & Johnson, 2008). The delivered information includes the 

terrain type, direction (up or down), and the estimated distance to reach it. Such 

information can significantly stimulate the users’ awareness of the terrain type in front 
of them. Hence, they recognize the presence of a nearby hazard that causes them to 

navigate carefully to find this terrain type, then verify and tackle it safely and effectively. 

Providing individuals with sufficient information assists them in understanding the 

surrounding environment and can play a pivotal role in improving their terrain awareness 

(Rachburee & Punlumjeak, 2021; K. Yang, Bergasa, et al., 2018) 

The third problem we found in the literature pertains to the lack of providing PVI with 

adequate perception of various types of terrain in the surrounding environment, which 

can facilitate the formation of the cognitive map. This is due to the limited scope of 

previous studies according to the tackled number of terrain types, where many studies 

addressed either a single type of terrain (Tan et al., 2019; Sun et al., 2019) or only two 

types of terrain (Kunta et al., 2020; Yang Bergasa et al., 2018; Chai et al., 2018). 

Consequently, while such studies may provide individuals with instant mobility 

assistance, they offer limited spatial knowledge of the surrounding environment.  
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Researchers agreed that cognitive map formation required imagery of environmental 

elements and spatial relations among these elements, such as distance, directions, and 

scales (Kitchin, 2015; Kitchin & Blades, 2002). Therefore, collecting spatial information 

about more elements enables individuals to generate more spatial relations and a robust 

perception of the environment. Hersh has highlighted the limitation of many travel aids 

by the lack of providing PVI with a spatial comprehension of the environment (Hersh, 
2016). Furthermore, Banovic has pointed out that most research works provide users 

with information for immediate requirements, disregarding the need for information that 

can aid in cognitive map formation (Banovic et al., 2013).    

This study investigated four terrain types, including potholes, drains, ascending stairs, 
and descending stairs. These structures can function as cues and landmarks that PVI can 

memorize and use to establish relationships among them from one side and with the 

environment from another side. These relations facilitate individuals’ ability to generate 

the cognitive map, as Quiñones mentioned based on Lynch’s findings in 1960 (Quiñones 

et al., 2011).  

The current study aims to offer PVI sufficient information about the terrain type they are 

approaching during navigation. This information prompts individuals to search for the 

mentioned terrain type and directly contact it to collect additional necessary information, 

such as depth or height, to tackle the situation safely. This process enables PVI to engage 

in spatial learning using both resources-based and navigation-based strategies 

simultaneously. We hypothesize that this approach will improve the formation of the 

cognitive map, improve terrain awareness, and ultimately support outdoor mobility for 

PVI.  

As a result, the existing research regarding terrain awareness for the PVI field is 

inadequate to provide effective outdoor mobility for the target group. Therefore, there is 

a necessity to develop a terrain mobility model that can overcome this gap and support 

outdoor mobility for the PVI community. Figure 1.1 illustrates the interrelated points of 

the problem statement. 
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Figure 1.1 : Problem Statement Points 

 

 

1.3 Research Questions 

This study aims to answer the following research questions. 

 

RQ 1- What factors impact the mobility of PVI regarding the presence of terrain types? 
 

a. How do terrain types impact the safety of PVI? 

b. Which specific types of terrain pose the greatest danger for PVI? 

 

 

RQ 2- What are the parameters of the mobility assistant model that improve terrain 

awareness and support safe outdoor mobility for PVI? 

 

RQ 3- How can the prototype solution be proposed to improve terrain awareness of PVI? 
 

a. What design features are most effective? 

b. Which feedback mechanism, haptic or auditory, is most appropriate?  

c. What spatial information is necessary for good performance? 

 

RQ 4- To what extent does the proposed model contribute to improving terrain 

awareness and supporting safe mobility for PVI?  
 

a. How can the model improve mobility performance? 

b. How can the model improve cognitive map formation? 

c. What is the prototype’s effectiveness and usability level from the users’ point 

of view?  © C
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1.4 Research Objectives  

This study aims to support outdoor mobility for PVI by improving their terrain 

awareness. This aim can be achieved by identifying and evaluating a terrain awareness 

mobility model.  

Objective 1- To identify the factors that impact PVI mobility due to the presence of 

various terrain types. The factors include behaviors, challenges, requirements, and 

features of the solution, which is able to improve PVI terrain awareness. 

This objective focuses on the terrain types and the factors that make them significant 

challenges that impact mobility for PVI. These factors include the behaviors of PVI to 

tackle terrain types, the main terrain types that form the significant problems, and the 

requirements and solutions that can improve terrain awareness. In contrast, many 

research works investigated mobility for PVI and discarded the terrain challenges.   

Objective 2- To propose a mobility model that provides sufficient safety spatial 

information and enables individuals to visualize the environment regarding the terrain 

types, which improves terrain awareness and supports outdoor mobility for PVI. 

Achieving the first objective should provide us with the essential features of the solution 

that can address terrain challenges. Consequently, objective 2 deciphers the properties 

of the solution into a theoretical model that resolves the issues found, for example, the 

delivered spatial information and the appropriate feedback mechanism.    

Objective 3- To design and implement a terrain awareness mobility model prototype. 

 

The prototype should implement the theoretical features of the model achieved in 

objective two into a practical mobile application. Researchers agreed that collecting 

spatial information about more elements enables individuals to visualize the 

environment, generate more spatial relations, and facilitate cognitive map formation 

(Kitchin & Blades, 2002; Pissaloux, Velazquez, Hersh, et al., 2017). This app should use 

an effective real-time detection algorithm to detect four types of terrain in front of the 

user and convey their names, directions (i.e., up or down), and distance to reach within 

five meters as speech message feedback. Thus, the app will provide sufficient spatial 
information about various terrain types, which enables the user to visualize the area by 

linking these terrain types together and with the other environmental elements. 

Objective 4- To evaluate the effectiveness of the proposed terrain awareness mobility 

model via testing the prototype. 
 

An experimental study with participants with VI should be conducted to evaluate the 

proposed model. The experiment will evaluate the improvement of the terrain awareness 

of the users via testing the improvement of mobility performance and facilitating 
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cognitive map formation. Moreover, a questionnaire will be used to test the effectiveness 

and usability of the app from the users’ perspective.   

1.5 Research Scope  

Alterations in the ground surface, precisely the existence of diverse terrain types, 

constitute a tangible risk that impacts PVI’s physical safety, independence, and effective 

navigation. These threats may influence the target group’s employment opportunities, 

health and well-being, and social involvement. 

Furthermore, the revolution of deep learning methodologies and their demonstrated 

efficacy in real-time detection has inspired researchers to leverage this technology for 

aiding individuals with VI, mitigating the impact of disability on their daily activities. 

TAM2 was developed to improve the terrain awareness for PVI. It was designed for adult 

individuals with vision impairment at levels B1 and B2. It covers outdoor mobility in 

terms of the challenges associated with four types of terrain found in the pedestrian zone. 

The investigated terrain types include potholes, drains, and ascending and descending 

stairs.  

The recruitment of participants for the data gathering phase was carried out in 

collaboration with the Malaysian Associations for Blind (MAB) in KL and Ipoh. The 

participants who evaluated the prototype belong to the MAB-KL. The sample size is 

considered small compared to other studies involving participants without disabilities, 

where this size is sufficient for people with disabilities. To guarantee the safety of the 

participants, the observation and evaluation sessions were conducted in controlled areas 

with low traffic and pedestrians. 

1.6 Research Contributions 

This study contributes to the knowledge of the following aspects, 

 

The first contribution is the Terrain Awareness Mobility Model (TAM2). This computer-

based model improves the terrain awareness of PVI. It explains individuals’ navigation 

behaviors when particular types of terrain are present and before the individual 

physically contacts it. The TAM2 clarifies the process of interaction with that terrain and 

tackling it. Finally, TAM2 portrays individuals learning from that experience and 

improving the cognitive map of that environment. Details in Chapter 5.  

The second contribution is a complication of PVI mobility behaviors and requirements. 

This list is based on the findings of the studies conducted with experts and participants 

from the PVI community. Government organizations and researchers can utilize these 

requirements to conduct further research aimed at improving mobility for PVI. Details 

in Chapter 4.  
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The third contribution of this study is the Terrain Detection Model (TDM). This model 

deployed deep learning techniques using the YOLOv4 algorithm. TDM trained the 

image dataset for the four investigated types of terrain, which involved potholes, drains, 

ascending stairs, and descending stairs. The model’s detection accuracy, as measured by 

mean average precision (mAP), is 99.11, and the inference time ranges from 160 to 250 

milliseconds. Details in Chapter 6.  

The fourth contribution is the Terrain Detection App (TDA). Even though this App is 

adapted from an existing Android detection App available on GitHub (Shakeel, 2020), 

significant modifications were implemented to enhance its functionality. The study 

integrated the TDM into the Android App. Then, to achieve the study objective, new 
functions were programmed from scratch. For instance, the distance calculation, 

preparing feedback and conveying feedback functions. The app can be utilized by PVI 

to improve their terrain awareness. Details in Chapter 6.   

The fifth contribution of this research is the terrain images dataset, which comprises 
3,189 images. The dataset includes 796 pothole images, 787 drain images, 803 ascending 

stairs, and 803 descending stairs. This dataset was collected from two sources, including 

1,780 images from open-source websites like Google and Bing. In contrast, 1,409 images 

were self-captured from seven different locations in the UPM campus and its 

surrounding areas. Details in Chapter 6.  

The sixth contribution of this research is the empirical evaluation of the effectiveness of 

the proposed terrain awareness mobility model in improving mobility performance and 

facilitating cognitive map formation. The evaluation results are also presented. The 

evaluation process applied in this study, based on the mobility behavioral activities 

related to mobility performance, is a novel contribution to the existing knowledge. 

Details in Chapter 7. 

The seventh contribution to this study involves a map drawing technique using a 

magnetic whiteboard and magnetic figures representing landmarks. Although magnetic 

figures and whiteboards have been utilized previously, they used animal shapes to 

indicate animal sounds that direct individuals to a particular location. In contrast, the 

figures we used in this study represent real environmental landmarks with representative 

shapes and sizes. Therefore, the experts from the National Council for the Blind, 

Malaysia (NCBM) and MAB have recommended using this map drawing technique to 

teach blind children about spatial information. Details in Chapter 7.  

The last contribution to this study is the questionnaire aimed at assessing the 

effectiveness of the TDA. This questionnaire underwent validation through seven 

experts with relevant knowledge in the HCI field and working experience with PVI. The 

questionnaire achieved an acceptable context validity index and demonstrated adequate 
internal reliability. The questionnaire results provided evidence supporting the 

effectiveness of TAM2 in improving the terrain awareness of PVI. Details in Chapter 7.  © C
OPYRIG

HT U
PM



 

9 

1.7 Thesis Organization 

This thesis comprises eight chapters. 

 

Chapter 2 Literature Review. The chapter begins by outlining the background of people 

with vision impairment and outdoor mobility for PVI. It then proceeds to identify the 

concepts of spatial learning and terrain awareness. The chapter delves into the literature 

on mobility models for PVI and reviews the latest research developments in this domain.  

Chapter 3 Methodology. The chapter outlines the research methodology we applied in 

this study. It describes the mixed-method design employed, including the qualitative 

method conducted to gather data and the quantitative techniques utilized to evaluate the 

proposed solution. The chapter explains the various research phases, starting from the 

literature review, studies with experts and participants with VI, the terrain awareness 

mobility model (TAM2) development, prototyping, and the evaluation phase.   

Chapter 4 Experts and People with Vision Impairment Studies. This chapter discusses 

the instruments, analysis, and results of the data collection studies conducted with 

experts and PVI. The chapter elaborates on the employment of the instruments, which 

facilitated the collection of data on the outdoor mobility challenges facing PVI, 

particularly regarding terrain awareness. In addition to the target group’s requirements 

and expectations to overcome these challenges.  

Chapter 5 Terrain Awareness Mobility Model (TAM2). This chapter introduces the 

proposed TAM2 model as the primary contribution of this study. The chapter explains 
the three components of TAM2: the User Model, the Terrain Detection Model (TDM), 

and the Learning Model. This chapter elaborated on each of these components and their 

corresponding sub-components.  

Chapter 6 TAM2 Prototyping. This chapter details the implementation process of TAM2. 
The implementation is divided into three main phases. Firstly, it involves developing the 

TDM by employing deep learning techniques using a convolutional neural network via 

the YOLOv4 algorithm. Secondly, it involves the development of an Android Terrain 

Detection App (TDA). Finally, the TDM was combined with the TDA, tested, and 

debugged the system.  

Chapter 7 Results and Discussion. This chapter highlights the evaluation experiment of 

the TAM2 effectiveness through the prototype app. The chapter describes the 

participants, sites, and experiment procedure involved in the evaluation process. The 

chapter then presents the quantitative results of the study, which demonstrate the 

effectiveness of TAM2 in improving the terrain awareness of PVI. The results revealed 

the improvement in mobility performance and cognitive map formation, in addition to 

the effectiveness and usability of the TDA. © C
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Chapter 8 Conclusion and Future Works. This chapter marks the close of this research 

study. The chapter revisits the research objectives and outlines the research limitations. 

The chapter also provides recommendations for future works based on the findings and 

limitations.    
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