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In the rapidly evolving field of healthcare, Artificial Intelligence (AI) is increasingly driving the 
promotion of the transformation of traditional healthcare and improving medical diagnostic decisions. 
The overall goal is to uncover emerging trends and potential future paths of AI in healthcare by 
applying text mining to collect scientific papers and patent information. This study, using advanced 
text mining and multiple deep learning algorithms, utilized the Web of Science for scientific papers 
(1587) and the Derwent innovations index for patents (1314) from 2018 to 2022 to study future trends 
of emerging AI in healthcare. A novel self-supervised text mining approach, leveraging bidirectional 
encoder representations from transformers (BERT), is introduced to explore AI trends in healthcare. 
The findings point out the market trends of the Internet of Things, data security and image processing. 
This study not only reveals current research hotspots and technological trends in AI for healthcare but 
also proposes an advanced research method. Moreover, by analysing patent data, this study provides 
an empirical basis for exploring the commercialisation of AI technology, indicating the potential 
transformation directions for future healthcare services. Early technology trend analysis relied heavily 
on expert judgment. This study is the first to introduce a deep learning self-supervised model to 
the field of AI in healthcare, effectively improving the accuracy and efficiency of the analysis. These 
findings provide valuable guidance for researchers, policymakers and industry professionals, enabling 
more informed decisions.
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With the rapid development of digital technology and the internet, information technology with Artificial 
Intelligence (AI) has become a key force driving reform, innovation and sustainable development across various 
industries in developing economies. Since John McCarthy first proposed the concept of AI in 1956, the field 
has undergone significant evolution1. Initially limited to pattern recognition applications, AI has developed 
into multiple subfields, such as machine learning, computer vision, and natural language processing (NLP), 
continuously broadening its application scope. Through the integration and optimisation of these technologies, 
traditional industries can be revived through technological innovation and development, thereby promoting 
sustainable economic growth and improving social welfare2. Taking healthcare as an example, AI has been 
used to assist medical decision-making as early as the 1980s to improve medical efficiency and social benefits3. 
With the advancement of technology, especially the development of computing power and big data, AI has 
been widely applied in many fields such as document management, medical imaging, genomics and drug 
research development, greatly improving the quality of diagnosis and treatment. These illustrate the significant 
potential of AI in healthcare, especially in improving diagnostic accuracy, optimising treatment plans, and 
enhancing patient management. However, the rapid iteration and updating of current technology presents a 
series of challenges, and the stages and trends of the technology life cycle have not yet been clearly defined4. 
Meanwhile, the specific trends and impacts of how AI will shape the healthcare market remain unclear2. 
The rapid technological iteration creates decision-making complexity, especially as the challenges facing the 
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public health system become increasingly apparent. These challenges, including uneven resource distribution, 
inadequate emergency response mechanisms, and insufficient public health infrastructure urgently require 
in-depth research and effective solutions utilizing advanced technologies such as AI. Furthermore, addressing 
the sustainable development issues and filling gaps in current healthcare market research require skilfully 
identifying technology opportunities in the market and investigating the development and innovation trends of 
AI in healthcare through technology life cycle analysis.

This research aims to identify the core themes, technology evolution and commercialisation process of AI in 
the healthcare industry; analyse and explore the strategic innovation and market dynamics of AI in healthcare; 
and reveal its development trends and market prospects. The research explores the following questions: What are 
the development trends of AI technology innovation in the healthcare field? Which subfields of AI will become 
short-term market investment hot spots?

This study employs text mining techniques to analyse key scientific papers and patents on AI in healthcare, 
particularly by utilising BERT to explore emerging trends and their potential market opportunities. In addition 
to filling the gaps in existing research, it also attempts to provide decision-making support for policymakers and 
industry practitioners to promote healthy development and application of AI in healthcare.

Literature review
In recent years, research on information technology trends and emerging technologies has attracted widespread 
attention in the healthcare industry, with a significant increase in the number of documents, patents and related 
investments. Electric healthcare, mobile healthcare and telemedicine in the field of healthcare are closely related 
to digital technologies, such as AI, Internet of Things (IoT), information and communication technology 
(ICT) and many more5. These technologies are used to improve industry efficiency, productivity and quality to 
provide higher quality of care. AI, as the most representative emerging information technology, uses algorithms 
to perform intelligent tasks6. To some extent, AI can significantly reduce human workload and improve the 
efficiency of processing complex tasks. According to the systematic review in Fig. 1, the main theoretical models 
used in the relevant AI literature are as follows7. Many scholars apply methods and theories from the health field 
to study the social process of technology, including adoption, diffusion and institutionalisation. For example, the 
technology acceptance model (TAM), theory of planned behaviour (TPB), and Unified Theory of Acceptance 
and Use of Technology (UTAUT) provide a solid theoretical foundation for understanding and predicting the 
adoption of AI in healthcare8–10. Firstly, these theoretical models emphasise the influence of expected utility, 
ease of use, social influence, and convenience on technology adoption intentions. Secondly, methods such as 
the Super-SBM-logit model (applied at the economic level) and the technology–organisation–environment 
framework (TOE) (applied at the organisational level) have also been supported by empirical research in 
healthcare7. These studies not only analyse the economic benefits of technology adoption, but also consider the 
impact of organisational culture and the external environment on technology adoption. However, most current 
research focuses on the adoption of AI technology and specific AI applications, such as diagnostic assistance 
systems, with less emphasis on the development trends and potential market opportunities of AI in healthcare. 
The possible future development directions and technology life cycle are still unclear.

Effectively capturing potential technology opportunities in the market and using the technology life cycle to 
explore the emerging AI technology trends in healthcare are key to addressing the main points and gaps in current 
healthcare market research. Some scholars have reviewed the scientific literature on information technology to 
understand the evolution of digital technology development in healthcare research11–13. To be more specific, 
with the sudden increase in data samples in the healthcare industry and the emergence of text information such 
as medical record reports, medical papers, and patient feedback, traditional analysis methods to handle this 
type of data. With the development of text mining technology, some studies have gradually begun to use this 
method struggle to analyse text data and technology development trends, but the number of studies remains 
limited14. Text mining usually refers to the process of extracting useful information from large amounts of data 
using NLP methods15. For example, identifying cutting-edge technologies in specific fields through text mining 
and algorithmic clustering can support the development of technology roadmaps and life cycles14. Additionally, 
some studies have identified topics with positive sentiments by analysing comments about information 
technology posted by medical professionals in online forums. These topics were then used to identify and clarify 
the role of information technology in improving image diagnostic accuracy and enhancing the potential of 

Fig. 1.  theories for research on AI adoption7.
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personalised medicine potential16. Text mining can reveal patterns, trends and potential correlations within 
text data in healthcare. In order to better understand technological development trends, technology forecasting 
has emerged and evolved, reflecting new or rising technological changes through predictions of characteristics, 
intensity and timing, while seeking to discover and integrate the underlying principles of technology17. Some 
scholars believe that technology forecasting may affect the possibility and performance of business development 
and have proposed a patent-based topic modelling method based on technology life cycle theory18. Therefore, 
after gaining a better understanding of the emergence of these technologies, predicting their future development 
trends to meet the needs of technological development, health industry development and market investment is 
an area requiring further research in the academic community.

At this stage, mainstream academic research focuses on technology research and development and industrial 
integration, with limited research on technology forecasting in healthcare19–22. With the continuous advancement 
of text mining technology and the improvement in the accuracy of algorithms and deep learning models, these 
research method innovations have effectively addressed current academic research needs15,23. It encompasses a 
range of techniques and methods, including information retrieval, text classification, text clustering, sentiment 
analysis, concept extraction and so on24–26. Traditional methods for technological identification and forecasting 
primarily depend on expert annotations, a process not only time-consuming but also vulnerable to personal 
biases15,26–28. Manually extracting unstructured information is time-consuming, resource-intensive and relies on 
the interpretation of domain experts29. As technology becomes more complex and the high volume of structured 
and unstructured data increases, it becomes increasingly difficult to analyse the value of patents based solely 
on expert knowledge18. For example, structural topic modelling has been used to analyse unsupervised models 
and conduct forecasting with a focus on the spread and adoption of AI30. Although it focuses on adoption, its 
novelty and innovation in text mining technology and machine learning methods are noteworthy and warrant 
further study14,16,26. Consequently, these text mining methods could be used to analyse text data of technological 
development and predict future trends, which deserves further study.

In order to address the limitation of traditional analysis methods that are too subjective, deep learning 
models have gradually become a potential analysis method for technology prediction27,28,31–34. BERT, as a newly 
introduced model in the field of NLP, can reveal complex patterns hidden in text data based on the transformer 
model, which greatly improves the accuracy of information extraction and text analysis4,35,36. Papers, patents, 
research reports and other forms of text data have become key resources for obtaining information on the latest 
scientific technological progress and market trends. They can be considered important indicators for identifying 
technological paths and market trends. The research gap addressed by this study lies in the limited exploration of 
technology forecasting within the healthcare sector, particularly using advanced text mining techniques and deep 
learning models. While mainstream academic research has focused on technology research and development, as 
well as industrial integration, there is a lack of comprehensive studies that apply modern data analysis methods 
to predict future trends in healthcare technologies. Additionally, existing models often rely on a single source of 
textual data, such as scientific papers or patents, which limits the scope and depth of insights. This study aims to 
fill this gap by integrating academic literature and patent information, leveraging advanced models to enhance 
the accuracy and objectivity of technology forecasting and offering a more holistic approach to forecasting 
technological developments in healthcare. Hence, this study focuses on and combines two different type of text 
data: academic literature and patent information, based on pre-trained deep leaning models.

Methods
Text mining
Text mining, which involves extracting useful information and knowledge from large volumes of textual data, 
employs NLP and machine learning tools and techniques for information retrieval to process and analyse 
unstructured text15,26,28. The principal purpose of text mining is to capture and analyse all possible meanings 
embedded in the text15,26,28. This approach can uncover hidden patterns and trends in a variety of unstructured 
data sources, including academic literature, patents, news articles, social media posts, Twitter feeds and video 
transcripts. By employing text mining on scientific papers and patents to identify early indicators of technology 
trends, promising technologies within specific domains can be identified, supporting technology road 
mapping and life cycle analysis14,23. Traditional topic models such as Latent Dirichlet Allocation (LDA) may 
generate imprecise or scattered topics due to the subjective judgment of researchers when dealing with highly 
heterogeneous data sets18,37.

The bag-of-words model
Under the topic of AI and healthcare, quantitative methods for text data play a vital role in enhancing the explanatory 
and predictive power of models. By converting text into quantitative indicators, high-quality information can be 
extracted as new features or variables to explore and solve problems that were previously impossible to quantify 
and analyse in more depth. In each document, unique words are treated as individual features, and these word 
occurrences can be used for documents comparison, measuring similarities of documents, topic modelling and 
text mining38. If there are K  unique words that are not repeated in M  documents, an M ∗ K  matrix is formed38. 
And the specific calculation equation is

	
fi,j =

∑mi,j

k
mk,j

The bag-of-words model, while successful in information retrieval tasks, has notable limitations39. It fails to 
capture context or word order, treats words as independent entities ignoring their combined associations, and 
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can struggle with overly complex models due to an excessive number of features, which may dilute important 
terms and complicate computations39.

Bidirectional encoder representations from transformers (BERT)
To address the limitations of traditional, overly subjective analysis methods, deep learning models have gradually 
become a potential analysis method for technology forecasting27,28,31–33. In 2018, BERT was first introduced by 
Google researchers as a new language representation model35. It is the first transformer model to truly take 
advantage of bidirectional training. This enables the model to better understand the language context. The core 
innovation of BERT is its use of a large-scale corpus for pre-training, followed by fine-tuning for specific tasks 
to improve performance across various NLP applications. Unlike traditional topic modelling techniques, such as 
LDA, which assumes a fixed distribution of topics across the documents, BERT’s deep learning-based approach 
allows for a more nuanced understanding of the text by leveraging its bidirectional attention mechanism. This 
helps capture intricate dependencies between words in a sentence and across documents. Additionally, compared 
to t-SNE or PCA, which are primarily used for dimensionality reduction and visualization, BERT excels in 
extracting meaningful representations from large datasets without requiring explicit topic hypothesis40,41. The 
pre-training process of BERT includes the learning tasks of masked language model (MLM) and next sentence 
prediction (NSP)33,36. During the training process, MLM randomly masks certain words in the input sentence and 
replaces the original words with special mask labels29. Each time a sequence is sampled, MLM randomly masks 
a certain proportion of words and lets the model predict each masked word-piece label independently25,29,29,35. 
Essentially, a deep learning task is formulated from a large unlabelled corpus of images and the convolutional 
neural network predicts a masked area of the image for most pretext tasks or predicts the correct angle by 
which the image is rotated42. NSP is a supervised learning task that takes a pair of sentences as input29. BERT 
predicts whether the given two sentences are coherent. This task is achieved by labelling the input sentence 
pairs (yes or no). The model then learns the relationships between sentences29. Supervised learning involves a 
training process where both the observed data and its corresponding ground truth labels (sometimes referred to 
as “targets”) are essential for training the model43. For instance, in breast X-ray examinations, cancerous areas 
are precisely outlined (as labels), enabling the algorithm to “learn” the characteristics of malignant tumours 
from these annotated markers6,31. In contrast, BERT may learn and complete pre-training through unsupervised 
learning, where the training data does not have diagnostic or normal/abnormal labels43.

BERT, as a newly introduced model in the field of NLP, can reveal complex patterns hidden in text data based 
on the transformer model, which greatly improves the accuracy of information extraction and text analysis4,35,36. 
Papers, patents, research reports and other forms of text data have become key resources for obtaining the 
latest scientific and technological progress and market trends. It can be considered an important indicator for 
identifying technological paths and market trends. Due to the complexity and rapid development of technology, 
analysing only the technology opportunities identified from a single data source may be one-sided. This research 
aims to use the Colab tool to perform BERT analysis to identify the gap between patents and academic papers, 
thereby predicting changes in technology development trends.

Data collection and data analysis
To ensure a rigorous and transparent data collection process, this research adheres to PRISMA guidelines, 
systematically selecting the Web of Science (WOS) for scientific literature and the Derwent Innovations Index 
(DII) for patent data. WOS was chosen as the source of scientific papers related to AI diagnosis because it 
includes top interdisciplinary journals and conference papers, and the peer-reviewed, high-quality research 
content ensures the authority of the research14. This is very valuable for tracking the research dynamics of AI in 
the field of healthcare diagnosis and identifying key research. At the same time, DII is selected as the source of 
patent data mainly owing to its detailed global patent information, including invention descriptions, legal status 
and patent citations44. In WOS, this research conducted a comprehensive search using keywords such as “artificial 
intelligence diagnosis” and “healthcare”, screening out 1587 papers. In DII, a patent search was conducted 
through the combination of keywords “artificial intelligence diagnosis”, “AI diagnosis”, “artificial intelligence”, 
“diagnosis” and “healthcare”, yielding 1314 qualifying patents. These data collection activities concluded on June 
16, 2023. According to the data collected by WOS and DII document libraries, the unstructured datasets of AI 
in diagnosis are relatively concentrated from 2018 to 2022. Specifically, there was little relevant text data before 
2018, and there was an 18-month intellectual property protection period for the data. Following PRISMA, this 
study conducted a structured screening process: identification, duplicate removal, full-text review, and final 
inclusion. To enhance dataset construction, we applied the BERT model to integrate literature and patent data, 
ensuring a systematic, reproducible, and comprehensive analysis of AI’s role in healthcare diagnostics.

After data collection is complete, further data preprocessing is usually performed to improve data quality and 
validity. This preprocessing process covers key steps such as data cleaning, standardisation, entity recognition 
and word segmentation. Subsequently, BERT is trained on the data to further analyse AI in healthcare. This 
begins with model parameter tuning, which involves setting the appropriate learning rate, batch size and number 
of training epochs to optimise training results. Using the pandas package, the code preprocesses a DataFrame by 
extracting and formatting dates, cleaning splitting text columns (‘TI’, ‘AB’, ‘PI’) and removing rows with missing 
or duplicate values. It then filters the data by a specified date range, retains relevant columns, and outputs the 
cleaned DataFrame. Selecting an appropriate validation set is crucial, as it helps monitor model training progress 
and prevent overfitting. The next step involves model optimisation. The back propagation algorithm is used 
to continuously adjust the model weights to ensure that the model can effectively process medical text data. 
Finally, the model is pre-trained on a large-scale corpus to learn the basic characteristics of language, and then 
fine-tuned for specific medical tasks to improve task performance and accuracy. In this research, a pre-trained 
BERT model is used and fine-tuned using the MLM and NSP training tasks. Hyperparameters such as learning 
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rate, batch size, and the number of training epochs are adjusted during fine-tuning. The code uses UMAP for 
dimensionality reduction, setting parameters such as n_neighbors, n_components, min_dist and metric. The 
code implements the K-Means clustering algorithm to group the text embeddings into 50 clusters.

In the current case analysis, this research applies BERTopic to deeply explore the latest trends of AI in 
the field of healthcare. The flow chart is as follows. This process takes the embedding of the document as the 
starting point and uses BERT, a bidirectional encoder representation technology, to convert the text into a dense 
vector form45. Using BERT or similar techniques, text data is encoded into vectors containing rich semantic 
information. This transformation not only captures the complex connections between words but also preserves 
their meaning in specific contexts. BERTopic uses Sentence Transformers to perform this step, and the specific 
operation steps will be implemented through Colab’s code, as shown in Fig. 245.

Document embedding converts text into vectors for machine learning models45–47. This study then applies 
the uniform manifold approximation and projection (UMAP) algorithm to reduce vector dimensionality, while 
preserving the original data structure48. UMAP was chosen over other dimensionality reduction techniques (such 
as PCA and t-SNE) mainly because UMAP is better at preserving local and global structures when dealing with 
high-dimensional data, especially for complex relationships in text data45,48–51. UMAP efficiently compresses 
high-dimensional data into lower dimensions by constructing a weighted graph, maintaining local and global 
structures 45,48–51. This reduction step enhances computational efficiency and simplifies data visualisation for 
clustering algorithms.

	
w (xi, xj) = exp

(
−max (0, d (xi, xj) − pi)

σi

)
,
 

where w (xi, xj) is the weight of the edge between points xi and xj , indicating the similarity between 
them; d (xi, xj) represents the distance between points xi and xj ; pi is the local scale parameter of point xi

, usually representing the distance between the kth nearest neighbour and point xi, to ensure that each point 
is connected to at least one other point; σi is a length scale parameter used to adjust the influence of distance; 
max (0, d (xi, xj) − pi) is usually used to ensure that only part of the distance beyond the local scale pi is 
calculated, thereby limiting the influence of farther points on the weight50.

After dimensionality reduction, the hierarchical density-based spatial clustering of applications with noise 
(HDBSCAN) algorithm is employed for clustering, identifying natural clusters and handling noisy data without 
presetting the number of clusters52. HDBSCAN calculates the core distance to the kth nearest neighbour and 
uses mutual reachable distance to differentiate dense and sparse regions, improving the accuracy of clustering53. 
While HDBSCAN identified approximately 10% of the data points as outliers, based on expert judgment, this 
research determined that in the context of our research dataset, patent data should not be considered outliers. 
Given this, K-means is a more suitable algorithm for this research. It was used to identify the critical research 
domains and future research directions54. The next step involves creating topic representations using class-based 
term frequency–inverse document frequency (C-TF–IDF). It identifies keywords for each cluster by calculating 
their term frequency and inverse document frequency, enhancing topic clarity46. Maximum marginal relevance 

Fig. 2.  The research process of study29.
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is then applied to refine keywords, balancing relevance and novelty for better topic distinction46. The equations 
are as follows.

corex
k = dx, Nkx53.

dmreach−ka, b = maxcoreka, corekb, da, b.53.
Wt,d = tft,d · log

(
N
dft

)
29.

It is calculated by dividing the number of documents in the corpus N  by the total number of documents 
containing t, and then taking the logarithm; where Wt,d refers to the weight of term t in document d; tft,d 
is the term frequency of term t in document d, that is, the number of times term t appears in document d; N  
is the total number of documents in the document collection; dft is the number of documents containing the 
term t, that is, the number of documents in which term t appears; log

(
N
dft

)
 is the calculation method of inverse 

document frequency, and the higher the value, the less common term t is in the entire document collection, 
and therefore the more important it is within a particular document46. This step not only identifies the core 
concepts of each topic but also provides an intuitive vocabulary list for understanding the uniqueness of each 
cluster. Words in a topic may be like each other and may be redundant for the explanation of the topic. In theory, 
this problem can be solved by applying the maximum marginal relevance to the first n words in topic46. This 
algorithm selects the most representative key words by balancing their relevance and novelty.

Results
This study uses text analysis based on the BERT model, which effectively overcomes the subjective judgment 
bias that may exist in traditional expert evaluation. Utilizing this model, information and patterns can be 
automatically extracted from large amounts of text data. In addition, BERT is highly competent at processing the 
deep semantic relationships of natural language and accurately understanding complex contexts and metaphors, 
which cannot be achieved by keyword frequency analysis alone55. Research results show that in health care, 
academic papers related to AI diagnosis can be traced back to 2001, while related patents began in 2003.

Word cloud
As shown in Fig. 3, the word cloud results of papers related to AI diagnosis in healthcare highlights several 
prominent themes, including “patient”, “clinical”, “healthcare”, “diagnosis”, “model”, “algorithm”, “data” and 
“artificial intelligence”. In particular, the prominence of the words “patient” and “clinical” indicates that the focus 
of the research is likely to be on issues about patients in clinical settings. In addition, the prominence of the word 
“clinical” also implies that AI technology has moved from theoretical research to clinical application and has had 
an impact on actual medical practice, especially in disease diagnosis.

According to the word cloud diagram of the Fig. 4 patent, the most prominent words are “patient”, “data”, 
“medical” and “information”, which indicate that patient data and medical information are the most frequently 

Fig. 4.  Word cloud results for patent.

 

Fig. 3.  Word cloud results for paper.
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discussed topics in the healthcare field. The words closely related to “diagnosis” and “treatment” indicate 
that data processing and information management during diagnosis and treatment are the focus of current 
research. For example, “artificial intelligence”, “algorithm”, and “sensor” appear in the word cloud, implying that 
medical devices and systems are becoming more intelligent, integrating advanced algorithms and sensors to 
optimise patient monitoring and health management. This may also indicate that, with the support of big data, 
personalised medicine and predictive health care may be future market investment hot spots.

Hierarchical clustering
Hierarchical clustering calculates the similarities between topics identified by the BERT model and builds these 
topics into a tree structure to reveal their hierarchical relationships and subtle connections56. As illustrated in 
Fig. 4, the paper shows the correlation and clustering of research topics in AI-related academic literature in the 
field of healthcare. Each branch of the dendrogram represents a different research topic, and the length of the 
branches and the connections between them reflect the similarities and differences between these topics. In this 
diagram, closely connected branches indicate that two topics have a high degree of correlation or similarity in 
keywords or research content.

According to Fig.  5, the most significant clustering occurs around specific medical subfields, such as 
COVID-19 research, cancer classification, cardiology, neurology, and the application of AI in healthcare. For 
example, topics like “coronavirus”, “pandemic”, and “COVID19” form a red cluster, showing that these topics 
are strongly related to each other. Similarly, cancer classification, cardiology, and neurodegenerative diseases are 
clustered together, revealing the trend of actively applying AI methods to the diagnosis and research of different 
disease types. For example, there might be a branch that closely connects a topic related to heart disease (such as 
“cardiology_cardiac_cardiologist”) to other cardiovascular disease topics, showcasing these research areas share 
similar methods or data types when using AI technology. Furthermore, this hierarchical clustering can reveal 
large-scale trends in medical AI research. If the topics of “deep learning”, “classification” and “image processing” 
are very closely related, it indicates that in the field of image processing, deep learning and classification 
algorithms are being actively researched and applied to the analysis of medical imagery.

The hierarchical clustering of patents reveals the relationship between patent topics related to AI in 
healthcare. The clusters reflect the key areas of current medical technology, including the continuous integration 
of cloud computing, big data, telemedicine, sensor monitoring, medical imaging, etc. The short horizontal lines 
at the top of the dendrogram represent highly similar topics that are grouped to form a cluster. In contrast, long 
horizontal lines indicate larger differences between subjects. For example, some closely related medical data 
processing topics may be clustered together, showing that they have commonalities in methods, types of data 
used, or research purposes. Topics that are relatively scattered in the figure, such as “quantum_gc_computing” 
and “biometric_sensor_monitoring”, may point to more unique or specific research areas. The diversity of 
some clustering themes can also be observed in Fig. 6. For instance, green branch topics surrounding “cloud_
computing_encryption,” “dataset_database_processing,” and “blockchain_database_computing” may represent 
research in cloud computing, data processing and blockchain technologies that are becoming increasingly 
important in medical data security and management. Furthermore, the red branches focus on topics such 
as “telemedicine”, “medical monitoring services” and “diagnostic data”, which may reflect research trends in 
telemedicine services and diagnostic technologies that are becoming increasingly critical in modern healthcare. 
The purple, yellow and cyan clusters involve sensor technology, vital sign monitoring and respirators, showing 
the growing application of sensors and biomarkers in medical diagnosis and monitoring. The grey clusters focus 

Fig. 5.  Hierarchical clustering results for paper.
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on image processing and biomedicine, indicating that AI research in medical image analysis and radiology is 
developing rapidly. These clusters reveal not only the widespread application of cloud computing, big data, 
telemedicine, sensor monitoring and medical image analysis in the medical field, but also the growth of data 
processing and cloud computing, the rise of telemedicine and monitoring technology, the widespread application 
of sensor technology and the rapid development of AI applications in medical imaging. These trends are driving 
the realization of smarter, more efficient medical services and personalized medicine.

Evolution path analysis
By comparing the trends and life cycles of AI in the healthcare field in scientific papers and patents, this study can 
observe the development trajectories of different topics and their corresponding market and scientific research 
dynamics. The topic trends in scientific papers are relatively stable and continuously rising, which reveals the 
continuity and depth of scientific research. The trends in patent charts are more volatile, which is closely related 
to the commercialisation process of technology development and the life cycle of patents. According to Fig. 7, 
topics such as diabetic eye disease and cardiac imaging AI show a continued growth trend in scientific papers, 
reflecting the academic community’s long-term and in-depth research in these fields. Meanwhile, pandemic 
topics spike during specific periods, such as the COVID-19 pandemic, illustrating the concentrated surge 
in emergency response research. In terms of patent trends as shown in Fig. 8, topics such as wearable health 
monitoring and medical imaging devices show fluctuating growth, which may be the result of the interaction 
of technological advancements and market demand. Fluctuations in topics such as AI data processing, patient 
medical databases and electronic health monitoring within a given year reflect the cyclical nature of the patent 
filing and approval process. In addition, diagnostic radiology shows strong growth in both fields, indicating that 
its AI applications have received widespread attention and investment from scientific research and industry. 
Finally, the growth in patents for telemedicine application development suggests that technology companies 
may be actively developing new telemedicine technologies, driven in part by the increased demand for remote 
services driven by the COVID-19 pandemic.

Discussion
This study expands the application of AI in healthcare technology life cycle theory and proposes a hybrid 
research framework using both papers and patents. From a theoretical perspective, this study clarifies the 
relationship and difference between paper and patent in AI in healthcare, and provides significant direction and 
guidance for subsequent theoretical research. Word cloud analysis intuitively reveals that scientific literature 
and patent documents have different focuses and trends regarding the rise of AI in healthcare. The word cloud 
of scientific papers indicates that research papers focus mainly on the development of AI theory, modelling of 
clinical applications, algorithm design and predictive applications in diagnosis. In the patent word cloud, words 
such as “patient”, “device”, “data”, “medical” and “information” are highlighted, suggesting that patent documents 
focus more on the practical application of artificial intelligence technology, such as medical equipment, data 
processing and medical information systems. The word cloud used in patent documents highlights the specific 
implementation of the technology, the solution applied to patients, and the management of medical data. 
Compared to the theoretical and predictive research of scientific papers, patents focus more on the innovation, 
practicality and commercialisation potential of the product.

In the hierarchical clustering results, the relationships and clustering patterns between the respective 
research topics can be observed. Hierarchical clustering of patents may place more emphasis on technological 

Fig. 6.  Hierarchical clustering results for patent.
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implementation and application innovation. For example, the technology topics that come together may involve 
the IoT, data encryption, medical devices, etc. Within these clusters, we can find trends that focus on technical 
details, product development and application deployment. In comparison, the clustering of academic papers 
may be more focused on exploring new theoretical concepts, developing advanced algorithms and evaluating the 
potential of AI technology in medical diagnosis. Clusters in papers may include research in various biomedical 
fields, such as biomarker discovery, genetic analysis of disease and evaluation of novel diagnostic tools. Therefore, 
the clustering of patents will revolve around technologies and products that can be commercialised, while the 
clustering of academic papers may include broader research areas aimed at promoting the understanding and 
development of knowledge within the scientific community.

Analysing the trends and technology life cycle of BERT results reveal a steady increase in the frequency of 
topics such as diabetes, cardiac monitoring, and clinical data analysis in scientific papers. Research response rates 
of research are also relatively rapid during global health crises and other situations requiring urgent research. 
Patent literature analysis shows that growing market demand has driven innovation in technologies such as 
health care data analysis and telemedicine application development. Patent trends are more volatile, reflecting 
the cyclical changes in technology commercialisation. Technologies such as wearable health monitoring, the IoT 
and medical imaging equipment show fluctuating growth, indicating the interaction between market demand 
and technological progress.

The transformation of healthcare from traditional methods to new approaches based on data and AI, while 
offering numerous improvements and conveniences, also presents potential problems and risks, particularly 
regarding data security. Challenges around sexuality and privacy are particularly acute. Firstly, as healthcare 
systems increasingly rely on electronic data recording and storage, sensitive data ranging from patients’ 
personal health information to treatment histories are stored on digital platforms. Access to this information 
by unauthorized third parties may result in serious privacy breaches and other security risks. Secondly, privacy 
issues are also extremely challenging. In the use of new medical technologies, especially those involving big data 

Fig. 7.  Trend analysis (topic over time) for paper.
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and AI, ensuring that patients’ privacy rights are not violated is a key concern. Apart from these, legal and policy 
frameworks are needed to regulate the application of these technologies and protect patient privacy and data 
security. Data security and AI ethics issues are currently vital topics and potential challenges.

Conclusions
This research uses BERT-based text analysis methods to explore future trends in emerging AI applications within 
healthcare, drawing on both scientific papers and patents. The research shows that, in the past few years, AI’s 
application in healthcare has made significant leaps, gradually expanding from focused theoretical research to 
practical clinical applications, and demonstrating continued growth in patent activity.

By analysing keyword word cloud, hierarchical clustering, topic clustering and evolution analysis of academic 
papers and patents, this study gained insights into the evolution path of AI technology in the healthcare industry 
and its potential impact on future healthcare practice. In addition, word cloud analysis reveals the research 
focus of AI applications in the medical field and their interconnections and clustering patterns. In particular, the 
frequent occurrence of keywords, such as “AI” and “clinical” in scientific papers points to the focus of research 
on applying AI technologies to clinical settings to improve the quality of medical services. In patent documents, 
the frequent occurrence of words such as “data” and “patient” suggests a focus on innovations in technology 
implementation and data processing. Through trend analysis of different time series, the dynamic changes and 
technology evolution path of AI in healthcare are derived. From rapidly rising research interest to a sign of 
technological maturity, the development of medical AI technology has shown obvious cyclicality and reactivity. 
Especially during global health events such as the COVID-19 pandemic, research and technology development 
activities increased significantly. From cardiology to diabetic eye disease, from telemedicine to intelligent 
diagnostic systems, medical AI technology is gradually becoming a core force in promoting the modernisation 
of healthcare. In the process of transforming from traditional medical methods to new medical treatments, some 

Fig. 8.  Trend analysis (topic over time) for patent.
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potential issues and risks are also being considered, such as data security and privacy that need to be addressed. 
This can be a great potential direction for future research.

Above all, the main contribution of this paper is the introduction of the BERT model in the field of AI in 
healthcare for the first time. By applying the pre-trained BERT model for text mining and deep learning, the 
topic modelling and trend analysis of AI in healthcare avoids the shortcomings of traditional models that rely 
on expert judgment, providing a more accurate and objective research method. The innovation and novelty also 
lie in the combined use of two data sources: paper and patent. Academic papers mainly focus on theoretical 
innovations and research trends, while patents are key resources for understanding the commercialisation 
and practical application of emerging technologies. Integrating these two data sources allows this study to 
simultaneously capture the conceptual progress and practical applications of AI in healthcare, identifying 
market trends, commercialisation paths, and promising innovations that have not been widely studied but are 
under active development.

Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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