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Abstract - Conducting sentiment research on the 

perception of the Indonesian people towards Shin Tae 

Yong's (STY) role as coach of the Indonesian National 

Football Team (PSSI) is crucial as it can assist PSSI in 

determining whether to extend STY's contract. Prior 

studies have demonstrated that Deep Learning achieves a 

high level of accuracy when applied to sentiment analysis 

in many domains. Nevertheless, no investigation has been 

conducted thus far utilizing deep learning techniques to 

examine emotion towards STY. This study employs 

modified Convolutional Neural Networks (CNN), 

Recurrent Neural Networks (RNN), Convolutional 

Recurrent Neural Networks (CRNN), and CRNN models 

with and without data oversampling. The research findings 

indicate that the CRNN model, when combined with data 

oversampling and a redesigned architecture, achieves the 

highest level of accuracy (1.00) and consistently performs 

well. This research provides significant contributions in 

three areas: firstly, it utilizes Deep Learning techniques for 

sentiment analysis on STY; secondly, it modifies the CRNN 

architecture; and thirdly, it applies data oversampling to 

address the issue of imbalanced data. 

Keywords: sentiment analysis, Deep Learning, overfitting, 

oversampling, imbalanced data. 

I. INTRODUCTION 

Football is one of the most widely recognized sports 

worldwide. Around 200 million people play this sport, 

with 40 million of them being women [1]. Emerging in 

the 19th century, football has grown to become a sport 

played in almost every country, including Indonesia [2]. 

Football entered Indonesia in the early 20th century 

when the Dutch colonialists introduced it, and it has since 

become increasingly popular among the locals [3]. 

Football holds an extraordinary appeal, creating its own 

culture and intertwining it with various aspects such as 

fashion, politics, and more [4]. Moreover, football boasts 

passionate fan groups who deeply love the teams they 

support [5]. 

The advancement of technology in this era, especially 

with social media connecting people worldwide, has 

significantly impacted various aspects, including 

football [6], [7]. Social media serves as a platform for 

connecting football players and teams to their supporters. 

Typically, it provides a space for supporters to give 

suggestions or criticisms to players and teams through 

tweets or comments on players' personal accounts and 

official football team accounts. One example is the 

relationship between supporters and the Indonesian 

National Football Team. Since the appointment of Shin 

Tae-Yong, often referred to as STY, as the coach of the 

Indonesian National Team on December 28, 2019, many 

supporters have expressed their views on STY through 

social media. It is because the performance of the 

Indonesian National Team, whether good or bad, will 

impact the perception of supporters and the Indonesian 

community towards STY. Since STY previously led the 

South Korean National Team to victory against the 

German National Team in the 2018 FIFA World Cup, 

many Indonesian supporters have high hopes that STY 

will improve the Indonesian National Football Team. 

The perspective of Indonesian supporters or society 

towards STY since his coaching era can be observed 

from tweets and comments on social media. Sentiment 

analysis can be used to determine the sentiment of tweets 

and comments regarding STY, where sentiment analysis 

is a Natural Language Processing (NLP) technique used 

to determine whether the emotions implied in the text are 

positive, negative, or neutral [8]. This is crucial, 

considering that supporters and society are vital for a 

football team, and if supporters do not like a coach or 

player, the football team may face consequences [9]. 

This could potentially happen to STY, regardless of his 

achievements in coaching other countries. That's why 

sentiment analysis regarding the views of Indonesian 
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supporters and society towards STY is essential, so that 

the results can be considered by the Indonesian team in 

deciding whether to retain STY as a coach or not. 

Sentiment analysis can be approached in various 

ways, one of which is using Deep Learning (DL) 

methods. DL is a sophisticated algorithm for 

understanding data. It mimics the human brain's way of 

processing data by examining it in multiple layers. Each 

layer of DL learns higher levels of data abstraction than 

the previous layer. It allows DL to understand complex 

non-linear data that traditional machine learning 

algorithms may struggle with [10]. 

In previous research using CNN for sentiment 

analysis of movie reviews and tweets, the highest 

accuracy obtained was 80.9% for movie review datasets 

and 81.1% for Twitter datasets. The advantage of this 

research is the improved accuracy of sentiment analysis, 

although it has not reached the accuracy achieved by 

other studies using more complex CNN architectures. It 

presents a gap in the research, where further 

development of more sophisticated CNN architectures is 

needed to handle larger datasets [11]. Another study 

conducted sentiment analysis on tweets and movie 

reviews using the RNN method, achieving an average 

accuracy of 80% in classifying positive and negative 

sentiments from the dataset. The advantage of this 

research is its ability to perform sentiment analysis on 

datasets using languages other than English. However, 

the study has not achieved higher accuracy, indicating 

the need for deeper datasets to improve accuracy [12]. 

Besides CNN and RNN, another method that can be 

used for sentiment analysis is the Convolutional 

Recurrent Neural Network (CRNN). In another study 

using CRNN for sentiment analysis, the highest accuracy 

obtained was 98%. This research used datasets in the 

Arabic language. The advantage of this study is that it 

achieves better results in sentiment classification tasks 

compared to other architectures. However, the limitation 

lies in the Arabic language dataset, which may have 

different structures than other languages, potentially 

affecting the CRNN model's performance when using 

datasets in different languages [13]. 

The current research will modify the CRNN 

architecture to achieve higher accuracy than previous 

studies. This research will use datasets from sentiment 

analysis of Indonesian society's views on STY, which 

have not been used in previous studies. This research will 

provide a comparison of CNN, RNN, CRNN, and 

modified CRNN for sentiment analysis of STY. This 

research is limited to using datasets in Indonesian. 

Testing with datasets in other languages has not been 

conducted and will be suggested for future research. This 

is important to test the generalization of the modified 

CRNN model across different languages and cultural 

contexts, making the results more applicable globally. 

II. METHOD 

A. Data Collection 

This research utilizes data scraping techniques to 

gather comments or tweets directed towards STY. Data 

scraping is the process of manually or automatically 

extracting data from websites. This technique aims to 

efficiently collect data without having to inspect each one 

individually, which would be time-consuming and more 

complex [14]. 

Google allows developers to access the Application 

Programming Interface (API) using Google for 

Developers. This research utilizes Google for 

Developers to obtain the API from YouTube and uses the 

Google API Client, a library in Python, to scrape data 

from YouTube. We target comments on videos where 

STY is the speaker and which have been viewed at least 

300,000 times. 

Our dataset comes from comments on three YouTube 

videos titled "STY: Sacrifice For the Indonesian 

National Team, Set High Targets in the ASIAN CUP?", 

"PDP EPS 31 - WHAT'S UP IN 2024?? COACH SHIN 

AND BANG KIM KNOW THE ANSWER!!" and 

"EXCLUSIVE INTERVIEW STY: IF THE 

NATIONAL TEAM WANTS TO BE STRONG, IT 

NEEDS A STRONG LEAGUE!!". From these three 

videos, 5209 comments were collected, the details of 

which can be seen in Table I. 

B. Data Preparation 

Data preparation is a stage in which the dataset owned 

is prepared before moving to the next stage. The 

preprocessing stage is carried out to improve accuracy 

and eliminate noise and irrelevant data [15]. 

In this study, various text normalization and cleaning 

techniques were applied to ensure that the data used in 

sentiment analysis is clean, relevant, and consistent. 

First, converting text to lowercase was done to maintain 

text data consistency and reduce processing complexity. 

Emoji removal was then performed to eliminate symbols 

irrelevant to text-based analysis. Techniques for 

reducing letter repetition and removing word repetition 

were applied to ensure that the text does not have 

excessive characters or words that could disrupt the 

analysis. Additionally, removing extra whitespace was 

performed to keep the text neat and well-structured.
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TABLE I 

THE DATA OBTAINED 

No. Published Comment Like Count 

1 2023-10-

21T13:58:15Z 

Betul dulu menit 30 ama 75 udah ga ada tenaga apalagi kl pas kalah, 

malah ancurrrrr... jujur harus diakui di era STY stamina pemain timnas 

josss 

12 

2 2023-10- 

21T15:15:34Z 

Harusnya di didik dari kecil lebih bagus, ngga harus pas masuk timnas 

baru di didik seperti sty jadi metalnya lebih bagus ngga 

sementaraðŸ™�ðŸ�» negara sepak bola yang maju dari kecil didikan 

sepakbolanya sangat kuat 

9 

5207 2023-10-

21T12:41:13Z 

melihat komposisi pemain timnas indonesia sangat menjajikan 42 

 

The technique of removing banned words was also 

applied to eliminate undesirable words, such as 

vulgarities or irrelevant abbreviations. Subsequently, a 

series of steps were taken to remove URLs, HTML tags, 

numbers, currency symbols, and punctuation marks to 

ensure the text is clean and free from non-text elements. 

Normalization using a slang dictionary was carried out 

to replace slang abbreviations with their more formal and 

standard equivalents, thereby enhancing the model's 

understanding of the text. 

These techniques were chosen because each 

contributes to different aspects of text cleaning and 

normalization, from removing irrelevant elements to 

aligning text structure. The impact on model 

performance is significant; with cleaner and more 

consistent data, the model can learn from more 

meaningful text representations, reduce noise, and avoid 

biases that may arise from disorganized data. This 

ultimately improves the accuracy and generalization of 

the model for sentiment analysis tasks. 

After the data preparation process, the dataset, which 

initially consisted of 5209 entries, was reduced to 5207 

and will be transformed as shown in Table II. 

C. Data Labelling 

After data preparation, each piece of data will be 

labeled as either a positive, negative, or neutral 

sentiment. The process of labeling data is done using 

TextBlob, which is a Python library used for NLP. 

TextBlob supports multiple languages but can be 

challenging for some languages in the data labeling 

process [16]. Since the dataset is in Indonesian, before 

labeling, the prepared data is translated into English 

using a Python library called GoogleTrans, and then 

TextBlob will label each translated data as shown in 

Table III. After each piece of translated data is labeled, 

validation is carried out to determine whether the 

labeling results are correct or incorrect. From the 

validation results, there were some data points that were 

incorrectly labeled and corrected manually. After 

labeling the dataset, it will be divided into three parts: 

80% for training data, 10% for testing data, and 10% for 

validation data [17]. 

D. Building The Model Architecture 

In previous research [18], the CRNN architecture is 

shown in Fig. 1a. The input data will be processed using 

the CNN method and then processed using the RNN 

method. For clarity, the convolutional layers form a 

neural network that can minimize errors. The output is 

then sent to the dropout layer and combined to monitor 

the number of neurons in the previous layer. The max-

pooling layer receives small blocks from the previous 

convolutional layer to achieve maximum output by 

reducing errors [19]. Furthermore, in the RNN method, 

the output from CNN will be sent and learned by LSTM. 

LSTM will remember each step of the previous actions 

and add its current state. Then, Softmax will receive the 

output value of the last model.
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TABLE II 

THE DATASET AFTER BEING PREPARED 

No. Comment Clean_text Normalization 

1 

Betul dulu menit 30 ama 75 udah 

ga ada tenaga apalagi kl pas 

kalah, malah ancurrrrr...jujur 

harus diakui di era STY stamina 

pemain timnas josss 

betul dulu menit ama udah ga 

ada tenaga apalagi kl pas kalah 

malah ancurr jujur harus diakui 

di era sty stamina pemain timnas 

joss 

betul dahulu menit sama sudah 

tidak ada tenaga apalagi kalau 

pas kalah bahkan ancurr jujur 

harus diakui di era sty stamina 

pemain timnas joss 

2 Harusnya di didik dari kecil lebih 

bagus, ngga harus pas masuk 

timnas baru di didik seperti sty 

jadi metalnya lebih bagus ngga 

sementaraðŸ™�ðŸ�» negara 

sepak bola yang maju dari kecil 

didikan sepakbolanya sangat kuat 

harusnya di didik dari kecil lebih 

bagus ngga harus pas masuk 

timnas baru di didik seperti sty 

jadi metalnya lebih bagus ngga 

sementara negara sepak bola 

yang maju dari kecil didikan 

sepakbolanya sangat kuat 

harusnya di didik dari kecil lebih 

bagus tidak harus pas masuk 

timnas baru di didik seperti sty 

jadi metalnya lebih bagus tidak 

sementara negara sepak bola 

yang maju dari kecil didikan 

sepakbolanya sangat kuat 

5205 melihat komposisi pemain timnas 

indonesia sangat menjajikan 

melihat komposisi pemain timnas 

indonesia sangat menjajikan 

melihat komposisi pemain timnas 

indonesia sangat menjajikan 

TABLE III 

THE LABELED DATA 

No translated_text Subjectivity Polarity Sentiment 

1 it's true that in the past, i didn t have any energy especially when i 

lost i was devastated honestly it has to be acknowledged that in 

this era the stamina of national team players joss 

0.7 0.175 positive 

2 should you be educated from a young age it s better don t you 

have to be educated when you enter the new national team like sty 

so the metal is better isn t it while football countries that have 

developed from childhood have a very strong football education 

0.5179 0.3166 positive 

5207 seeing the composition of the Indonesian national team players is 

very promising 

0.65 0.26 positive 

 
 

 
Fig. 1 (a) Basic CRNN architecture, (b) The modified CRNN architecture, (c) CNN architecture, (d) RNN 

architecture 
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This research will modify the CRNN architecture by 

adding or exchanging certain parts to improve the 

model's generalization ability, avoid overloading, 

enhance the model's performance for imbalanced classes, 

broaden the knowledge about generalization models, and 

reduce dilution and explosion problems. By allowing the 

model to learn data representations at different levels, 

model convergence is accelerated during training, 

enabling the model to learn new features from diverse 

data and enhancing gradient distribution, thus improving 

overall model performance [20]. The main modifications 

include the addition of an embedding layer, the 

repositioning of the spatial dropout layer, and the 

addition of a ReLU activation layer and an extra dropout 

layer. The architecture used in this research can be seen 

in Fig. 1b. 

 Sentiment analysis begins by converting text into 

numeric vector representations, and the embedding layer 

then modifies this representation into more meaningful 

vectors, capturing deep correlations between words in 

the text. After that, Conv1D and Max pooling1D are used 

to extract local and global patterns from the text, 

enhancing resilience to disturbances. To avoid 

overfitting, SpatialDropout1D is applied, while LSTM is 

used to understand long-term dependencies in the text. 

ReLU and Dropout are used to increase the complexity 

and generalization of the model. Ultimately, Softmax 

generates probabilities for each sentiment class, with the 

target output indicating the actual sentiment class. 

In this study, two model architectures were also used 

to compare the performance of models in text sentiment 

analysis: RNN and CNN. The RNN model is designed to 

process sequences of words in text by leveraging its 

recurrent nature to capture complex temporal 

relationships. This is achieved using an Embedding layer 

as a representation of word vectors, followed by an 

LSTM layer for sequential processing of the sequences. 

The model then utilizes Dense layers for further feature 

learning and softmax output for multi-class sentiment 

classification. On the other hand, the CNN model 

employs Conv1D to extract local features from word 

embedding vectors, with MaxPooling1D to reduce data 

dimensions and flatten to reshape the output before 

entering Dense layers for classification. The 

architectures can be seen in Fig. 1c and Fig. 1d. 

E. Training and Evaluating the Model 

Before the model is trained, it will undergo a 

compilation process, which is a step that determines how 

the model will be optimized and evaluated. This process 

has parameters such as an optimizer, a loss function, and 

metrics. The optimizer helps find the optimal design by 

considering various criteria and prioritizing constraints, 

which are used to evaluate how closely the predicted 

results by the network match the predetermined truth 

labels [21]. Metrics are tools used to assess the 

performance of your model. The metric function and loss 

function are similar but not the same; the evaluation 

results of metrics are not used during model training. It 

is important to note that any loss function can be used as 

a metric [22]. 

After the model passes the compilation process, it 

enters the training process. This process takes the 

training data and uses parameters such as the number of 

epochs and batch size. Epoch is the number of iterations 

performed on the entire training data to train the model. 

This number should be optimal because it affects how 

well the model can understand patterns in the data and 

prevents overfitting [23]. Batch size is the number of 

training data samples used in each iteration of the DL 

training process, the size of which should be optimized 

to achieve the best results [24]. Besides epoch and batch 

size, there is also validation data in this process, which is 

used to evaluate the model's performance and can 

provide insight into how well the model processes data 

not used during the training process. It can help decide 

whether the model needs adjustments to improve its 

performance. In this study, several trials were conducted 

using the following parameters: 25 epochs with a batch 

size of 32, 50 epochs with a batch size of 64, and finally, 

the parameters were set to 100 epochs and a batch size of 

64. Among these three parameter sets, the model 

performed optimally with 100 epochs and a batch size of 

64, so this parameter set was used for model comparison. 

Furthermore, the model will be evaluated using test 

data to test how well it can make predictions on new data. 

The output of this process is the evaluation result in the 

form of the accuracy value of the model. The evaluation 

process is also conducted using a Confusion Matrix, an 

evaluation tool to indicate the number of correct and 

incorrect predictions. We can obtain the accuracy, 

precision, recall, and f1-score values from the Confusion 

Matrix using the formulas seen in Fig. 2 [25], [26]. 

Accuracy measures the accuracy of correct predictions, 

precision measures the predictive value of a label, recall 

measures the algorithm's ability to detect true positive 

examples, and f1-score is the harmonic mean of 

precision and recall [27]. A comparison was made 

from the evaluation results of each model 

architecture tested, and the parameters used had to 

be the same to ensure a fair comparison. 
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III. RESULT AND DISCUSSION 

A. Sentiment Analysis 

In labeled datasets, certain words consistently appear 

in each comment. These words can be visualized using 

WordCloud, as shown in Fig. 3. 

In the process of labeling each comment, there are 

three sentiments or classes: positive, negative, and 

neutral. The counts of these three classes will be 

calculated and compared with 5207 data points or 

comments. We can see the comparison of the three 

classes in a bar graph, as shown in Fig. 4. 

Based on the graph shown in Fig. 4a, comments with 

a positive sentiment are higher than those with a count of 

2284 comments. Neutral sentiment comments are 

slightly lower than positive ones, with a count of 2066 

comments. Meanwhile, negative sentiment comments 

are at 736, which is significantly lower compared to the 

other two sentiments. 

B. Application of Deep Learning Models 

The training process is initiated after constructing the 

architecture of the DL models to be used. We will utilize 

the modified CRNN architecture, basic CRNN, basic 

CNN, and basic RNN models in this process. Observing 

the graph in Fig. 4a, the comparison between the count 

of negative sentiments and the other two is significantly 

disproportionate. It indicates an imbalanced data 

characteristic, which can lead to overfitting during the 

model training process [28]. To mitigate the risk of 

overfitting during training, we address the data 

imbalance by duplicating the number of negative 

comments and neutral comments to increase their count 

to match the number of positive sentiment comments, 

which is 2284 comments. This treatment is commonly 

referred to as data oversampling using the resample 

technique [29]. The resulting graph from the 

oversampled data can be seen in Fig. 4b.  

With both imbalanced and balanced datasets, we 

trained the models using both data types. It was done to 

compare how data quality could affect the training 

process. The results of training each model on balanced 

and imbalanced data are displayed in the accuracy model 

graph, as shown in Fig. 5. 

 
Fig. 2 Confusion Matrix and Its Formula 

 

 
Fig. 3 Visualize frequently occurring words using a 

WordCloud 

 

 

 
Fig. 4 (a) The sentiment distribution graph, (b) the graph of oversampled data results 
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Fig. 5 The model accuracy graph for each model 

 

In the eight graphs above, a significant difference is 

evident. The graphs of the models subjected to 

oversampling treatment show a smaller gap between the 

training and validation data lines than those without this 

treatment. The graphs without oversampling treatment 

exhibit signs of overfitting, with high accuracy on the 

training data but low accuracy on the validation data. 

This indicates that the models are overly learning the 

training data patterns, leading to poor performance in 

new data [30]. The CRNN model, with modifications 

and oversampling, demonstrates a more stable 

performance than the others. It's also noticeable that the 

accuracy of the training and validation data of the CRNN 

model with modifications and oversampling is higher 

than in the other seven graphs. 

After the training process, each model underwent 

evaluation using test data. The evaluation was conducted 

to determine how well the models could predict 

previously unseen data. This process calculates the 

model's accuracy and yields accuracy scores in 

percentage format. The accuracy of each of the eight 

models can be seen in Table IV. 

Table IV shows that among the eight evaluated 

models, the model subjected to oversampling 

treatment achieved accuracy scores above 90%, 

even reaching 100% in the 

Oversampling+CRNN+Modification model. We 

can calculate accuracy, precision, recall, and F1-

score from the Confusion Matrix, as seen in Table 

V.

 

TABLE IV 

THE ACCURACY SCORES FOR EACH MODEL 

Model Accuracy Model Accuracy 

CNN 86.25% Oversampling + CNN 95.19% 

RNN 83.89% Oversampling + RNN 93.15% 

CRNN 85.66% Oversampling + CRNN 94.31% 

CRNN+Modification 84.28% Oversampling + CRNN+Modification 100% 
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TABLE V 

COMPARISON OF CALCULATION RESULTS 

Metode Accuracy Precision Recall F1-Score 

Oversampling+CRNN+Modification 1.00 1.00 1.00 1.00 

Oversampling+CRNN 0.94 0.93 0.99 0.96 

Oversampling+RNN 0.93 0.95 0.97 0.96 

Oversampling+CNN 0.95 0.95 0.98 0.96 

CRNN+Modification 0.84 0.76 0.58 0.66 

CRNN 0.86 0.79 0.63 0.70 

RNN 0.84 0.66 0.54 0.59 

CNN 0.86 0.74 0.59 0.66 

 

Based on the comparison in Table V, the results of the 

Oversampling+CRNN+Modification model are superior 

to the others, with a value of 1.00 for accuracy, precision, 

recall, and F1-score. Therefore, the CRNN model with 

oversampled data and a modified architecture can 

achieve high accuracy. 

IV. CONCLUSION 

In this study, sentiment analysis was conducted on 

STY, the coach of the Indonesian national football team. 

Results revealed a prevalence of positive sentiments, 

indicating continued public trust in his leadership. DL 

techniques, including CNN, RNN, CRNN, and modified 

CRNN models, were employed for analysis due to their 

effectiveness in text classification. Oversampling was 

applied to prevent overfitting during model training and 

address the imbalanced dataset. Comparisons between 

models with and without oversampling showed clear 

benefits, with oversampled models consistently 

outperforming non-oversampled ones. The CRNN 

model with oversampled data and modified architecture 

demonstrated superior performance, achieving perfect 

accuracy, precision, recall, and F1 score. This 

underscores the importance of data treatment and model 

architecture modification in enhancing sentiment 

analysis accuracy for STY's comments. 
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