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Abstract—Big Data Analytics (BDA) plays a pivotal role in the digital transformation of healthcare, significantly boosting organizational 

performance within the sector. As healthcare organizations increasingly adopt BDA to leverage data-driven decision-making, 

understanding the factors contributing to BDA quality becomes imperative. Thus, this study has proposed and developed the BDA 

quality conceptual model, and a pilot study is part of the process of completing the conceptual model development. The instrument, 

which is the questionnaire that has been designed, needs to be tested for reliability. Therefore, the pilot study aims to evaluate and 

refine the instrument used to assess BDA practitioners’ comprehension of the constructs and the reliability of the items. This study 

utilized the probabilistic approach of Item Response Theory (IRT), explicitly employing the Rasch Measurement Model analysis to 

enhance the accuracy of measurement instruments, assess respondents' performance, and ensure instrument reliability. The survey 

instrument comprised 11 constructs and 64 items, which were designed to measure all the constructs: reliability, accuracy, completeness, 

timeliness, format, accessibility, usability, maintainability, portability, user satisfaction, and healthcare organizational performance. 

Data were collected from 20 respondents and synthesized according to their responses to each questionnaire item. The analyses were 

performed using Rasch analysis software, specifically Winsteps. The results of the Rasch analysis included findings on the reliability of 

persons and items, the distribution map of person-item relationships, identification of misfitting items, and assessment of 

unidimensionality. Ten items were removed from the initial set of 64 due to misfit, leaving 54 items that effectively measured 

respondents' understanding of BDA quality in healthcare organizational performance. Thus, Rasch measurement model analysis has 

confirmed the instrument was well constructed, valid, and reliable for actual study.  

Keywords— Big data analytics quality; BDA quality factors; pilot study; Rasch measurement model; Rasch analysis. 

Manuscript received 27 Dec. 2023; revised 24 Aug. 2024; accepted 8 Nov. 2024. Date of publication 31 Dec. 2024. 

IJASEIT is licensed under a Creative Commons Attribution-Share Alike 4.0 International License. 

I. INTRODUCTION

Big Data Analytics (BDA) plays a crucial role within 
organizations by enabling comprehensive management of the 
entire BDA life cycle. This life cycle encompasses various 
stages, including data acquisition, processing, management, 
storage, analytics, visualization, and the deployment of BDA 
applications across different platforms such as web and 
mobile applications [1], [2]. The analytics generated through 
BDA encompass descriptive and advanced forms such as 
predictive, prescriptive, and forecasting analytics [3], [4]. 
Unlike traditional Business Intelligence (BI), where analysis 
typically occurs towards the conclusion of the process, BDA 
enables analysis to commence early in the data acquisition 
phase, marking a significant departure in approach. 

Over the past decade, there has been a substantial increase 
in the volume of data generated and collected across various 
activities, matched by advancements in technology that 
enhance our capability to analyze and interpret this data. The 
application of BDA in healthcare exemplifies its potential to 
contribute significantly to societal welfare [5]. BDA in 
healthcare refers to electronic health datasets that are 
exceedingly large and complex, posing challenges for 
traditional software, hardware, and data management tools [1], 
[6], [7]. In the healthcare sector, BDA is employed to reduce 
costs, predict epidemics, detect and treat diseases, improve 
quality of life, and prevent avoidable deaths [1], [3], [5], [8], 
[9]. The evolution of BDA has notably enhanced 
organizational performance, particularly within healthcare 
contexts [10]. 
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Data-driven decision-making is becoming pivotal in 
advancing treatment approaches amidst global population 
growth and longer life expectancies. Early identification of 
significant illnesses is increasingly emphasized, aiming for 
more straightforward and cost-effective treatments when 
detected early in a patient's life [11]. Healthcare organizations 
worldwide face pressures to cut costs, improve coordination 
and outcomes, achieve greater efficiency, and prioritize 
patient-centered care [12]. These challenges underscore the 
urgent need to enhance the role of BDA in healthcare. 
Previous statistics reveal that the healthcare sector grapples 
with entrenched inefficiencies, contributing to annual wastage 
exceeding US$2 trillion [12]. Factors such as ineffective data 
acquisition, inadequate data sharing, and suboptimal 
information utilization significantly contribute to these 
inefficiencies [12], [13]. 

Healthcare organizations have embraced BDA as a 
comprehensive solution in the digital transformation era, 
facilitated by the widespread adoption of electronic medical 
records, healthcare information systems, and smart devices 
[14]. The volume of data in healthcare is rapidly escalating. It 
is projected to increase significantly [7], bringing to light 
various challenges regarding BDA quality within healthcare 
organizations, such as concerns related to reliability and 
accuracy [15]. The quality of BDA plays a crucial role in 
shaping outcomes in healthcare organizations, emphasizing 
the importance of delivering patient-centric treatments [16]. 
BDA's profound impact spans across all facets of the 
healthcare ecosystem, a reality that predates the COVID-19 
pandemic. However, current challenges are magnified amidst 
the global health crisis, underscoring the heightened necessity 
for speed, agility, resilience, and precision, with unparalleled 
stakes [17]. 

To address these challenges, healthcare organizations must 
prioritize BDA quality as a critical opportunity and strategic 
imperative for enhancing organizational performance, 
effectively saving lives, and improving patients' quality of life 
[4], [14]. To optimize organizational effectiveness, the factors 
influencing BDA quality should serve as essential guidelines 
and mechanisms for assessing capabilities and performance 
characteristics, including maintainability and portability [18]. 

Given the urgency of healthcare crises, organizations must 
develop methods to evaluate BDA quality for care delivery. 
Understanding these factors enhances healthcare 
organizations' ability to improve healthcare organizational 
performance by ensuring care quality, reducing waste and 
errors, managing costs [19]–[21], enhancing healthcare 
facilities, and improving clinical outcomes for patients [19]. 

The comprehensive quality of BDA is crucial within its 
ecosystem, spanning acquisition, requirements, development, 
use, evaluation, and support. It significantly benefits 
developers and end users, establishing measures to ensure 
organizational performance success, particularly in healthcare 
[22], [23]. Despite the evolution of BDA implementation 
success, ongoing discussions persist regarding the factors 
influencing BDA quality. Numerous conceptual models have 
emerged from prior research, focusing on how these quality 
factors impact organizational performance from a firm's 
perspective [24]–[26]. 

Current models of BDA quality predominantly emphasize 
data and information quality, often overlooking holistic BDA 

quality aspects [27]. This limitation arises from a historical 
reliance on Information System (IS) theoretical models, 
neglecting the incorporation of Software Engineering (SE) 
theoretical frameworks [28]. BDA implementations typically 
serve as end-to-end solutions within their ecosystems, 
encompassing various related systems and applications. 
However, many of these BDA-related systems and 
applications frequently fall short of quality standards, fail to 
meet requirements, and struggle to satisfy user expectations, 
thus hindering organizational performance improvements 
[29], [30]. 

These BDA systems and applications commonly encounter 
scalability limitations, incomplete functionality, accuracy 
issues, maintenance complexities, deployment difficulties 
across different platforms, and comprehension challenges 
[31], [32]. Given BDA's role as an end-to-end solution within 
a complex ecosystem, existing theoretical models for studying 
BDA quality may not comprehensively capture all relevant 
quality factors [24]. 

This study devised an operational research framework 
structured around five sequential phases delineating research 
activities and anticipated outcomes aimed at achieving the 
research objectives. The first phase entailed a comprehensive 
literature review, and the second phase involved model 
development. The third phase involved conducting an 
empirical study, while the fourth phase focused on prototype 
development and model validation. The final phase 
encompassed compiling the research findings into a 
comprehensive report. 

Before this pilot study, this research completed the 
Systematic Literature Review (SLR) in the first phase [33]. A 
conceptual BDA quality model has been proposed in the 
second phase with nine quality factors as determinants: 
reliability, accuracy, completeness, timeliness, format, 
accessibility, usability, maintainability, and portability. The 
quality factors have been defined, followed by the 
development of items to represent the quality factors. An 
expert review to verify the constructs and instruments has 
been done, and this will be followed by the pilot study, which 
will be explained further in this paper. 

II. MATERIAL AND METHOD 

This study employs a quantitative approach utilizing 
questionnaires designed to assess instrument reliability 
through a pilot study, following Pratt's recommendations [34]. 
A pilot study typically involves an initial, concise 
investigation using a small, convenient sample to refine 
questionnaires further [35], [36]. Reference [37] characterizes 
a pilot study as a scaled-down version of a full-scale study to 
increase the likelihood of success in subsequent research 
endeavors. Thus, the primary aim of this pilot study is to 
evaluate and improve the instrument's ability to measure BDA 
practitioners' conceptual comprehension of constructs and 
enhance item reliability.  

"In validating the conceptual model of BDA quality, a 
quantitative approach was employed in this initial phase to 
assess the reliability of the study's instrument. The selection 
of quality factors was guided by their significance and 
prioritization in related studies of BDA and information 
systems and in software engineering. A key consideration 
throughout was how to enhance the survey instrument's 
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quality. Reliability testing is crucial in survey-based research 
as it allows for statistical analysis, typically employing 
Cronbach's alpha to measure variables [38]. According to [39], 
instrument reliability refers to the consistency or stability of 
each measured item's observed score, comprising both the 
true and error score components."  

The survey was conducted using Google Forms to collect 
data electronically. The distribution of the survey link was 
overseen by a liaison officer within selected organizations 
directly engaged in the BDA life cycle. Participants were 
drawn from public healthcare institutions in the Klang Valley, 
Selangor, Malaysia, adhering to predetermined selection 
criteria. Responses were measured on a five-point Likert scale, 
ranging from 1 ('strongly disagree') to 5 ('strongly agree'), to 
gauge agreement levels regarding the polytomous items 
included in the questionnaire [40].  

The sampling approach for this study was adapted from 
[41], which recommended a sample size ranging from 10 to 
40 participants. In this pilot study, 20 respondents completed 
the online questionnaire. Demographic variables of the pilot 
study participants were controlled, including gender, age, 
educational attainment, job title, and their experience or 
familiarity with various aspects of BDA systems and 
applications, such as data storage, processing, analytics, and 
visualization (e.g., MySejahtera app or other healthcare-
related BDA systems/apps, COVID-19 or similar analytics 
and visualization tools).  

TABLE I 
DEMOGRAPHIC PROFILES OF THE RESPONDENTS IN PILOT STUDY (N=20) 

Measures Category Frequency 
Percentage 

(%) 

Gender Male 9 45 
 Female 11 55 
Age (years) 21 – 30 3 20 
 31 - 40 8 45 
 41 – 50 7 25 
 51 - 60 2 10 
Involvement 
(Years) 

6 months to 3 10 50 

 3 - 6  8 40 
 More than 6 2 10 

 
Table I presents the demographic characteristics of the 

respondents. Nine were male (45%), and eleven were female 
(55%). The largest age group represented was 31 to 40 years 
old, including eight respondents (45%). This was followed by 
seven respondents (25%) in the 41 to 50 age bracket, three 
respondents (20%) in the 21 to 30 age range, and two 
respondents in the 51 to 60 age range.  

Based on the treemaps visualization in Fig 1, in terms of 
educational attainment, respondents were classified into four 
categories: Postgraduate degree, Ph.D. (10%), master’s 
degree (50%), Undergraduate degree, Bachelor's degree 
(25%), and Diploma (3%). The majority of respondents held 
postgraduate degrees. Regarding experience in the BDA life 
cycle, 50% of respondents had between 6 months to 3 years 
of experience, 40% had between 3 to 6 years of experience, 
and 10% had more than 6 years of experience. These 
demographic insights underscore participants' varied 
backgrounds and expertise levels in BDA applications within 
healthcare settings. 

 

 
Fig. 1  Tree maps of Respondents Education Levels in Pilot Study (N=20) 

 
Fig 2 visualizes the demographic characteristics of the 

respondents in terms of job roles. Respondents' roles were 
categorized into 10 categories: Certified Data Scientist 
(Statistician) (25%) with five respondents, Statistician (15%) 
with three respondents, two respondents (10%) for each 
Certified Data Scientist (IT Officer), Research Officer, IT 
Officer, and Assistant IT Officer. Followed by one respondent 
(5%) for each Specialist, Medical Officer, Senior Assistant 
Statistics Office, and IT Developer. This distribution 
illustrates the diverse roles in utilizing BDA solutions within 
healthcare organizations.  

 

 

Fig. 2  Respondents Job Roles in Pilot Study (N=20) 

 
In the pilot study, the Rasch Measurement Model (RMM) 

was employed to assess the reliability and item fit of the 
questionnaires used for data collection. The survey instrument 
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consisted of 11 constructs and 64 items designed to evaluate 
various factors influencing Big Data Analytics (BDA) quality. 
These factors included reliability (5 items: R1 – R5), accuracy 
(5 items: A1 – A5), completeness (4 items: C1 – C4), 
timeliness (7 items: T1 – T7), format (4 items: F1 – F4), 
accessibility (4 items: Y1 – Y4), usability (4 items: U1 – U4), 
maintainability (6 items: M1 – M6), portability (6 items: P1 – 
P6), user satisfaction as a mediator (8 items: S1 – S8), and 
healthcare organizational performance (9 items: H1 – H9). 
This comprehensive instrument was utilized to gauge 
perceptions and assessments related to BDA quality across a 
range of dimensions within healthcare organizational contexts. 

III. RESULTS AND DISCUSSION 

Data from all 20 respondents were collected and 
aggregated to summarize their opinions on each item within 
the questionnaires. Analysis was performed using Rasch 
analysis software, precisely Winsteps 3.71.0.1 [42]. This 
study adopted the probabilistic approach of Item Response 
Theory (IRT) known as the Rasch Measurement Model [43], 
which is utilized to evaluate the reliability, validity, and 
appropriateness of scale measurement [44]. 

The Rasch Measurement Model employed in this pilot 
study assesses the reliability and validity of items and 
determines the appropriate scaling for measurement. It 
involves examining the ability of respondents (referred to as 
persons) to answer questionnaire items and simultaneously 
evaluating the difficulty levels of these items. 

This methodology was typically employed to enhance the 
accuracy of construct instruments, assess respondents' 
performance, and monitor instrument quality. The subsequent 
section detailed the outcomes of Rasch analysis, 
encompassing computed metrics such as person and item 
reliability, person-item distribution mapping, item misfit 
assessment, and evaluation of unidimensionality [44]. 

A. Person and Item Reliability 

Fig. 3 and Fig. 4 present the results of person reliability and 
item reliability, respectively, indicating the instrument's 
internal consistency. Fig. 3 summarizes the person reliability 
among 20 respondents, yielding a score of 0.96, denoting 
'excellent' reliability. The Cronbach's Alpha (KR-20) value of 
0.97 further confirms 'excellent' internal consistency, 
consistent with findings from [45] and [46], which underscore 
the instrument's reliability in measuring BDA quality 
constructs.  

 

 
Fig. 3  Person Reliability of 20 Respondents 

 
The Outfit Mean Square (MNSQ) value of 1.00 aligns 

perfectly with the expected value of 1, indicating a good fit. 

Similarly, the Outfit Standardized Mean Square (ZTSD) value 
of -0.6 approaches the expected value of 0, suggesting 
satisfactory adherence to Rasch model requirements. Person 
reliability assesses the varying abilities of individuals to score 
items accurately [44], [47]. Item reliability pertains to the 
consistency of item difficulty across different samples of the 
same size [44]. 

 

 
Fig. 4  Item Reliability of 64 Items 

 

Fig. 4, on the other hand, provides an overview of item 
reliability for 64 items in the instrument. The item reliability 
score of 0.66 indicates 'good' internal consistency, as per [46]. 
The Outfit Mean Square (MNSQ) value of 1.00 aligns 
precisely with the expected value of 1, indicating excellent fit. 
Similarly, the Outfit Standardized Mean Square (ZTSD) value 
of 0 aligns perfectly with the expected value of 0, further 
confirming strong adherence to the Rasch model. These 
results indicate that the items align well with the Rasch 
measurement requirements. 

B. Person-Item Distribution Map 

This study employed a Rasch person-item distribution map 
(PIDM), the Wright Map, to assess the instrument's strengths 
and weaknesses. This map visually represents the distribution 
of item difficulty across a logarithmic scale, adjusted for 
respondent abilities (see Fig. 4). According to [44], the PIDM 
illustrates item difficulty from the easiest to the most 
challenging, providing insights into the alignment between 
respondent abilities and item difficulty levels. The mean 
person measure of 0.32 (S.E. of Person Mean) observed in Fig. 
3 and 4 indicates that respondents generally favored endorsing 
higher item importance. This contrasts with the constrained 
Item Mean of 0.10 (S.E. of Item Mean), reflecting a 
discrepancy in respondent perceptions towards item difficulty 
levels. 

As shown in Fig. 5, persons P12 and P16, identified as 
having the highest positions on the PIDM, consistently rated 
most items as highly important, indicating a tendency to 
endorse higher ratings. Conversely, Person P15 exhibited a 
lower ability to endorse items, consistently rating them lower 
across the scale. The range of respondent abilities fell between 
MAXPERSON = +4.68 logits and MINPERSON = -0.41 
logits. The person separation index of 4.88 (see Fig. 3) 
suggests the presence of up to five distinct proficiency 
profiles, ranging from very high competence to very low 
competence. 

Items, on the other hand, were distributed across a range 
from MAXITEM = +1.43 logits to MINITEM = -2.51 logits, 
with an item separation index of 1.40 (see Fig. 4). This 
indicates the instrument consists of items with two levels of 
difficulty: slightly difficult to moderate and easy items. The 
items were observed to cluster closely together, suggesting a 
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scale size of 3.94 logits can effectively capture the range from 
-2.51 logits to +1.43 logits. 

Among the items, S2 was identified as the most moderately 
difficult item, while item A5 was deemed the easiest to 
endorse. These findings provide a comprehensive overview of 
both respondent abilities and item difficulties within the 
studied instrument. 

 

 
Fig. 5  Wright Map for Person & Item 

C. Item Fit 

In the subsequent Rasch analysis phase, the focus shifted 
towards identifying misfit items within the instrument. 
According to [46], item quality is deemed acceptable when 
the infit and outfit mean square (MnSq) values fall between 
0.5 and 1.5. This study assessed misfit items for each 
construct, specifically examining those outside the acceptable 
range. 

From the analysis presented in Fig. 6, based on the 
interpretation of infit mean square (MnSq) in the second row, 
items R2, A5, F5, U1, M2, M4, M6, P2, S2, and S5 were 
identified with infit MnSq values exceeding the acceptable 
range criteria [44]. Therefore, these 10 items were deemed 
misfits, and the recommendation was made to exclude them 
from the instrument. This approach aims to ensure the 
reliability and validity of the instrument by removing items 
that do not align with expected measurement standards. 

 

 

 
Fig. 6  Item Fit 

D. Unidimensionality 

Rasch analysis employs Principal Component Analysis 
(PCA) of residuals to assess the unidimensionality of the 
instrument. In the context of the Rasch model, 
unidimensionality refers to items within the questionnaires 
measuring a single construct [48]. Fig. 7 provides the results 
of the unidimensionality test for items, where 'Raw variance 
explained by measures' is reported at 42.6%. This value 
indicates that the instrument exhibits unidimensionality, as it 
exceeds the threshold of 40% variance explained [49]. The 
'Unexplained variance in 1st contrast' value of 12% is 
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considered 'good' according to [46], as it falls below the 
maximum acceptable threshold of 15%. This finding suggests 
that the instrument's items predominantly measure a single 
dimension, validating the construct's consistency [42]. Hence, 
the data align well with the Rasch model's estimation of 
measures, affirming the instrument's validity and reliability in 
measuring the intended construct. 

 

 
Fig. 7  Standardized Residual Variance (in Eigenvalue Units) 

E. Scale Calibration 

According to [44], it is crucial to calibrate the rating scale 
during the pilot phase of instrument development to ensure its 
suitability and effectiveness in measuring the intended 
constructs. Reference [42] has outlined five criteria for 
diagnosing problematic rating scales, including 1) distinct 
peaks in the probability curve for each category, 2) increasing 
observed average values as categories ascend, and 3) a 
separation (S’) of structure calibration (SC) differences 
between thresholds falling within the range of 1.0 < x < 5.0. 
Failure to meet these criteria may indicate the need to collapse 
or combine rating scale categories [42].  

Another essential assumption for optimizing the 
effectiveness of rating scale categories is the unimodal 
frequency distribution, which resembles a series of hills under 
the first criteria mentioned above—the probability curve 
displaying distinct peaks for each category, as illustrated in 
Fig. 8. This ensures that the rating scale effectively captures 
and distinguishes between different levels of response within 
the measured construct. 

 

 
Fig. 8  Scale Probability Curve 

 
As per [44], scale calibration during pilot testing offers 

empirical insights into respondents' comprehension of various 
scaling labels. In the questionnaires, the 5-point Likert scale 
was designated as Category 1, Category 2, Category 3, 
Category 4, and Category 5 within Rasch's scale rating system. 

This approach ensures clarity and consistency in evaluating 
respondents' perceptions across different levels of the scale, 
as validated through empirical testing. 

To maintain the integrity of scale categories without the 
need for collapsing or combining, the separation (S’) of 
structure calibration (SC) differences must fall within the 
range of 1.4 to 5 logits, as outlined in the third criterion. Fig. 
9 displays the outcome of the scaling calibration process. The 
separation (S’) value is computed as follows: 

 Sn-(n+1) = SCCat(n) – SCCat(n+1)  (1) 

The separation (S) denotes the rating value that measures 
the difference between the structure calibration (SC) of one 
category (n) and the structure calibration of the subsequent 
category (n+1). This metric assesses how distinctively each 
category on the scale captures varying levels of response or 
agreement, ensuring the scale effectively discriminates 
between different degrees of perception or attitude. 

 

 
Fig. 9  Scaling Categories 

 
The criterion for maintaining rating scale categories 

without collapsing or combining them typically falls within 
the 1.4 to 5 logits range. After assessing scale ratings, 
calculations confirm that all categories can indeed be retained. 
This ensures that each category effectively contributes to 
distinguishing between different levels of responses within 
the measured construct, thereby supporting the validity and 
reliability of the rating scale. 

Scale 2 & 3: The difference is 2.92 logits. 
Scale 3 & 4: The difference is 2.83 logits. 
Scale 4 & 5: The difference is 3.10 logits.  
These calculations demonstrate the differences between 

adjacent scale categories in logits, indicating that each 
category is sufficiently distinct and supports the retention of 
all scale categories without the need for collapsing or 
combining them. 

Based on the findings, the five-point Likert scale 
configuration will be preserved and utilized in the subsequent 
phases of the study. This scale categorizes responses as 
follows: 1 signifies 'Strongly Disagree', 2 denotes 'Disagree', 
3 represents 'Neutral', 4 indicates 'Agree', and 5 signifies 
'Strongly Agree'. This decision is supported by the validation 
of the scale's effectiveness in distinguishing varying degrees 
of agreement or disagreement among respondents, ensuring 
its suitability for measuring the intended constructs in the 
actual study. 

F. Rasch Analysis Summary for Pilot Study 

The Rasch Model Analysis was employed to analyze the 
data gathered from the pilot study. According to the results in 
Fig. 6, ten items (R2, A5, F5, U1, M2, M4, M6, P2, S2, S5) 
out of 64 were identified as misfitting items and subsequently 
removed, leaving 54 items that remained suitable. These 
retained items were deemed effective in assessing 
respondents' competencies, as they met all Rasch assumptions.  
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IV. CONCLUSION 

The study findings suggest a congruent alignment between 
the distribution of respondents and the items measuring their 
comprehension of BDA quality in healthcare organizational 
performance. Additionally, the high Cronbach’s Alpha value 
indicates strong internal consistency among the scale items. 
Therefore, the Rasch measurement model analysis affirms 
that the instrument is well-constructed, valid, and reliable for 
use in subsequent studies. 
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