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ABSTRACT Error correction codes are commonly used to protect cache memories from soft errors.
As technology feature size scales deeper into sub-nanometer regime, radiation-induced soft error can causes
double adjacent error (DAE). Several double adjacent error correction (DAEC) codes have been introduced
to address DAEs, however, they miscorrect some nonadjacent double errors. In progress, a class of DAEC
orthogonal Latin squares (OLS) codes is introduced to eliminates all miscorrections, using the orthogonality
property of OLS codes, and also reduces the decoding delay time. The main drawback comes from the large
number of check bits, imposed by the conventional OLS codes. In this paper, two coding approaches are
developed based on a modified SEC OLS coding scheme that requires less number of check bits. The first
approach is a class of SEC-DED-DAEC codes proposed to reduce the number of check bits compared to the
existing SEC-DED-DAECOLS codes. The second approach is a class of SEC-DAEC codes with a very high
speed decoding process. This approach is designed as SEC OLS scheme and integrated with new modules
for detecting and correcting the DAE error. The evaluation of the proposed SEC-DAEC codes in 45nmASIC
technology shows promising results. The decoding delay for protecting 16, 64, and 256 bit data words is less
by at least 20% over existing SEC-DED and SEC-DAEC codes.

INDEX TERMS Error correction codes, Orthogonal Latin square codes, parity check bits, SEC-DED-DAEC,
SEC-DAEC, cache memory.

I. INTRODUCTION
Enhancing cache reliability against radiation-induced errors
is paramount. Especially as technology advances into the
nanometer regime, where the effects of miniaturization
become more pronounced on bit cell integrity [1]. Tradi-
tionally, error correction codes serve as a tool to ensure the
integrity of cache’s stored data [2]. One widely used coding,
known as single error correction double error detection
(SEC-DED), has the capability to correct single errors and
detect double errors within a sequence of stored bits known
as a data word. This coding introduced in [3] and improved
by many approaches [4], [5], [6], [7], [8]. This coding
remains effective as long as the error rate remains within
its tolerance capability. With the ongoing miniaturization
process, the impact of errors induced by radiation, often
referred to as soft errors, has become increasingly significant.
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These soft errors tend to occur in adjacent bits, primarily
due to the heightened density of cache cells within confined
spaces operating at lower voltage levels to reduce power
consumption. Observations reveal that errors induced by
neutron radiation are more likely to result in double
adjacent error (DAE) compared to other types of multiple
errors [9].

To correct DAE, bit interleaving can be employed in
conjunction with SEC DED codes. Interleaving involves
constructing a logical data word rather than a physical
one [10]. This approach assembles the data word from
physically scattered bits, ensuring that at most one bit within
a word is affected by adjacent errors. While this solution
proves effective for memories designed in blocks or separate
modules allowing parallel access, it may not be efficient for
cache memory applications : since it introduces overheads
as interconnections become more complex and can result in
an area and power overhead to duplicate when the distance
between cells of the same word is large [11], [12].
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Another approach is the adoption of multi-bit error
correction codes, such as Reed-Solomon (RS) codes [13]
or Bose-Chaudhuri-Hocquenghem (BCH) codes [14], which
provide robust protection against double errors with low
check bit rates. While effective, these codes often increase
cache complexity, as these codes are typically applied to
blocks of multiple data words at a time [9]. On the other
hand, applying double error correction codes at the data word
level requires a large number of extra check bits for each data
word, as will be exemplified by the adoption of orthogonal
Latin square (OLS) codes [15] to correct complete double
errors (DEC).

To mitigate these associated costs, another approach to
leverage spatial error patterns to design simpler codes for
correcting DAE, often referred to as SEC-DED-DAEC
codes [9], [16]. Although these codes provide a simpler
design compared to multi-bit error correction, they have a
limitation: the potential for miscorrection when handling
nonadjacent double errors. These codes are particularly
suitable for cache applications where the occurrence of
double nonadjacent errors is rare (i.e. can be considered
as SEC-DAEC codes). To address the limitation of miscor-
rection, efforts have been made in [17] to develop a SEC-
DED-DAEC coding scheme. As a subclass of DEC OLS
coding, the developed scheme provides codes can correct
single and double adjacent errors while reliably detecting all
nonadjacent double errors, thus eliminating the possibility
of miscorrection. Furthermore, these codes fall under the
category of one-step majority logic decodable (OSMLD)
codes, known for their simplicity and fast decoding process.
Additionally, this coding reduces the count of check bits
stored with each data word compared to conventional DEC
OLS codes, despite still requiring a substantial number of
check bits.

This paper presents SEC-DED-DAEC and SEC-DAEC
codes, both derived from the modified SEC OLS cod-
ing scheme. These codes offer a simple design and
fast decoding, making them ideal for high-speed cache
memory. Specifically, SEC-DED-DAEC codes are devel-
oped to reduce the count of check bits compared to
the existing SEC-DED-DAEC codes [17], saving 1 per-
cent of check bit storage area. The enhanced SEC-
DAEC codes are designed to reduce decoding delay
time, outperforming existing SEC-DAEC and SEC-DED
codes.

The rest of this paper is organized as follows: Section II
provides an overview of the Latin square code and its
application to correct adjacent double errors. Section III
details the derivation of the proposed codes and demonstrates
its error correction and detection capabilities. Section IV
presents the evaluation of the proposed codes, focusing on
aspects like area, delay, and power consumption for both
encoding and decoding circuits in comparison to existing
codes. Finally, Section V presents the key conclusions
drawn from the application and evaluation of the proposed
codes.

II. ORTHOGONAL LATIN SQUARE CODES
Orthogonal Latin Square (OLS) was introduced decades ago
as a multiple-error correction coding scheme for data [15].
This linear coding scheme requires 2tm check bits to protect
K = m2 data bits, where t is the amount of the correctable
data bits, and m is an integer value (usually a power of
2 value when used for memory systems). This scheme stands
out due to its modularity and its simple and high-speed
decoding process. As mentioned previously, the simplicity
of the decoding is attributed to their operation based on the
one-step-majority decodeable method, or simply OS−MLD,
which has the fastest decoding process [18]. In simple terms,
the concept of the OLS involves creating 2t + 1 independent
copies for every data bit. These independent copies come
about by incorporating the bit into equations that produce
2t check bits alongside the data bit itself. This procedure
guarantees the correction of t error data bits by using the
majority of t + 1 correct copies of the data bit. Also, the
OLS coding scheme ensures that miscorrections are avoided
by ensuring that each of the other data bits is involved
in these equations only once. These features made OLS
codes highly desirable for protecting high-speed data storage
and transmission systems, such as caches [19], [20] and
3D memories [21].

In high-density cache memory, as declared earlier, the
errors induced by the exposure to high-energy radiation
are mostly observed as DAE bits. Double error correction
OLS code or simply DEC OLS can be used to control
these errors. The DEC OLS code is designed to correct
complete double errors in a m2 size data word using 4m
check bits. The H matrix of this code has been structured
using four sub-matrices, denoted asM1,M2,M3, andM4, as
follows:

H =


M1
M2 I4m
M3
M4

 (1)

I4m is the identity matrix of size 4m. M1 . . .M4are sub-
matrices of size m× m2.
For illustration, Fig. 1 shows the the H matrix for the DEC

OLS (32,16) code, serving as a representative example of the
DEC OLS codes.

Employing DEC OLS code would require a large amount
of check bits. For example correcting any double errors
in 64 bit data word requires 4 ×

2
√
64 = 32 bit,

which need to be stored with each data word. This would
challenge the feasibility of using this coding, particularly in
area-constrained cache applications.

Modifying the original DEC OLS code to become a single
error correction, double error detection, and double adjacent
error correction (SEC DED DAEC) can be an effective
approach for tolerating DAE bits. Notably, this modification
reduces 25 percent of the imposed check bits, as in [17].
Table. 1 lists the required check bits for both codes. For
example, protecting 64-bit data would require only 24 bits
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TABLE 1. The check bit parameter of DEC OLS codes and SEC-DED-DAEC OLS codes for different data word sizes.

FIGURE 1. The original H matrix of the (32,16) DEC OLS code.

of stored parities instead of 32 bits for the original DEC OLS
code. This reduction is achieved by removing the M1 sub-
matrix from the original DEC OLS H matrix shown in
Fig.1. The ability to correct DAE is achieved by applying
the condition that no two adjacent columns in the modified
H matrix can share any check bits [11]. To implement this
condition, researchers in [17] redistributed the data bits and
the check bits within the modified H matrix. Although
effective, there is still an urgent need to further decrease
the stored check bits to make this coding scheme more
attractive for practical applications. In the following section,
two coding approaches are proposed for correcting DAEs in
high-speed cache memory.

III. PROPOSED APPROACHES
In this paper, two coding classes are proposed to correct
DAE bits caused by soft errors. The first one introduces a
class of SEC-DED-DAEC codes designed to correct DAEs
using fewer check bits. These fast-decoding codes can
also detect nonadjacent double errors without any risk of
miscorrection. The second one presents straightforward SEC-
DAEC codes, which are designed for faster decoding than
existing SEC-DED codes and provide full protection against
miscorrection.

A. PROPOSED SEC-DED-DAEC CODES
This category of SEC-DED-DAEC codes is based on a two-
step coding scheme. The first step involves the derivation of
the SEC DED codes from the modified SEC OLS coding
scheme presented in [22]. The reconfigured matrices serve
as a basis for the construction of the H matrices in the second
step, which are the foundation of the proposed SEC-DED-
DAEC codes.

1) SEC DED H MATRICES
As demonstrated in [22], a modified SEC H matrix with the
same specifications as the SEC OLS Hmatrix was developed
to reduce a significant percentage of the required check bits,
without substantially affecting the simplicity and speed of
encoding and decoding circuits. The matrix was initially
devised with double-weighted, or w = 2, data columns,
wherein each column in the data set is comprised of two
distinct check bits. To facilitate the creation of codes capable
of correcting one error and detecting two errors, the matrix
has been reconfigured to be triple-weighted, or w = 3,
data columns, with each data column now involving three
distinct check bits. An example of the reconfigured matrix
for producing the code (35,21) SEC DED is presented in the
Fig. 2. It can be observed that the matrix follows the OLS two
conditions (i.e., each data bit is associated with three distinct
check bits, and each of these three check bits involves at most
one of the other data bits). Subsequently, voting gates can be
used to correct single errors in the protected bits. However,
to simplify the decoding circuit and to achieve double error
detection, 3 input AND gates, similar to those presented in
[17], have been used to replace the voting gates.

In this paper, the focus is on the protection of data
word sizes that are powers of 2, which are widely used in
memory systems. To generate a matrix for a 16-bit data word,
the matrix depicted in Fig. 2 is reformed by eliminating
5 columns that contain the value ‘‘1’’ in rows 13 and 14.
This selection reduces the count of rows (i.e. check bits). The
resulting matrix can then be utilized to generate a (28, 16)
SECDED code. This approach has been also used to generate
matrices for 64-bit and 256-bit data words. The parameters
of the resulting codes are presented in Table 2, indicating
that the proposed SEC DED coding scheme reduces the
count of check bits compared to the original code listed
in Table 1.

The reduction is noticeable in longer data words, particu-
larly in 64-bit the reduction reaches 1 out of 24 bits and even
more in 256-bit 4 out of 48 bits. Also, the proposed coding
scheme is flexible and can be implemented for any data word
size, while the original OLS coding is limited tom2data word
sizes.

TABLE 2. The check bit parameter of the proposed SEC-DED for different
data word sizes.
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FIGURE 2. The reconfigured H matrix for the SEC DED (35,21) code.

FIGURE 3. The reformed H matrix for the (28,16) SEC-DED-DAEC code.

2) PROPOSED SEC-DED-DAEC CODES
The proposed SEC-DED-DAEC codes are generated using
the previously described SEC DED matrices. As shown in
Fig. 3, the H matrix of the proposed (28,16) SEC-DED-
DAEC code is presented as an example of the proposed
SEC-DED-DAEC codes. This H matrix is constructed by
reorganizing the (28,16) SEC DED matrix described in
subsection III-A1. By using the derived SEC DED matrices,
the proposed SEC-DED-DAEC codes offer a robust solution
for correcting single and double adjacent errors. Notably, the
H matrix fulfills the critical condition that no two adjacent
data columns share any check bit, which is essential for
accurate double adjacent error correction. As demonstrated
in Fig. 3, this condition was achieved without the need for
redistribution of check bits with data bits, as the case in [17].
The simplicity of implementation of the proposed codes is an
advantage for VLSI and ASIC applications.

In the case of single error in the protected data word, this
type of error is corrected by using the corresponding three
input AND gate. The AND’s inputs consist of a distinct set of

syndrome bits. Syndrome bit is calculated by XOR the saved
check bit and the recomputed check bit from the fetched data
bits, which are marked with ‘‘1’’ in the corresponding row of
the modified H matrix. For instance, the first syndrome bit,
S1, is calculated by XOR the first stored check bit P1 and
the first recomputed check bit P′

1. The P
′

1 is the modulo-2
sum of all the involved data bits (marked as ‘‘1’’) in
row 1 of the proposed H matrix in Fig 3. Another example,
S2 is resulted from XOR P2 and P′

2, which computed
by modulo-2 sum all the involved data bits in row 2
of the H matrix, and so on. According to the principles
described, any single error bit can be corrected using the
three corresponding syndrome bits. To illustrate this, let’s
assume that d0 is the error bit. This particular error will
impact the values of the first three computed check bits
(P′

1, P
′

2, P
′

3). As a result, the value of the first three syndrome
bits (S1, S2, S3) becomes 1, thus activating the related
AND gate that will correct d0 by toggling its value. This
correction process can be applied to all bits within the data
word.
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In the occasion of a single error within the stored check
bits, this error will lead to the generation of a single erroneous
syndrome bit. It is important to emphasize that this single
erroneous syndrome bit does not compromise the integrity of
data or cause any silent error.

In the case of double error, it can occur in one of the
following scenarios:

1) Double Error in adjacent data bits.
2) Double Error in nonadjacent data bits.
3) Double error in check bits.
4) Double error in one of check bits and one of data bits

(adjacent).
5) Double error in one of check bits and one of data bits

(nonadjacent).

In the first scenario, the occurrence of double errors in
adjacent data bits does not result in any overlapping of
parities. This facilitates the distinction and correction of these
two errors. This can be clearly observed in the parity matrix
illustrated in Fig. 3. Any error in adjacent bits will result in
the activation of six syndrome bits. Therefore, the proposed
coding scheme can be considered a corrector for adjacent
double errors in data bits.

For the second scenario, the proposed coding scheme is
designed to satisfy the original OLS coding conditions. This
ensures that any pair of data bits does not intersect with more
than one check bit. Therefore, in the event of nonadjacent
double errors in the data, their effect will result in one of
the following two error patterns. First, if the two erroneous
bits intersect with a single check bit, this will cancels out
the effect of errors on the common check bit (according to
the well-known parity theory). In other words, only two of
syndrome bits per error bit is activated, not three, which
prevents error correction. This pattern of double errors can
simply be detected by using the detection circuit proposed
in [17], based on the condition of activated even number
of syndrome bits without resulting any correction process.
The second pattern occurs when the erroneous bits do not
intersect with any check bit. For example, if the errors
occur in b0 and b13 in the H matrix displayed in Fig. 3.
This pattern of nonadjacent double errors is correctable,
meaning that the three necessary syndrome bits are available
for error correction. It is noteworthy that any combination
of the affected check bits in this scenario does not create
any miscorrection. This is due to the orthogonality property,
which prevents activating more than two syndrome bits in any
data bit correction set, thereby preventing any miscorrection
state. Therefore, this type of double error is either detectable
or correctable.

Referring to the third scenario, the presence of two errors,
whether adjacent or not, in the saved check bits will activate
an even number of syndrome bits. This will trigger the
double error detection circuit and identify it as a double
error. Although this type of error does not result in any error,
it cannot be disregarded due to its similarity in effect to the
errors in the second scenario.

In scenario four, the proposed codes effectively correct
the data bit. Importantly, it remains unaffected by the error
present in the adjacent check bit. The reason behind this lies
in the design of the proposed H matrices, which are based
on OLS conditions and also ensure that there is no overlap
between the adjacent check and data bits.

If the erroneous check and data bits are not adjacent, as in
the fifth scenario, the data bit can be corrected provided there
is no intersection between the check bit and the check bits
generated by the data bit. Otherwise, if there is an overlap,
the suggested codes will detect this error as a double error.

In summary, this section introduces a two-step scheme for
generating SEC-DED-DAEC codes using modified orthog-
onal Latin squares codes. These codes have the capability
to correct single and double adjacent error bits and detect
double errors accurately, using less percentage of stored
check bits, without any instances ofmiscorrections. A notable
advantage of proposed codes is that they offer flexibility
in implementation for protecting data of various sizes,
surpassing the limitations of the conventional DEC OLS
codes.

B. PROPOSED SEC-DAEC CODES
The idea of the proposed SEC-DAEC coding scheme is to use
a simple H matrix with w = 2 data columns, and orthogonal
rows. This matrix must have the following constraints:

1) Each column is distinct from the other columns.
2) Each column must be non-zero.
3) All columns assigned to check bits must have w = 1.
4) All columns assigned to data bits must have w = 2.
5) All columns must not have adjacent 1’s.
6) Every pair of adjacent columns is distinct.
7) Every row must be orthogonal to the other rows.

The first three constraints are aimed at correcting single
errors. Any single error can be detected and corrected.
A single error can affect a single column, thus enabling the
decoder to use a distinct syndrome pair to identify and correct
the error. The fourth constraint reduces the number of check
bits by involving only two check bits in each column assigned
for data bits. The fifth constraint prevents consecutive check
bits in any column to avoid miscorrection errors induced
by adjacent errors in check bits. This can be achieved by
reordering the check bits to ensure that any double adjacent
error (DAE) in the check bits set will produce an invalid
syndrome pair and be discarded. The sixth constraint corrects
DAE in data bits by using different valid syndrome pairs for
every adjacent data column. It is noteworthy that in existing
codes, the occurrence of DAE in data columns may induce a
miscorrection error in one or more data bits. However, in this
SEC-DAEC coding class, these miscorrections are avoided
using a newly proposed module called the double adjacent
error correction module, as will be described later in this
section. The seventh constraint ensures the fulfillment of the
sixth constraint with a minimum number of data bits involved
in check equations. This aims to minimize the delay in the
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encoding and decoding circuits. This property is based on the
orthogonal Latin square coding scheme.

TABLE 3. The check bit parameter of the proposed SEC-DAEC codes in
comparison with the SEC OLS codes for different data word sizes.

FIGURE 4. H matrix of the proposed (24,16) SEC-DAEC code.

Initially, we adopted the modified SEC OLS matrices
presented in [22]. To fulfill the constraints of the proposed
matrices, and in comparison with the SEC OLS codes,
one additional row had to be incorporated (resulting in the
inclusion of one extra check bits), as shown in table 3.
Figure 4 provides a visual representation of the proposed
H matrix for the proposed SEC-DAEC code (24,16) as an
example of the proposed SEC-DAEC codes.

The encoding circuit is a simple circuit to generate check
bits according to the check bit equations provided by the
proposed H matrix. For example, the encoding equations of
the proposed (24,16) SEC-DAEC code are the following:

p0 = d0 � d6 � d10 � d13
p1 = d1 � d7 � d11 � d14
p2 = d0 � d2 � d8 � d12
p3 = d1 � d3 � d6 � d9 � d15
p4 = d2 � d4 � d7 � d10
p5 = d3 � d5 � d8 � d11 � d13
p6 = d4 � d9 � d12 � d14
p7 = d5 � d15

Initially, the decoder circuits of the proposed SEC-DAEC
codes are designed to generate syndrome bits. Every syn-
drome bit is generated by XORing the stored check bit with
the check bit regenerated using the corresponding encoding
equation. The single error can be located and corrected using
the activated syndrome pair, which must match the assigned
column in the paritymatrix. This syndrome pair will activate a
2-input AND gate, which will flip the error bit with an XOR
gate. This correction mechanism is applied to all protected

FIGURE 5. Decoder diagram of the proposed (24,16) code.

data bits. Fig. 5 shows this correction mechanism in the
decoder circuit of the (24,26) SEC-DAEC code.

As mentioned earlier, the proposed H matrix is designed
with w = 2 columns to reduce the number of encoded
check bits. However, the generated codes have a hamming
distance equal to 3, thus guaranteeing only the correction
of single errors. In the event of an adjacent double error in
the protected data bits, a single or multiple miscorrection
errors may occur by mistakenly correcting non-erroneous
data bits, which leads to degrading the correction of the
proposed SEC-DAEC codes. Here, rather than undertaking
the step of increasing the check bits to make the hamming
distance 4 as it is in the existing codes, the new approach
here is to mask any correction operation on any double error
bits except the double adjacent bits. This masking can be
achieved due to the fact that any case of double adjacent error
occurs only once at a time (as per the sixth constraint) and
can be detected using a simple ORing circuit of k-1 adjacent
correction signals. The activation of the OR circuit, the DAE
signal shown in Fig. 5, with a value of 1, is used to pass only
the double adjacent error correction and disable any other
correction signal. Fig. 6 presents the logic of the proposed
Double Adjacent Error Correction (DAEC) Module used to
perform the selective correction process. The expert in logic
circuits can recognize that the DAEC module will pass the
single error correction when the DAE single is not activated
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FIGURE 6. Proposed DAEC module.

and its value is 0. But when the DAE signal is activated with
a 1 value, then the decoder will enable the correction of the
double adjacent errors that belong to the same DAECmodule
(i.e., the module with active a1 and a3 signals shown in Fig. 6.

In the preliminary assessment of overheads imposed by the
proposed SEC-DAEC codes and compared with simple codes
that have gained industry acceptance, such as Odd Weight
SEC DED by Hsiao [4], the following can be noted: The
check bits used are 6 and 8, compared to 8 and 13 bits needed
by the proposed SEC-DAEC code to protect 16- and 64- bits
data words, respectively.

Regarding the proposed matrix’s simplicity, the initial
analysis was carried out using the following criteria:
1) The total number of 1’s in the matrix
2) the average number of 1’s per row
3) Maximum number of 1’s in a row.

For the first criterion, the smaller the number of 1’s in
the matrix means that it needs fewer gates and therefore a
simpler encoding and decoding circuit. As for the second
criterion, the lower the average number of 1’s per rows, the
fewer xor gates there will be in the encoding and decoding
equations. The third criterion refers to the longest encoding
and decoding path, which determines the delay in both
processes. Table 4 lists the parameters of Hsiao SEC DED
coding matrix compared with the proposed matrix for 16-
and 64-bit. From this comparison, it can be inferred that
the overheads of adopting the proposed matrices will be
within the acceptable limits by the industry, especially from
the perspective of delay and simplicity, where they were
reduced by up to 59% and 60%, respectively, when used to
protect 64-bit data word. But we must keep in mind that the
proposed codes imposed the addition of DAEC modules to
the decoding circuit outputs to isolate unwanted corrections;
this adds a burden to the delay of the decoding process. The
consequences of using the proposed codes will be evaluated
in more detail in the evaluation section and compared with a
set of existing codes.

IV. EVALUATION
This section aims to evaluate and compare the proposed SEC-
DAEC coding with Dutta’s SEC-DAEC coding [9], as well
as the proposed SEC-DED-DAEC coding with Pedro’s

SEC-DED-DAEC coding [17]. Dutta’s SEC-DAEC coding
was selected for its simplicity as it is designed to be as
straightforward as the widely used SEC-DED coding. Pedro’s
SEC-DED-DAEC coding was chosen as one significant
coding derived from orthogonal Latin square codes. The
focus is on assessing the overheads imposed by reducing
the number of check bits on the parameters of the proposed
encoding and decoding circuits. These circuits are imple-
mented using hardware description language (HDL), and
synthesized by field-programmable gate array (FPGA) and
application-specific integrated circuit (ASIC) technologies.

For the proposed codes, the first one described in
subsection III-A will be named as DAECPro1, and the second
one described in III-B as DAECPro2. For the protection
requirements, both the DAECPro1 and DAECPro2codes are
capable of correcting single and double adjacent errors in
a data word without any miscorrections. Furthermore, the
DAECPro1 codes are capable of detecting any non adjacent
double errors. The application considered is protecting 16,
64, and 256 bit data words commonly used in high speed
memories. For 16 bits, the codes would be DAECPro1
(28, 16) and DAECPro2 (24, 16). For 64 bits, the codes
would be DAECPro1(87, 64) and DAECPro2(77, 64). The
codes for 256 bits would be DAECPro1(300, 256) and
DAECPro2(281, 256).

A. FPGA SYNTHESIS
All the evaluated codes are synthesized using Xilinx FPGA
Zynq-7000 device family [23]. The analyzed parameters are
area, delay, and power consumption of the encoder/decoder
circuits. Some analysis on area, delay, and power overheads
will be referenced to Hsiao odd-weight-column SEC-DED
scheme [4] since its overheads are widely accepted in the
industry. In this case, with codes for protecting 16 and 64 bit
data words.

Table. 5 presents a comparison of the mentioned tech-
niques based on the imposed extra area of the check bits, and
the area utilization of the encoder/decoder circuits (in Lookup
Tables, or LUTs). For the cases of short and long data words
(16 and 64 bit), it can be observed that the area overheads
of the check bit and the sum of encoder and decoder LUTs
of the SEC-DAEC Dutta codes [9] are less than the proposed
DAECPro2 codes. This is reasonable, since Dutta SEC-DAEC
scheme is simple. As the results indicate, the DAECPro2
scheme requires a small extra area for check bits, increasing
by only 6% compared to the Hsiao codes or Dutta codes when
protecting 16-bit or 64-bit data words. Regarding the encoder
and decoder area, the DAECPro2 scheme requires 51% and
32% more LUTs than the Hsiao scheme for 16-bit and 64-
bit data words, respectively. This indicates that despite the
simplicity of the DAECPro2 H matrix, the addition of DAEC
modules increases the decoder area. However, this increase
is minor compared to the area needed for storing the check
bits, which are stored with each data word. Therefore, the
DAECPro2 codes is still a competitive solution from an area
perspective when protection is required only for correcting
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TABLE 4. Simplicity parameters of the proposed matrices.

TABLE 5. FPGA synthesis results for area measurement using LUTs and
extra check Bis area.

single-bit and double-adjacent-bit errors. For applications
requiring higher protection capabilities, the results showed
that the proposed DAECPro1 scheme is also a competitive
option to Pedro et al scheme, particularly as it reduces the
check bits storage area by 1 percent when protecting large
data words such as 64-bit and 256-bit.

The delay measurements of the encoding and decoding
processes in FPGA synthesis for the 16, 64, and 256 values
of k are presented in Table 6. These measurements are
determined by the slowest path in nanoseconds. Analysis of
the encoders results shows that the encoding speed is related
to the number of the generated check bits. This is because
reducing the number of generated check bits increases the
complexity of the H matrix and increases the number of 1’s
in the rows, making the encoding circuit more complex and
slower.

This relationship is evident in the proposed DAECPro1
(28, 16) and DAECPro2(24, 16) 16-bit encoders, where
the encoding speed matched Pedro et al. (28, 16) [17]
encoding and increased by 10 percent compared to the Hsiao
(22, 16) [4] and Dutta (22,16) [9] encoders. This indicates
that the encoding speed will not be negatively affected but
will actually increase when the proposed codes are adopted.
In the 64-bit encoding, the effect is similar, with an increase
of 7.2 percent compared to the Hsiao (72, 64). In the
256-bit encoding, the reduction in the number of check bits
in the proposed DAECPro2(281, 256) code did not affect the
encoding speed when compared with the proposed encoding
in DAECPro1(300, 256). However, compared to Pedro et. al.
(304, 256) code [17], a slight increase of 7.4 percent can be
observed.

Decoding time is a key factor in high speed cache
memories due to its influence on the speed of the data

reading process. Table 6 displays the results for decoding
time for all the evaluated codes. For the proposed DAECPro2,
the analysis shows that the delay time resulting from the
addition of DAEC modules will be limited compared to
the positive effect of the simplicity of the H matrix on the
decoding speed. This can be observed in the decoding time
of the proposed DAECPro2(24, 16) 16-bit decoder, where it
appears equal to the decoding time of the Hsiao (22, 16) SEC
DED code.

The important benefit of adopting the DAECPro2 is evident
when it is applied to protect 64-bit data words, as the decoding
time is reduced by 24.5 percent compared to the Hsiao
(72, 64) SEC DED code. This reduction is attributed to
the simplicity of the H matrix and the parallel operation of
the DAEC modules. For 256-bit data word protection, the
DAECPro2(281,256) code is the best option if applications
only require correcting one or two adjacent errors. We would
like to point out here that the reason that the decoding
time in the DAECPro2(24, 16) code is slower than the
DAECPro2(77, 64) and DAECPro2(281, 256) codes is due
to the differences in the synthesis process. Specifically,
the synthesis mostly used LUT4 for the codes DAECPro2
(77, 64) and DAECPro2(281, 256), while using LUT6 for
the code DAECPro2(24, 16) that increased the number of
stages (nets) and with it increased the length of the routes
and decoding time.

For applications that require SEC-DED-DAEC capability,
the proposed DAECPro1(28,16) code for 16-bit protection
shows a faster decoding time than the Hsiao (22, 16) code.
Also, DAECPro1(28,16) code is competitive with Pedro et
al. (28,16) SEC-DED-DAEC code, since both are based on
OLS method. However, the results show that the decoding
process of DAECPro1 is 6 percent and 5.6 percent faster than
that of Pedro et al codes when applied to 64-bit and 256-bit
protection, respectively.

Based on the obtained results, the analysis shows that
adopting the proposed DAECPro2 scheme for correcting
adjacent double errors is preferable when evaluated from
the perspective of encoding and decoding times. The
encoding time for this scheme is less than that of the
Hsiao codes and Dutta codes. In terms of decoding time,
the superiority of the DAECPro2 codes remains evident,
especially when applied to protect long data words, as the
decoding speed in DAECPro2(77,64) code increased by
24.5 percent compared to Hsiao (72, 64) code. The DAECPro1
proposed scheme can also be a significant competitive
option for protecting long data words from adjacent double
errors and detecting nonadjacent ones, as it outperforms

VOLUME 13, 2025 36633



R. A. Ahmed, K. Samsudin: DAEC Codes for Ultra-Fast Cache Memories

TABLE 6. FPGA synthesis results for delay time (IN ns).

Pedro et al codes in decoding speed while using fewer check
bits.

Table 7 lists the results of power consumption in the
encoding and decoding circuits. These results are the sum
of the static and dynamic power consumption (in milliwatts)
based on the FPGA synthesis. About the encoder, the analysis
shows that theDAECPro2 coding is acceptable from the power
consumption perspective compared to Hsiao coding or Dutta
coding. This is proved by the consumption of the 16-bit
encoder of the DAECPro2(24, 16) code, and even the 64-
bit encoder of the DAECPro2(77, 64) code, which requires a
slight increase of only 9 percent compared to the consumption
in Hsiao (72, 64) code. As for the encoder of the DAECPro1,
the increase is slightly up to 7 percent for the 16-bit encoder,
but for the 64-bit encoder, the increase in the generated
check bits will consume more power than the 64-bit Hsiao
encoder by 17 percent. However, the power consumed in
the encoder in the DAECPro1(28, 16) code is almost equal
to that imposed by the encoder in Pedro (28,16) code. This
can be justified because both schemes rely on the orthogonal
Latin square mechanism to generate an equal number of
check bits. From this, it is possible to understand the slight
decrease in encoder’s power consumption in the proposed
DAECPro1(87, 64) code with a size of 64-bit and encoder in
the DAECPro1(300, 256) code with a size of 256-bit, resulting
from the lower number of generated check bits compared to
Pedro (88, 64), and Pedro (304, 256) codes.

Table 7 shows the results of power consumption
in the decoder circuits. The results of the proposed
DAECPro2 decoder show a similarity with the results of
the Hsiao decoder. This is proved by the consumption of
DAECPro2(24, 16) code, which consumes 3.4 percent less
power, as well as the consumption of DAECPro2(77, 64)
code, which consumes 2.7 percent more power compared
to the corresponding Hsiao codes. This slight variation
indicates that the simplicity of the syndrome generation
circuit reduces the effects of the power consumption of
the double adjacent error detection circuit and the DAEC
modules. As for the proposed decoder in the DAECPro1
scheme, the consumption is almost similar to Pedro scheme
decoder. This is because, as mentioned earlier, both schemes

TABLE 7. Power requirements (IN mWatt).

are based on the orthogonal Latin square method. It is worth
noting that the power consumption is proportional to the
number of regenerated check bits in the decoder circuit.
This can be proved by the slight decrease in the power
consumption results of the proposed DAECPro1(87,64) and
DAECPro1(300,256) codes noted compared to Pedro (88,64)
and Pedro (304,256) codes, respectively.

The results obtained from the FPGA synthesis illustrate
that the decoding circuits of the proposed codes, especially
for long data words (64-bit and 256-bit), exhibit superior
speed compared to the current codes. Another significant
benefit is that the proposed codes reduce the count of
check bits required for encoding. These improvements
render the proposed codes highly attractive for high-speed
cache designers. Moreover, these codes offer implementation
flexibility, enabling them to protect data of various sizes
and surpass the limitations of the original DEC OLS codes.
It is important to note that while these advantages are
considerable, there is a slight trade-off in terms of an increase
in encoder and decoder area. However, this trade-off is
overshadowed by the significant benefits they bring in terms
of decoding speed, implementation flexibility, and reduction
of check bit.

B. ASIC SYNTHESIS
Generally, encoder and decoder circuits are integrated into the
cache and implemented using ASIC technology. For ASIC
evaluation, the existing DAEC codes, including the proposed
DAECPro1 and DAECPro2 codes, are synthesized for the
45nm FreePDK Standard Cell Library [24]. For SEC-DAEC,
the results of the proposed 16-bit and 64-bit DAECPro2
codes are compared with Dutta codes [9] to determine the
reduction in area and operation speed (encoding and decoding
times). As for SEC-DED-DAEC, the 16-bit, 64-bit, and
256-bit DAECPro1 codes are compared with the correspond-
ing Pedro SEC-DED-DAEC codes [17] to evaluate the
overheads imposed in area and decoding time as a result of
decreasing the required check bits. The results for the area
(in µm2) and delay time (in ns) for both encoder (Enc) and
decoder (Dec) circuits are presented in Tables 8 and 9.
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TABLE 8. ASIC synthesis results for area measurement µm2.

TABLE 9. ASIC synthesis results for delay time (IN ns).

For area, Table 8.(a) shows the estimated reduction in
encoder and decoder areas when adopting the proposed
DAECPro2codes compared to Dutta’s SEC-DAEC codes.
Significant reductions in area are achieved for encoders 16-
bit and 64-bit by 29.5 percent and 41.2 percent, respectively,
which proves the simplicity of the proposed DAECPro2
encoders. More importantly are the reductions achieved for
Decoders 16-bit and 64-bit that evident the addition of
the DAEC modules in DAECPro2decoders will not have a
significant effect on the consumed area.

Table 8.(b) provides the area overhead by the proposed
DAECPro1 codes compare to Pedro SEC-DED-DAEC codes.
Very limited overheads are found by the results of the 16,
64, and 256 bit DAECPro2 codes’ encoder and decoder (less
than 1 percent for all cases). Hence, From area perspective,
adopting the DAECPro1codes is comparable to Pedro SEC-
DED-DAEC codes.

Table 9.(a) presents the reduction in encoding and
decoding times when adopting the proposed DAECPro2
SEC-DAEC coding compared to Dutta SEC-DAEC coding.
The results prove that the proposed DAECPro2 coding is
capable to protect 16-, 64-, and even 256- bit data words
in caches operate at 0.5 ns clock rate, which is beyond
the capability of Dutta coding even for the simple 16-bit
code. This enhancement is achieved by the simple design

of the decoder circuit, which comes with a small increase
in check bits storing area as explained earlier. Therefore,
for cache applications that require SEC-DAEC tolerance
technique to operate at 0.5 ns clock rate, adopting the
proposed DAECPro2codes is an important option for cache
designers.

Table 9.(b) lists the overhead in encoding and decoding
time imposed by the proposed DAECPro1codes compared to
Pedro SEC-DED-DAEC codes. Analysis of the results shows
that adopting the proposed DAECPro1coding for protecting
64-bit or 256-bit is an attractive option for cache designers,
since the overhead in encoding and decoding time is small
in 256-bit and even the decoding time is significantly faster
by 13 percent in 64-bit code. This proves that adopting the
DAECPro1codes for protecting 64-bit and 256-bit data words
is beneficial specially it can save 1 percent of the check bits
storage area.

V. CONCLUSION
In this paper, two approaches for double adjacent error
correction have been developed based on modified SEC
OLS codes. The first one is a class of SEC-DED-DAEC
codes, as the second is one of SEC-DAEC codes. These
approaches are tailored for high-speed cache memories, with
the objective of controlling radiation-induced errors while
reducing the decoding delay as much as possible with the
least number of check bits. These codes have been evaluated
using FPGA andASIC technologies. For those, the developed
SEC-DED-DAEC codes outperform the existing codes when
applied to protect a 64-bit data word, wherein a reduction of
1% in check bits storage area is evident. These codes also
achieve 13% acceleration in the decoding process. As for
the proposed SEC-DAEC codes, the key finding is that the
proposed SEC-DAEC codes in ASIC with 45nm technology
show the capability to protect 16, 64, and 256 bit data words
at 0.5ns clock rate, outperform in minimum point by 20% the
existing SEC DED and SEC-DAEC codes. This achievement
comeswith a slight overhead in the check-bit storage area, not
exceeding 6% in protecting 16- and 64- bits data words. These
proposed approaches not only improve performance but also
provide scalable solutions as the future cache and memory
systems evolve toward higher speed technologies. Future
work could investigate the integration of these approaches
into other high-speed memory systems, like 3D memories,
to further boost efficiency.
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